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Editorial Preface 

From the Desk  of Managing Editor…  

It may be difficult to imagine that almost half a century ago we used computers far less sophisticated than current 

home desktop computers to put a man on the moon.  In that 50 year span, the field of computer science has 

exploded. 

Computer science has opened new avenues for thought and experimentation. What began as a way to simplify the 

calculation process has given birth to technology once only imagined by the human mind. The ability to communicate 

and share ideas even though collaborators are half a world away and exploration of not just the stars above but the 

internal workings of the human genome are some of the ways that this field has moved at an exponential pace. 

At the International Journal of Advanced Computer Science and Applications it is our mission to provide an outlet for 

quality research. We want to promote universal access and opportunities for the international scientific community to 

share and disseminate scientific and technical information.  

We believe in spreading knowledge of computer science and its applications to all classes of audiences. That is why we 

deliver up-to-date, authoritative coverage and offer open access of all our articles. Our archives have served as a 

place to provoke philosophical, theoretical, and empirical ideas from some of the finest minds in the field. 

 We utilize the talents and experience of editor and reviewers working at Universities and Institutions from around the 

world. We would like to express our gratitude to all authors, whose research results have been published in our journal, 

as well as our referees for their in-depth evaluations. Our high standards are maintained through a double blind review 

process.  

We hope that this edition of IJACSA inspires and entices you to submit your own contributions in upcoming issues. Thank 

you for sharing wisdom.  

Thank you for Sharing Wisdom! 
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Abstract—In blockchain system, the problem of endless 
addition of transaction volume results in larger space occupation, 
heavier network transmission burden and the like. But the way 
of abandoning historical data is hindered by the characteristic of 
blockchain-tamper-proof. To solve this problem, this dissertation 
takes bitcoin system as an example, and gives a definition of 
expired transaction. By abandoning expired transactions and 
packing the rest transactions in several blocks into a new 
substitute block to replace old blocks, help to overcome the 
difficulty in clearing historical data. However, this solution fails 
to clear ineffective intermediate transactions. Thus, a follow-up 
solution is proposed, abandon the transactions whose outputs 
have been run out and retain the transactions where not all the 
outputs have been spent. Additionally, include records of the 
spending details of each transaction output, which allows us to 
clear ineffective intermediate transactions. In the end, an 
experiment is conducted to confirm the effectiveness of the two 
solutions as to clearing transactions. 

Keywords—Blockchain; endless addition; expired transactions; 
substitute; storage problem; consensus algorithm 

I. INTRODUCTION 
Blockchain [1] technology has become a new data storage 

technology with its decentralization, anti-tampering, and 
traceability. In addition to the field of digital cryptocurrency 
[2], it also enjoys promising prospects for application in the 
fields of data notarization [3], resource sharing [4] and supply 
chain traceability [5]. It is estimated that by 2027, 10% of 
global GDP will be stored through blockchain technology [6]. 

To realize decentralization and traceability, blockchain 
technology uses chain storage structure [7] and multiple 
complete nodes to save data copies in full. However, such a 
storage method inevitably causes endless addition of data, and 
its anti-tampering feature means once the data (even the wrong 
data) is uploaded, it cannot be modified or deleted. As time 
goes on, fast-growing data of block chain leads to space 
occupation, which has become a problem that blockchain 
technology has to face. In addition, when a new complete node 
joins the system, the full amount of data must be synchronized, 
resulting in an increase in the network load of other nodes. 
Currently, it takes several days for Bitcoin nodes to 
synchronize the full amount of data every time, and every node 
needs to verify the correctness of the transaction when it 
receives a synchronization block, which will consume massive 
CPU computing power. 

In the following sections, an overview of solutions in 
bitcoin system and research field, is given firstly, and find that 
these ideas merely mediate the effects of the problem instead of 
solving it. Then we define the expired transactions, based on 
which gives a solution of re-packing to generate substitute 
block to replace old blocks safely and thus abandon historical 
data. But this solution can only clean about 20% transactions. 
To clean more middle expired transactions, give a follow-up 
solution by recording signals of unspent transaction outputs. 
Finally, we verify the correctness and effectiveness of two 
solutions by experiments to find the second solution can clean 
about 80% expired transactions. With comparison to traditional 
solutions, reusing consensus algorithm (Power of Work) to 
generate substitute block to replace old blocks safely, is a 
brand-new and effective idea in this field. 

II. SOLUTIONS IN BITCOIN 
The most typical application of blockchain technology is 

Bitcoin. To make things easier, Bitcoin will be taken as an 
example. Bitcoin has been in operation for 12 years since 2019. 
As of February 14, 2021, there were 670,540 blocks and 
18,628,343 bitcoins, with a total transaction volume of 
1,232,212,522, a total data capacity of about 306 GB, a total 
number of 786,328,292 authentication addresses, and a market 
capitalization of 905.9 billion dollars [8]. According to 
statistics from BitNodes [9], there are currently about 10,000 
complete nodes online at the same time in the entire network, 
and the disk space required by a single complete node is about 
306 GB. Each complete node stores one copy of data, so the 
data capacity required by the whole system is about 3.1 PB. At 
present, it is growing rapidly at the rate of about 330,000 
transactions per day [10]. With such high-speed transaction 
growth, the storage space occupation of Bitcoin has become an 
increasingly obvious problem. 

Satoshi Nakamoto, the author of Bitcoin, once proposed a 
solution to the storage problem-space recycling. He believes 
that if the recent transaction has been included in enough 
blocks, the data before the transaction can be discarded to 
recover the hard disk space [1]. He pruned the expired 
transaction data, yet kept their Hash values to ensure that the 
Merkle root of the block is a verifiable value, as is shown in 
Fig. 1: 
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Fig. 1. Before and after Pruning Tx0-2 from Block [1]. 

The data before the transaction mentioned by Satoshi 
Nakamoto in that article can be described as follows: For 
example, Coinbase transaction is transferred from A to B, and 
then B transfers to C. If the two transactions are included in the 
block chain and are confirmed by sufficient subsequent blocks 
(more than six), the legality of the transaction can be 
confirmed. When the transaction from B to C is confirmed, the 
transaction from A to B, which is regarded as a transaction 
before the transaction from B to C, is no longer valuable in 
verifying the transaction. It only has retrospective value as an 
expired transaction. 

Whether the pruning is correct or not, the block verification 
is unfailingly correct so long as the hash algorithm is not 
destroyed. In this regard, verifying the correctness of the 
pruning result will be a problem. In practice, Bitcoin does not 
use the above pruning strategies when solving this problem. 
Instead, it uses the following strategies: 

1) Use prune parameters. Prune parameter is used to 
reduce the usage of local hard disk. When launching Bitcoin 
core for the first time, the software will require the user to 
select the folder location where the blockchain is stored. All 
users need to do is to create a setup document named “bitcoin. 
conf” under the root directory of this folder, and write the code 
prune=N, where the unit of n is MB. Among them, N is the 
blockchain size stored locally, and N=0 means no limitation 
and complete download; If a limitation is required, the 
minimum value is 550 (that is, 550MB). It should be noted that 
even if the -prune mode is started, the node will still need to 
download the data of the entire blockchain network, but instead 
of storing all the data, it will simply delete the old blocks after 
building the UTXO library. In addition, if the prune mode is 
started, data on the entire blockchain network will have to be 
downloaded again during re-scanning, and the client usage will 
be greatly affected. 

2) Provide SPV (Simplified Payment Verification) 
lightweight client. In the SPV method, SPV nodes only store 
the header information of the block, not the complete data. 
Therefore, when a transaction occurs and the validity of the 
transaction needs to be verified, it downloads the latest block 
from the complete node. When it is verified that the transaction 
is packed into the block and the number of blocks generated 
after the block is greater than six, the transaction is thus 
verified. However, SPV nodes completely depend on complete 

nodes, and verify transactions by using simple payment 
verification method, so they are highly vulnerable to service 
denial attacks [11], witch attacks [12] and other attacks. In 
addition, it reduces the number of complete nodes, which will 
lead to a more centralized system. 

3) Use SegWit technology. SegWit technology was 
officially activated on August 24th, 2017, with a block height 
of 481,824 [7]. SegWit thinks that the witness data (scriptSig) 
in the transaction input is the main contributor to the total 
transaction size. By migrating the witness data out of the 
transaction, the Bitcoin node can remove the witness data after 
verifying the signature, and the witness data does not need to 
be stored in the hard disk by all nodes, thus saving the storage 
space of a single node. 

4) Lightning network and SegWit technology in research 
and development stage. Lightning Network [7] establishes a 
payment channel between the two parties in day trading, and 
pre-store part of the funds in the channel. The fund allocation 
plan after each transaction will be jointly confirmed while 
signing to declare invalid of the old version. When settlement 
is required, the final transaction result is written in the 
blockchain network for final confirmation. Since transactions 
only need to go through the blockchain when they are settled, 
the number of transactions submitted to the blockchain is 
greatly reduced. 

The above solutions can optimize blockchain storage by 
being user-friendly and reducing the size and quantity of 
transactions submitted to the blockchain. However, they can 
neither clean out expired transaction nor address the root of the 
problem: endless addition of blockchain data. Therefore, they 
cannot solve the problem of increasing storage space 
essentially. 

III. SOLUTIONS IN RESEARCH FIELD 
A great number of researches have so far been done on 

storage problems in the research field, and the solutions in the 
research can be divided into the following categories: 

1) Sharding strategy [13-15]. In this strategy, a complete 
block is divided into K blocks, each block is stored in a certain 
proportion of nodes, and the storage conditions of nodes are 
recorded. When a block is needed, data is obtained from these 
nodes to restore the block. This strategy reduces the storage 
space required by a single node. But if several nodes stored in a 
certain block are inaccessible, the block cannot be accessed. 
This is a chain storage strategy, according to which, all data are 
stored on block chain. 

2) Distributed storage strategy [16-17]. With the latest 
distributed storage technology, this kind of system distributes 
and stores blocks in RAID (Redundant Array of Independent 
Disks), Clouds, P2P [16] (Peer to Peer) or Elastic Chain [17], 
etc. Data can be accessed from these systems when needed. 
These systems can effectively guarantee the storage security 
and access efficiency of large-scale data. This is an off-chain 
storage method, which moves the data in the block to the off-
chain, and only keeps the Hash of the data in the block for easy 
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searching and tamper-proofing. In the decentralized network, 
the problems of data centralization and the selection of the data 
remains storage. 

3) Editing [18] or deleting strategy [19]. The editing 
strategy uses secret sharing strategy to manage trap door keys, 
which enables multiple verifiers cooperate to manage the 
modification rights of data on the chain, and avoid a single or a 
small number of malicious verifiers to tamper with the data at 
will after getting the trap door, thus improving the security and 
credibility of blockchain data [18]. The deleting strategy adopts 
some consensus mechanisms. For instance, PoSpace (proof of 
space), based on the consensus mechanism of space proof, 
deletes the expired data after being agreed and signed by most 
users, and the structure of the blockchain remain unchanged 
[19]. The above two strategies can only modify or delete at the 
block level, that is, the whole block must be completely 
replaced, so the operation granularity is too large [18]. 

4) Abandon strategy. Bitcoin-Core [20] proposes a method 
to save storage space by deleting all blocks after UTXO 
(Unspent Transaction Output) library is built. In fact, some full 
nodes use UTXO library to speed up data verification. The 
prune parameter mentioned above also adopts this storage 
scheme. However, in this way, the UTXO library will be at the 
risk of being tampered with, and the node cannot provide block 
sharing services, which will further aggravate the 
centralization. 

5) Lightweight client strategy. In addition to full nodes, 
different blockchain systems also define their own lightweight 
clients. These lightweight clients including SPV node in 
Bitcoin, Jaxx, Status and Trust Wallet in Ethereum do not store 
all data but only recent blocks. So, data verification completely 
depends on full nodes. They are not only vulnerable to attacks 
but will also exacerbate centralization. Therefore, this strategy, 
which is merely a scheme to improve the user experience, is 
not enough to tackle the increasingly growing data volume. 

IV. SOLUTION 
Whatever in practice research, traditional solutions to 

blockchain storage space can neither clean out previous 
transactions nor stop new transaction data from adding. That 
means these solutions fail to solve the problem of increasing 
blockchain data. Obviously, the addition of new transaction 
data is unavoidable, so it’s necessary to clean out expired 
previous transaction. To be exaggerated, in order to ensure the 
traceability of data, should expired transactions 10,000 years 
ago continue to be kept in the blockchain? The answer is 
definitely “no”. However, cleaning out expired transactions can 
affect the traceability of previous data. So, need to clean out 
expired transaction data and meanwhile ensure the correctness 
of the blockchain traceability, which is the root of the problem. 
Next, describe how to identify an expired transaction, rise a 
corresponding solution and then elaborate on the design of the 
substitute block and substitute chain of the scheme. 

A. Expired Transactions 
In Bitcoin system, transactions fall into two categories: 

Coinbase transaction and ordinary transaction (non-Coinbase). 
I will illustrate how they two can be deemed to be expired 
transactions according to different situations. 

1) Coinbase transaction. Suppose the Coinbase transaction 
is transferred from A to B, and B transferred it to C. If the two 
transactions are included in blockchain and confirmed by a 
substantial number of subsequent blocks (more than 6), then 
the legality of the transactions is confirmed. When the transfer 
from B to C is confirmed, then that from A to B becomes an 
expired transaction since it no longer has the value of verifying 
a transaction but only had the value of tracing. 

2) Ordinary transaction. The standard to judge whether an 
ordinary transaction is expired are as follows. 

a) All the inputs of ordinary transactions are from 
expired transactions. As clean out expired transactions in 
advance, ensure all the ordinary transactions are from expired 
transactions by not finding such ordinary transactions in the 
unexpired transaction list. 

b) All the outputs of ordinary transactions are spent 
before the expiration date. 

What is expiration date? It should be noted that testing 
whether a transaction is expired or not at different time cut-off 
points (blocks) produces different results. For example, A 
transferred to B on February 5th, 2019, B transferred to C on 
March 5th, 2019, and C transferred to D on April 5th, 2019. If 
the deadline is March 8th, 2019, the transfer from A to B will 
be overdue. If the deadline is April 8th, 2019, both the transfer 
from A to B and the transfer from B to C are overdue. 

What’s worth mentioning is that to ensure the data are 
unalterable and traceable, many intermediate transactions 
cannot be defined as expired transactions. For example, a 
Coinbase transaction is transferred from A to B, and then B 
transfers to E, and E transfers to F. In order to make sure that 
the transfer from B to C is not miscalculated, the ordinary 
transaction from B to E (non-Coinbase transaction) is not 
defined as an expired transaction. 

B. Solution 
This paper proposes a solution to the problem of 

blockchain storage. That is re-blocking. In this solution, a 
certain block is taken as the cut-off block. After calculation, the 
unexpired transactions of several old blocks before the cut-off 
block (until the cut-off block) are extracted, repackaged into 
blocks, and these old blocks are replaced with new blocks. 
Thus, a substitute chain comes into being. In this way, not only 
can the expired transactions be cleared, but also the unexpired 
transactions can be kept. While replacing blocks, if the 
replaced block converges the cut-off block, new cut-off blocks 
can be re-selected to produce a new generation of substitute 
blockchain, as is shown in Fig. 2. 
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Fig. 2. Alternatives for Old Blocks. 

To ensure that the data are correct, only if the latest block 
accepts more than six subsequent blocks can it serve as the cut-
off block, which can be defined as required. A suggested figure 
is 3 months, because accounts in recent three months are 
usually included in the bank’s billing system, while those three 
months ago are regarded as old accounts. 

Bitcoin system makes miners willing to dig through reward 
mechanism. But substitute blocks will not generate new bitcoin 
rewards. If there is no reward then who will produce the 
substitute blocks? Rewards generate incentives, so do 
punishments. If a malicious node takes the opportunity to clear 
unexpired transactions, it will cause asset losses. If someone 
wants to protect its’ own assets then participates in the 
generation of substitute blocks. The participation of plenty of 
nodes will generate computing power, thus safeguarding the 
correctness of data. 

C. Design of Substitute Blocks 
In Bitcoin system, one block is composed of a block header 

and a block body. Coinbase transaction must be the first 
transaction in the block body, followed by other ordinary 
transactions. Except for the structure of Coinbase transaction in 
the block head and the block body, the rest of the substitute 
block is consistent with the general blocks. Next, this paper 
will provide explanation for the block header and Coinbase 
transaction structure in substitute blocks. 

1) Adjustment of the block header. In order to construct 
the block header, the mining node needs to fill in six fields: 
version number, timestamp, extra nonce, Hash value of the 
previous block, Hash of the Merkel root and difficulty 
coefficient. The first version number of the substitute blocks is 
set as to 0XFFFF, and the version number of each version 
upgrade will be reduced by 1 every time it upgrades. The Hash 
of the previous block is the Hash of the previous substitute 
block or the Hash of the genesis block. In order to stay 
consistent with the original block as much as possible, other 
parameters of block header are the same as those of ordinary 
blocks. 

2) Structural adjustment of Coinbase transactions. In 
bitcoin system, the result of double SHA256 operation on the 
block header is the Hash of the block, which needs to meet the 
requirement of difficulty coefficient. The Hash of the block 
header adjusts as the variable nonce changes until the block 
Hash meets the requirement of the difficulty coefficient. That’s 
when the nonce is obtained. However, the mining capacity 
continues to improve. When the computing power of mining 
nodes reaches 4GH/s, the variations of nonce in the block 

header will be exhausted within one second [7], and if the 
block Hash meeting the requirements is not found till now, the 
block cannot be generated. In order to solve the problem, 
introduce the Coinbase in the block body. 

Like ordinary transactions, Coinbase transactions are 
divided into two parts: input and output. However, the input of 
the Coinbase is empty, and only the output is used to record the 
reward given by the mining node. Therefore, the empty input is 
used to fill in extra nonce. As the miners change the input of 
Coinbase, the Merkel root Hash in the block header changes 
accordingly so that it can meet the requirements of the 
difficulty coefficient. 

Although part of the input of Coinbase is used to fill in 
extra nonce, the rest remains unused. Besides, the Coinbase 
transaction in substitute block does not produce an output, 
which means that the output is also idle. As a result, these idle 
spaces can be utilized to record all kinds of data that need to be 
recorded in the substitute block. 

In Coinbase transaction, it’s required to record the 
information of several merged blocks in block chain. To 
safeguard the correctness of data, add another two parameters 
intentionally: the Hash of the previous and next block of the 
original chain. These two parameters make it possible to have a 
two-way chain structure in the substitute chain, which helps the 
substitute chain to be attached to the original chain. This will 
be elaborated in the subsequent part about the design of 
substitute chain. 

What needs to be recorded about Coinbase transaction in 
the substitute blocks are as follows: 

1) Hash and time stamp of the cut-off block. 
2) Block height of the final merged block in the original 

chain and the block height of the present block in the substitute 
chain. 

3) The substitute block needs to connect blocks before and 
after it when replacing the original block, so need to record the 
total number of merged blocks in the original chain, the Hash 
of the first and the final merged block in the original chain as 
well as the Hash of the precious and the next block in the 
original chain. 

4) Information about all the merged blocks, including the 
time stamp, version number, the number of unexpired 
transactions of the blocks on the original chain, details of 
which are in Table III. 

5) Extra nonce is used to control the difficulty coefficient 
in Coinbase transaction. 
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Detailed information about the substitute blocks is shown 
in Fig. 3: 

Next, solve the problem of how to record parameters 
mentioned above into the Coinbase transaction. The original 
input structure of Coinbase transaction is shown in Table I: 

The input structure of Coinbase transaction of the substitute 
block in substitute chain is shown in Table II. Through 

Coinbase transaction, input an idle Hash and time stamp of the 
input transaction and stored the Hash and time stamp of the 
cut-off block. Store majority of information of the original 
chain and part of the information of the substitute chain into 
the addible transaction data. 

Table III shows the original and substitute output structure 
of Coinbase transaction. 

The Hash value, version number, time stamp, extra nonce, Hash of the Merkel root, difficulty coefficient of the last block 

Number of transactions; 
Coinbase transaction; 
Transaction 1 
。。 
Transaction n1 
Transaction n1+1 
。。 
Transaction n1+n2 
Transaction n1+n2+1 
。。 
。。 
Transaction n1+。。+n 

Input of Coinbase transaction 

Hash of the cut-off block; 
Time stamp of the cut-off block; 
Block height of the final merged block in the original chain; 
Block height of the present block in the substitute block; 
Total number of the merged blocks in the original chain; 
Hash of the previous block in the original chain; 
Hash of the first merged block in the original chain; 
Hash of the final merged block in the original chain; 
Hah of the next block in the original chain; 
Information about each merged block 

  time stamp, version number, unexpired transaction number n1 
time stamp, version number, unexpired transaction number n2 
。。。 
time stamp, version number, unexpired transaction number n 

Output of Coinbase transaction 

Extra nonce 

Fig. 3. Design of Substitute Block. 

TABLE I. ORIGINAL COINBASE INPUT STRUCTURE 

Size Field Description 
32 bytes Transaction Hash Hash of transaction set to 0. No transaction is quoted. 
4 bytes Output Index The index number of the UTXO to be spent, set to 0xFFFFFFFF 

1-9 bytes Coinbase Data Size Coinbase Data length ranging from 2 to 100 bytes(VarInt) 
Variable Coinbase Data Coinbase Data 

4 bytes Sequence Number Sequence Number, currently-disabled Tx-replacement feature, set to 0XFFFFFFFF 

TABLE II. SUBSTITUTE COINBASE INPUT STRUCTURE 

Size Field Description 
32 bytes Cut-off Block Hash Hash of the cut-off Block 
4 bytes Cut-off Block Time stamp Time stamp of the cut-off Block 

3-9bytes Coinbase Data Size Coinbase data length (VarInt) 

Variable Coinbase Data 

Coinbase Data contains the size of original block height (1 byte),  
original block height, the size of substitute block height (1 byte),  
alternative block height, the total number of merged blocks (4 bytes),  
the Hash of the previous block in the original chain (32 bytes),  
the Hash of the first merged block in the original chain (32 bytes),  
the Hash of the final merged block in the original chain (32 bytes),  
the Hash of the next block in the original chain (32 bytes),  
information of each merged block in the original chain as below: 

Size Field Description 

2bytes Non-expire Transaction Number 
Size 

The size of non-expire transaction 
number 

Variable Non-expire Transaction Number Non-expire transaction number 

4bytes Version Version 

4bytes Timestamp Timestamp 
 

4 bytes Sequence Number Sequence Number, currently-disabled Tx-replacement feature set to 0XFFFFFFFF 
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TABLE III. COINBASE OUTPUT STRUCTURE 

Size Field Description in Original Coinbase Description in Substitute Coinbase 

8 bytes Amount Bitcoin value in Satoshis Bitcoin value in Satoshis, set to 0 

1-9 bytes (VarInt) Locking-script Size Locking-Script length in bytes Data length, between 2 and 100 (length of extra nonce) 

variables Locking-script Locking-script Extra nonce 

D. Design of Substitute Chain 
Connecting the above substitute blocks one by one gets a 

substitute chain. But there are two special blocks that cannot be 
merged into the substitute chain: the genesis block (stored by 
clients) and cut-off block (destination of the substitute chain). 

Next, questions arise: how to deal with bifurcation, how to 
use consensus mechanism and what kind of driving mechanism 
to use, how to ensure data security, how to link to the original 
chain, how to reach consensus on the period duration, etc. 

1) Bifurcation: If there is bifurcation in the original chain, 
choose the bifurcating block as the cut-off block. After 
substitution is finished, no new substitute chain produced until 
the problem of bifurcation is solved. 

If there is bifurcation in the substitute chain, employ the 
principle of “short chain first”. Then what if bifurcating chains 
are of equal length? The answer is, prevent such equally long 
bifurcating chains from existing. According to the design 
principle of POW (Proof of Work) consensus algorithm, the 
longer it last, the less likely that conflicts will arise; thus, 
prevent bifurcation from existing by extending the time of 
blocking of the substitute chain. It is unnecessary to produce 
substitute blocks at the same rate as new blocks; instead, 
produce substitute blocks twice as fast as the default speed. 
When a new generation of substitute chains is being produced 
and meeting bifurcation, such bifurcation can be ignored and 
thus wiped out. 

2) Consensus mechanism: Although choosing POW 
consensus algorithm, yet, re-blocking bases on any safety 
consensus. POW algorithm can safeguard data security but 
that’s through sacrificing the inefficiency of performance. If 
use other consensus algorithms, consider how to protect data 
security. 

3) Driving mechanism: The driving mechanism of 
producing substitute chain is based on punishment rather than 
reward, as is mention above. 

4) Data security: There are two kinds of nodes in the 
bitcoin system: lightweight nodes and full nodes. Main 
functions of full nodes include data storage, data verification 
and data sharing. Most full nodes are produced for the sake of 
mining. 

Lightweight nodes are not plagued by the problem of space 
recycling. There are two kinds of full nodes: existing full nodes 
and newly added full nodes. 

Existing full nodes in the bitcoin system have already been 
loaded with all the data, so when they receive substitute block, 
so long as the latter passes verification, the latter could be 
accepted; otherwise, the latter will be abandoned. 

Talking about newly added full nodes, as expired 
transactions in old blocks have been cleaned out and the old 
blocks have been replaced with substitute blocks, some 
transactions cannot be confirmed. In this case, use the data 
confirmation strategy of lightweight nodes (based on POW 
consensus algorithm) to safeguard the correctness of data. If 
more than 6 subsequent substitute blocks are accepted, rest 
assured that the degree of data security of this substitute block 
is acceptable. But how about the ultimate 6 substitute blocks in 
the substitute chain? They do not have enough subsequent 
blocks (over six) to ensure the security of data; therefore, they 
cannot be linked to the original chain as substitute blocks. But 
set them aside for other nodes to use. 

5) Linking mechanism: For the sake of data security, only 
blocks before the ultimate seven ones in the substitute chain 
can be linked to the original chain. The principles of linking are 
as follows. 

According to the Hash of the next block of the original 
chain recorded in the last but seven blocks, corresponding 
block could be found in the original chain. 

Make sure whether the Hash of the previous block 
(recorded in the original chain block) equals the Hash of the 
ultimate merged block listed in the last but seven substitute 
blocks. 

Link substitute chain to the original chain after the blocks 
of both the chains has confirmed each other. 

This means that any substitute block in the substitute chain 
can be linked to the original chain. So long as the substitute 
blocks at the linking area are confirmed by six subsequent 
blocks, such practice of linking is secure. 

6) A new generation of substitute chain: A new generation 
of substitute chain can be reproduced in accordance with the 
predefined period rules only after the ultimate substitute block 
comes into being. Once one substitute chain fails to go through 
the whole substitute process, a new generation of substitute 
chain cannot be produced; otherwise, the substitute chain 
would be in disorder. 

If there is bifurcation in the original chain which is not 
wiped out yet, the cut-off block can only converge the 
bifurcation area, failing to move further until the problem of 
bifurcation in the original chain is solved. 

Besides, as is mentioned before, the substitute chain 
bifurcation can be ignored and wiped out when a new 
generation of substitute chain is being produced. 
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Fig. 4. Design of Substitute Blockchain. 

Fig. 4 shows how a substitute chain can be linked to the 
original chain. The linking between the original chain and 
substitute chain is shown in dotted lines. This is because the 
two chains are linked together according to the association of 
block Hash, but they do not have real directivity association 
with each other. 

V. FOLLOW-UP SOLUTION 
As is mentioned in the previous chapter, to make sure the 

temper-proof and traceability of data, some intermediate 
transactions cannot be cleaned out. For example, a Coinbase 
transaction is transferred from A to B and C, B transfers to E, 
and E transfers to F. If the transfer from B to E is cleaned out 
while that from A to B and C is retained, the bitcoin system 
would take it for granted that the bitcoins transferred to B by A 
are not spent. Because of this, ordinary (non-Coinbase) 
transactions from B to E cannot be cleaned out. 

If record the fact that the bitcoins transferred from A to B 
have already been spent, B to E could be cleaned out. Such as 
retaining A to B and C transaction, and label the output of the 
transaction (for example, 1 means the output has been spent 
while 0 means the output hasn’t been spent), as 10, which 
means the first output A to B has been spent but the second one 
A to C hasn’t. 

Since the information of merged blocks in the substitute 
blocks would be recorded, use the same way to retain the 
transactions were not all the outputs are spent and include the 
marks of these transactions’ outputs. In this way, many 

intermediate transactions can be cleaned out while data security 
is still assured. This is in fact the way used in UTXO (unspent 
transaction outputs) library. 

Based on the follow-up solution, the principles as to how to 
deal with transactions have changed as follows: 

If all the transaction outputs are spent, clean out this 
transaction. 

If part of the transaction outputs is spent, retain this 
transaction, and record the spending details of the transaction 
output. 

To record how each transaction output is used, use 1 byte to 
mark the spending details (0 or 1) of 8 transaction outputs, then 
calculate how many bytes are there in total through calculation. 
Suppose use 1 bit to mark one output. And there are 36 outputs 
that need marking, since 1 byte equals 8 bits, use 5 bytes to 
mark 40 outputs. Then 2 bytes are needed to store that data 5, 
the follow-up 5 bytes to record spending details (0 or 1) of 36 
transaction outputs, the surplus 4 bits being filled in with the 
Fig. 1. 

As the solution changes, the information of each merged 
blocks recorded in the substitute block should also change, i.e., 
the information of each merged blocks in the original chain 
should change, including the time stamp, version number, the 
number of unexpired transactions (n), the size needed to store 
the transaction outputs (2n bytes), the spending details of each 
transaction output recorded by subsequent bytes. The design is 
shown in Table IV. 

TABLE IV. INFORMATION OF ONE MERGED BLOCK 

Size Field Description 

4 bytes Version Version number 

4 bytes Timestamp Time stamp 

2 bytes Non-expire Transaction 
Number Size 

Size of the number of unexpired 
transactions 

Variable Non-expire Transaction 
Number 

The number of unexpired transactions 
n 

Variable 
Non-expire Transaction 
Output Flags Byte 
Number Per 2 Bytes 

2*n bytes, the number stored by every 
two bytes refers to the number of 
bytes used to record the spending 
details of each transaction output 

Variable Non-expire Transaction 
Output Flags 

Record the output spending details one 
by one according to the bytes needed 
to record a transaction as stipulated 
before. If it takes less than 1 bytes, it 
is still regard as 1. 

Except the above changes, others are the same as before. 
But in this way, Coinbase transaction may become huge, which 
is a problem worth consideration. 

VI. EXPERIMENTAL ANALYSIS 
Illustrate the correctness and effectiveness of the solutions 

mentioned above. The solutions are based on consensus 
mechanism. And since the correctness of POW consensus 
mechanism has been confirmed by bitcoin and many other 
decentralized systems, rest assured that the solutions are 
correct. Next, prove the effectiveness of the solution through 
an experiment. 
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How much space can the solutions in Sections III and IV 
save, respectively? According to the design of the algorithm, 
let’s take the No.697546 block which get at the test time 2021-
08-26 00:00 as the cut-off block and collect the data of each 
transaction from No.1 block to No.105,000 block along the 
block chain. In the solution mentioned in Chapter 3, if all the 
inputs of the transactions are from the outputs of expired 
transactions, and all the outputs have been used, then label such 
transactions as “expired transaction 1”, otherwise as 
“unexpired transaction 1”. In the design in Chapter 4, let’s 
label unexpired transaction 1 whose transactions have been run 
out as “expired transaction 2”, otherwise as “unexpired 
transaction 2”. 

Fig. 5 shows the data collected, including the number of 
expired transactions 1, the number of unexpired transactions 1 
and additional expired transactions 2. 

 
Fig. 5. Total Expired and Unexpired Transaction Number. 

Applying the third solution, in bitcoin system, expired 
transactions account for 74.8% of the total transactions at the 
No. 105,000 block, and account for 77% (the peak) at the No. 
95,000 block. In contrast, applying the fourth solution, more 
expired transactions would be cleaned out. Statistics show that 
cleaning out expired transactions can effectively reduce storage 
space occupation, which means this solution is effective. The 
ratio of expired transaction 1 as well as the ratio of expired 
transaction 2 is shown as follows in Fig. 6. 

 

Fig. 6. Expired Transaction Ratio. 

The above statistics only cover the data of the first 105,000 
blocks. And how much space is unleashed? According to the 
solution mentioned in Section III, the expired transaction ratio 
will decrease after reaching the peak of 77%. And according to 
the solution mentioned in Chapter 4, the data of the change in 
size of the UTXO library would be gotten eventually. Due to 
the statistics of Bitaps [20], as of March, 21st, 2022 when this 
thesis is finished, there were 719,197,481 transactions, and 
130,561,354 unspent transaction outputs in UTXO, and a total 
storage volume of 369.42 GB. Among them, the percentage of 
spent transactions is the same as that of the cleaned 
transactions. Roughly, the ratio of spent transactions to total 
transactions [(719 197 481-130 561 354)/719 197 481] reached 
81.8%. Although the fourth solution does not make a big 
difference for the first 105,000 blocks, it will play an 
increasingly significant role in the recycling of subsequent 
blocks after the 105,000th block. So, the fourth solution is also 
an effective one. 

VII. CONCLUSION 
The increasing popularity of blockchains reveals all the 

possibilities a decentralized ledger can offer. Nonetheless, 
blockchains also have their limits: the fast-growing data cause 
single full nodes to occupy larger storage space, which will 
bring increasingly heavy burdens to online transmission, CPU 
computing power and storage space. 

Base on analyzing transactions in blockchain, propose a 
new solution: re-blocking. In this solution, pack unexpired 
transactions in old blocks into a new alternative block which 
constantly replaces old blocks. In this way, a substitute chain 
comes into being, which helps to clean out expired transactions 
in the bitcoin system and thus solve the problem of increasing 
data. we also prove the effectiveness of the solution by 
conducting an experiment in bitcoin system. Believe that this 
system would highly beneficial to blockchain applications. 

Further researches: 

1) Realize this idea to verify whether it works well in 
reality. 

2) Whether split one chain into two chains, for storing 
expired transactions and unexpired transactions to retain 
historical information, and merge them two to one when 
necessary. 

3) We only give experiments for the bitcoin system. In 
other systems like electronic medical record system and 
produce tracing system, further analysis is needed to define and 
clean expired transactions. 

4) In this system, POW consensus algorithm is used to 
protect date safety. Although highly probable, it is to be 
confirmed: algorithms can reach a consensus is ok. 

5) Once long bifurcation chains arise like in Ethereum, 
how can the solution work well. 

6) The second solution would change the traditional 
system mechanisms greatly, not only to realization, but also to 
usage. And the Coinbase transaction will become very large. It 
should be considered. 
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Abstract—With the improvement of digital informatization 
and openness of the smart grid, the security of all kinds of 
sensitive and private data in the power grid is inevitably facing 
severe threats and challenges. In this paper, we propose a privacy 
protection scheme for multidimensional data aggregation and 
access control in the cloud Internet of Things for smart grid. The 
scalable access control based on attribute encryption is used to 
determine the data security of power user data in the process of 
data information sharing in the blockchain under the large data 
traffic of the cloud platform, which is to achieve privacy 
protection and fine-grained access control for demand-side 
multidimensional data. By using the EBGN homomorphic 
encryption algorithm, the multidimensional data is encrypted, 
and each dimension can be decrypted separately using the 
corresponding private key. The multidimensional data 
aggregation at the gateway can aggregate the multidimensional 
data into cipher-text, and the control center does not need to 
decrypt the cipher-text data of each dimension, thereby 
simplifying the operation of the gateway and the control center 
and improving the security and privacy of the data. By 
encrypting the EBGN private key of each dimension through the 
cipher-text policy attribute encryption algorithm, the fine-
grained access control at the dimension level is realized. The 
experimental results show that the proposed method can 
effectively improve the security of private data in the aspect of 
multidimensional data privacy protection, thus reducing the 
security risk of multidimensional data being illegally accessed. 
The research in this paper can effectively reduce the 
communication overhead and computational complexity, reduce 
the computational cost, and is suitable for data security and 
privacy protection of smart grid cloud Internet of Things. 

Keywords—Cloud platform; blockchain; private data; data 
encryption; access control 

I. INTRODUCTION 
The combination of smart grid and the Internet of Things 

promote the wide application of various network information 
sharing technologies in the power system, which greatly 
changes the way of life and work, but also brings a series of 
hidden dangers, among which the hidden danger of information 
security is the core. Due to the bidirectionality of smart grid 
information flow, and in order to reduce communication 
bandwidth and achieve flexible fine-grained analysis, multi-
dimensional aggregation and access of smart grid data are 
needed [1]. Each data dimension contains sensitive and private 
information, which may be analyzed and utilized by different 
research organizations. For example, in data transmission, the 
leakage and tampering of data information such as power 
information and privacy information may cause security and 
privacy threats to power supply companies and customers and 

even serious economic losses. Therefore, the privacy protection 
and access control of blockchain is particularly important [2]. 

So far, many scholars have conducted extensive research 
on smart grid privacy protection based on data aggregation and 
access control. The schematic diagram of smart grid data 
aggregation and access architecture is shown in Fig. 1. 

Terminal devices distributed in multiple links such as 
power generation, transmission, distribution, and power 
consumption are used for blockchain collection. The gateway 
aggregates the blockchain into data cipher-text for data 
transmission and instruction transmission with the control 
center [3]. The control center stores the collected data in the 
cloud server and can decrypt the data cipher-text of the 
corresponding dimension to determine the power supply 
strategy according to the total demand. The access authority 
can access the data information of the authorized dimension 
[4]. 

Due to the advantages of homomorphic encryption in data 
confidentiality and privacy protection, the cipher-text can be 
directly operated without decrypting the cipher-text. J. W. et al. 
[5] proposed a track protection method based on privacy 
clustering, which is used to resist continuous query attacks by 
adding Laplace noise to the track position count in the cluster. 
The radius-limited Laplacian noise is added to the trajectory 
data in the cluster to avoid affecting the clustering effect, and 
the noise cluster center is obtained according to the noise 
position data and the noise position count. J. Zhang et al. [6] 
proposed an algorithm to protect access to sensitive sites in 
privacy-preserving trajectory data release, which generalizes 
sensitive sites with sensitive regions and distorts sub-
trajectories within sensitive regions based on privacy. K. Xue 
et al. [7] proposed a method to protect the release of road 
network trajectory traffic by using privacy technology. After 
counting the traffic value of the trajectory data of each road 
section, the method adds random noise satisfying differential 
privacy to the traffic value and then proposes a post-adjustment 
algorithm to solve the consistency characteristics of the traffic 
map. The complexity of smart grid architecture based on cloud 
Internet of Things not only makes the whole power system 
more intelligent but also brings a large amount of information 
data, which may contain a large number of sensitive 
information (such as security risks of nodes, voltage data of a 
certain place, etc.) and very important privacy information 
(such as user identity information, location information, etc.) 
[8]. The research on data access control is helpful to improve 
the user's access speed to the encrypted data, reduce the 
waiting time for users to access the encrypted data. At the same 
time, it is also of great significance to the network data security. 
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Fig. 1. System Architecture. 

In the face of the large-scale and complex system of smart 
grid cloud Internet of Things, the above scheme is difficult to 
meet the security requirements of the system for data. In the 
smart grid cloud Internet of Things system, it also faces the 
problem of visitor access rights, which need to be revoked or 
updated in time. 

In this paper, based on the attribute access control method 
and the data privacy protection requirements of the cloud 
Internet of Things on the demand side of the smart grid, a 
demand-side cloud Internet of Things blockchain aggregation 
and access control scheme is proposed, which completes the 
aggregation work of the blockchain and the fine-grained access 
control of privacy data. In the aggregation phase, Boneh-Goh-
Nissim (EBGN) homomorphic encryption extended by 
wireless sensor networks is used to aggregate the blockchain 
into cipher-text, and CP-ABE encryption is used to perform 
fine-grained access control at the dimension level. Then, the 
implementation of the algorithm is introduced and the security 
of the scheme is proved, and a detailed comparison with other 
existing schemes is made in terms of functionality computation 
and communication overhead. 

II. RELATED WORK 

A. Data Aggregation 
The establishment of secure information communication is 

the task of building the information security of smart grid cloud 
Internet of Things, and it is also the basis of achieving efficient 
communication and reducing communication overhead. Smart 
grid privacy protection schemes using data aggregation 
techniques during communication have been proposed in many 
studies [9]. The basic idea of these techniques is based on the 
use of an aggregator and a trusted authority connected to the 
user, as shown in Fig. 2. 

In the smart grid, the analysis of all kinds of power data can 
not only be applied to the formulation of real-time pricing and 
power dispatching strategies but also may produce other 
commercial values. In order to carry out fine-grained analysis, 
it is necessary to collect the blockchain of each link of the 
smart grid. Taking the user side as an example, by analyzing 
the power consumption of air conditioning equipment at the 
user side in hot weather in summer, the power station can 
prepare enough power in similar hot weather later [10]. 

AggregatorCertification 
authority 

user 

 
Fig. 2. Data Aggregation System Model. 

B. EBGN Homomorphic Encryption Algorithm 
EBGN homomorphic encryption is an extension of the 

BGN homomorphic encryption scheme proposed by Boneh, 
Goh, and Nissim. It makes up for the limitation that BGN 
encryption cannot support blockchain encryption. Both BGN 
and EBGN support addition and multiplication 
homomorphisms, that is, the results of addition and 
multiplication operations performed on cipher-text match the 
results of the corresponding operations performed on plaintext 
[11]. Because multiplication homomorphisms are 
computationally expensive, only additive homomorphisms are 
considered in this paper. EBGN consists of the following 
computational structure. 

Let G  be a group of prime order p . Let the generator of 

G  be g , and let : Te G G G× →  be the bilinear pairing 
operation. DBDH assumes that a security parameter κ  is set if 

a quadruple ( , , , ( , ) )a b c abcg g g e g g  and a quadruple 
( , , , ( , ) )a b c zg g g e g g  cannot be distinguished by a non-
negligible advantage by an attacker A in polynomial time, 

where , ,a b cg g g G∈ , , , , Pa b c z Z∈ . Then the advantage 
( )DBDH

AADV κ  of the attacker A is defined as: 

( ) Pr ( , , , ( , ) ) 1 Pr ( , , , ( , ) 1DBDH a b c abc a b c z
AADV A g g g e g g A g g g e g gκ    = = − =      (1) 

1) EBGN.KeyGen( ,l k ): Generate 1k +  primes 
1 2 1, , , kQ Q Q + , where { }, 1,2, , 1iQ l i k= ∈ + . Then, 

generate an elliptic curve e of order 
1

1

k
ii

N Q+

=
=∏  and a 

group g of points on its elliptic curve and have ( )ord g N= , 
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where ( )ord g  denotes the order of g. Next, randomly choose 
1k +  generators of g, namely: 1 2 1, , , kg g g + , such that 

{ }( ) , 1,2, , 1iord g N i k= ∈ + . Finally, calculate 
{ }( / ) , 1,2, , 1i i iP N Q g i k= ⋅ ∈ + and 1 1( / )k kR N Q g+ += ⋅  

through ( )i iord P Q= and 1( ) kord R Q += . The public key 
{ }( )1 2, , , , , ,EBGN kPK N e P P P R=  and the secret key 

( )1 2, , ,EBGN kSK Q Q Q=   can be obtained. 
2) EGBN.Enc( ,

iS EBGNM PK ): For the k-dimensional data 
{ },1 ,2 ,, , ,

iS i i i kM M M M=   collected from the intelligent 
terminal iS , 0 i N≤ℜ ≤  is randomly selected. The following 
calculations are made: 

,
1
( )

k

i i j j i
j

C M P R
=

= ⋅ +ℜ ⋅∑
            (2) 

3) EBGN.Add( 1 2, , , nC C C ): Cipher-text aggregation is 
calculated as follows: 

1 2

,
1 1 1

+

    = ( )

n
k n n

i j j i
j i i

C C C C

M P R
= = =

= + +

⋅ + ℜ ⋅∑ ∑ ∑



            (3) 

4) EBGN.Dec( , ,j jQ P C ): In the decryption process, in 
order to understand the jth dimension data in the dense 
aggregate data, the method λ  and Baby-step and Giant-step 
algorithms are required to calculate the discrete logarithm in 
the decryption algorithm, as shown below: 

,
1

'        log (( / ) )

j

j

n

d i j
i

g j

M M

N Q C
=

=

= ⋅

∑

            (4) 

Where, 

1

1,

' /
k

j i j j j
i i j

g Q P N Q P
+

= ≠

= ⋅ = ⋅∏ . 

III. DEMAND SIDE BLOCKCHAIN AGGREGATION AND 
ACCESS CONTROL ARCHITECTURE 

This paper first presents a demand-side data aggregation 
and access control framework, as shown in Fig. 3. 

The smart meter installed on the user side can collect 
various privacy information, such as the user's basic identity 
information and the user's electricity consumption data, as 
shown in Table I. 

Secondly, smart meters or smart terminals can collect 
information data such as power information and power 
environment. A collector, a concentrator, and gateways at all 
levels are adopted through a Home Area Network, BAN 
(Building Area Network), and NAN (Neighborhood Area 
Network), which is uploaded to the control center and cloud 
server [12]. The collected blockchain is encrypted using EBGN 
homomorphic encryption in the in-home network HAN, and 
the blockchain is aggregated at the building area network BAN 
gateway. The control center can decrypt and access the fine-
grained data of the corresponding dimension, that is, the total 
power consumption data in the region, and share the data with 
the access authority [13]. At the same time, the access 
organization can access the fine-grained data of its authorized 
dimension to analyze the related work. 

Based on the above framework, Fig. 4 shows the demand-
side blockchain aggregation and access control model in this 
paper, which includes five parts, namely, trust authority, smart 
meter, gateway, control center, and access authority. 

TABLE I. DATA INFORMATION MAY BE PROVIDED ON THE DEMAND 
SIDE 

Data element Description 

Name Account responsible party 

Address Place of service 

Account A representation unique to the account 

Electricity 
information 

Kilowatt-hour consumption recorded for the current 
billing period 

Other information Environmental monitoring, equipment load, fault, power 
quality, distribution transformer status, etc. 

 

Power generation

Solar energy Nuclear 
energy Wind energy

control 
center 

Cloud 
Server 

BAN3

NAN

BAN2BAN1

 
Fig. 3. Data Aggregation and Access Control Structure Block Diagram of Demand Side. 
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Fig. 4. Demand Side Blockchain Aggregation and Access Control Model. 

The system model includes the following four operations: 
system initialization, blockchain encryption and aggregation, 
data access, and access permission update. 

System initialization: The trusted authority performs the 
system initialization operation. First, the trusted authority 
generates the system parameters for EBGN and CP-ABE [14]. 
According to the access control policy of the control center and 
the access authority, the trusted authority generates the key of 
the CP-ABE and sends it to them. Next, it generates a mapping 
table indicating the mapping relationship between the public 
keys of the attribute set EBGN of the data. Finally, the trusted 
authority encrypts the EBGN key using the CP-ABE with the 
corresponding attribute set. 

Blockchain encryption and aggregation: perform 
blockchain aggregation and encryption at the gateway. First, 
the data is categorized into multiple dimensions based on its 
attributes. Next, the gateway selects the corresponding EBGN 
public key from the mapping table and encrypts the 
blockchain. Finally, the cipher-text is sent to the superior 
gateway, and each gateway is responsible for aggregating all 
blockchains into one cipher-text [15]. 

Data access: In the data sharing process of blockchain, by 
using the CP-ABE key obtained from the trusted authority, the 
control center and each visitor can obtain the authorized data 
information of the corresponding dimension [16]. 

Access renewal: For key renewal of EBGN and CP-ABE, 
to revoke an accessor's access, the trusted authority first 
regenerates the EBGN's public and secret keys for the affected 
dimension. The trusted authority then re-encrypts the EBGN 
key and revokes the visitor's access to the corresponding 
attribute [17]. 

IV. IMPLEMENTATION OF BLOCKCHAIN DATA CONTROL 
SCHEME IN CLOUD PLATFORM AREA 

A. Initial System Establishment 
Given public parameters l and k. A security parameter k is 

set if, in any probabilistic polynomial time, it cannot be 
successfully computed by attacker A with a non-negligible 
advantage. The security parameter l is sent to the attribute 
authority, and the attribute authority calculates its own master 
key. The trusted authority runs EBGN.KeyGen(l,k) and 
ABE.Setup () functions to generate system public parameters: 

{ }( )
( )

( )
( )

1 2

1 2

, , , , , ,

, , ,

, ,

,

EBGN k

EBGN k

GID
CP ABE GID

CP ABE

PK N e P P P R

SK Q Q Q

PK G g U

MK α χ

−

−

 =


=
 ∑=


=





           (5) 

The first dimension is set as the total power consumption of 
the user. The corresponding EBGN public key is 1P , and the 
control center is granted access rights. If the key Q of EBGN is 
used as the plaintext data encrypted by CP-ABE, the cipher-
text encrypted by CP-ABE and the CP-ABE key generated for 
the control center and the visitor are as follows. 

( ) { }. , , , 1,2, ,i i i CP ABECT CP ABE Enc Q PK i kτ −= − ∈   (6) 

( ) { }. , , , 1,2, ,uj uj CP ABESK CP ABE KeyGen S MK GID j m−= − ∈ 
 (7) 

Where ujS  represents the attribute set. CP ABEMK −  
represents the master key, and GID represents the visitor 
identity. Let 1uSK  denote the key of the control center and m 
denote the total number of visitors. The EBGN key iQ  is 
encrypted according to the access structure iτ . Finally, the 
private data and the visitor are encrypted and accessed 
according to the attribute mapping table, and the key ujSK  is 
sent to the visitor uj (such as a control center) through secure 
communication [18]. 

B. Blockchain Encryption and Aggregation 

A terminal iS  in an area collects k types of data 
information according to different attribute sets, which is 
represented as ,1 ,2 ,( , , , )

iS i i i kM M M M=  . The cipher-text 

after the value of ,i jM  of each dimension does not exceed the 

constant B and the data information iC is encrypted by EBGN, 
which is shown below. 

. ( , )
ii S EBGNC EBGN Enc M PK=

            (8) 
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After receiving all the cipher-text information iC , the 
gateway performs data aggregation on the cipher-text 
information is in the following manner. 

1 2. ( , , , )nC EBGN Add C C C=              (9) 

The gateway then sends the encrypted and aggregated data 
to the control center. 

Taking the jth dimensional data ,i jM  in the data collected 

by the terminal iS  as an example, the following calculation 
can be performed. 

,

, , ,
0

2
i jM

l
i j i j l

l
M M

=

= ⋅∑
           (10) 

, 2 ,   1l
j l jP P l B= ⋅ ≤ ≤

           (11) 

2 ,   1l
lR R l R= ⋅ ≤ ≤            (12) 

The encrypted cipher-text is shown in the following 
calculation. 

,

,

, , ,

, , , ,
1 0 0

,
1 0,

( )

     =( )

i j i

i j i

i j l i l

Mk

i i j l j l i l l
j l l

Mk

j l l
j M l

C M P R

P R

ℜ

= = =

ℜ

= = ℜ

= ⋅ + ℜ ⋅

+

∑∑ ∑

∑∑ ∑
         (13) 

Where , ,i j lM  denotes the lth bit of ,i jM  and ,i lℜ  denotes 

the lth bit of iℜ . 

C. Data Access 
For example, the first dimension is the total power 

consumption data. If the control center needs the total power 
consumption data 1C  in the access area, the control center first 
needs to download the cipher-text data of the EBGN key 1Q  
from the trusted institution and perform CP-ABE decryption to 
obtain the EBGN key as shown below. 

( )1 1 1. , , ,uQ CP ABE Dec CT SK GIDτ= −          (14) 

According to the key 1Q  and the aggregate cipher-text C, 
the control center may obtain the data information of the first 
dimension through the following calculation. 

1 1 1. ( , , )dM EBGN Dec Q P C=
          (15) 

Therefore, the control center can obtain the data 
information of the first dimension, that is, the total power 
consumption demand in the region. The control center sends 
the aggregate cipher-text C to the visitor in order to share the 
power data to the access mechanism. Similar to the control 
center, each visitor 

iuDA  first needs to download the data 

cipher-text jC  satisfying his access policy [19]. Then, the 

EBGN key jQ  of the jth dimension is obtained by decrypting 

jC  as follows. 

. ( , , , )
ij j uQ CP ABE Dec C SK GIDτ= −

         (16) 

Next, the visitor can obtain the specific data information of 
the jth dimension through the EBGN decryption algorithm, as 
shown below. 

. ( , , )
jd j jM EBGN Dec Q P C=

          (17) 

In this process, in addition to updating access rights, only 
the control center and each visitor need to perform CP-ABE 
decryption. In addition, the control center cannot obtain the 
data information of all dimensions, so there is no need to 
decrypt and re-encrypt the data information of all dimensions. 

V. EXPERIMENTAL ANALYSIS 
In this paper, the performance of the proposed scheme is 

analyzed in terms of computational cost and communication 
overhead. Although system initialization also incurs 
computational costs, it only needs to be deployed once, which 
has a negligible impact on smart grid performance. Therefore, 
only the efficiency of encryption, aggregation, and decryption 
is tested here in experiments. 

In the experiment, we first compare the encryption 
efficiency of the proposed scheme with that of scheme 2 in 
[20] and scheme 3 in [21]. Scheme 2 uses super-increasing 
sequence and Paillier homomorphic encryption to achieve the 
privacy protection of blockchain aggregation. Reference [21] 
constructs a Scheme 3 scheme based on Paillier and ABE, 
which integrates data aggregation and access control. 

Experiments were conducted using the LiDIA library and 
the MIRALC environment by running on a PC with a 4.6 GHz 
processor and 16 GB of memory. The length of the key is 
chosen to be 256l =  bits, and the length of the random 
number is chosen to be 70R =  bits so that the present 
security can be ensured. For Scenario 2, the blockchain is 
merged into one plain text before encryption, which is the 
simplest and most efficient super-incremental sequence. 
Scenario 2 and Scenario 3 are set the same, using the Paillier 
public key with a length of 1024 bits. 

A. Cost Calculation 
For data aggregation, the experiment takes 10 milliseconds 

to perform 100 aggregations in the scheme in this paper. In that 
data access phase, only the CP-ABE is executed to decrypt the 
EBGN key of the authorized single dimension, and the key of 
all dimensions does not need to be decrypted, so the influence 
on the efficiency of data share is small. Since Scenario 2 and 
Scenario 3 need to perform more operations on the gateway 
and the control center, such as decrypting and re-encrypting the 
aggregated data on the control center. 

The experimental results are shown in Fig. 5. 
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Fig. 5. Encryption Overhead in different Dimensions. 

Since Scheme 2 always requires random numbers to be 
subjected to modular exponentiation, the encryption time of the 
blockchain does not increase with the number of dimensions. 
Moreover, Scheme 3 needs to generate multiple cipher-texts 
for the blockchain, and its encryption time increases linearly 
with the dimension. It can be concluded that the encryption 
time of the scheme in this paper is less than that of the scheme 
2 when the dimension is 7k < . When 7k = , the efficiency of 
the scheme in this paper is similar to that of scheme 2. 

B. Communication Overhead 
The communication overhead of the data information, i.e., 

the cipher-text of the EBGN in the scheme in this paper, is 
considered. According to the encryption algorithm, the length 
of the power data cipher-text is 2 ( 1)k l⋅ + ⋅  bits. When we 
choose the length of the key to be 256l =  bits and set 7k = , 
the length of the power data cipher-text is 4096 bits. 

For Scheme 2, the cipher-text length of the blockchain is 
2048 bits, which is the same as the cipher-text of one 
dimension in Scheme 3. The communication comparison 
between the scheme in this paper and the schemes 2 and 3 is 
shown in Fig. 6. 

When 7k =  and 256l =  bits, the length of the power 
data cipher-text is 4096 bits in the scheme of this paper, which 
is twice of the cipher-text in the scheme 2. However, it is much 
smaller than the cipher-text 14336 bits in Scheme 3. The 
transmission of the cipher-text can be done immediately 
according to a common communication standard between the 
user and the building gateway. Compared with the encryption 

time, the impact of communication on the timeliness of smart 
grid is basically negligible. 

Compared with other schemes in terms of computation cost 
and communication overhead, the scheme proposed in this 
paper is more effective in the case of low dimensionality, 
which is suitable for the encryption efficiency requirements of 
smart grid, and can achieve flexible and fine-grained access 
control and permission update at the dimensionality level, so 
the scheme proposed in this paper is more flexible and 
practical. 

C. Privacy Protection Strength 
The algorithm, PTM mechanism and GIPL mechanism are 

tested with different data sets. Firstly, the trajectory data is 
processed and then different random noises are added to the 
data. Then, the DTW value is calculated to represent the 
trajectory distortion, and the privacy protection performance of 
the trajectory data is analyzed. According to different distance 
thresholds, the experiment was divided into five groups, and 
the distance thresholds of each group were 100m, 300m and 
500m, respectively. Each group of experiments was performed 
100 times, and the final result was the average of the results of 
100 times. 

In a stationary user scenario, simulated data is used for 
experimental validation. In this scenario, because the user is in 
a static state, a trajectory sequence with all the same position 
points are simulated. There are 1000 identical position points in 
the trajectory sequence, so there is no need to set different 
distance thresholds, as shown in Fig. 7. 

 
Fig. 6. Cipher-text Length in different Dimensions. 
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Fig. 7. Trajectory Distortion under different Privacy Budgets. 

In Fig. 7, with the increase of privacy budget, the trajectory 
distortion of the algorithm, PTM mechanism and GIPL 

mechanism in this paper are decreasing, and the degree of 
privacy protection is also decreasing. However, no matter how 
the privacy budget changes, the trajectory distortion of the 
proposed algorithm is always smaller than that of PTM and 
GIPL. 

The Geolife dataset is used for experimental validation in 
the low-speed running user scenario as shown in Fig. 8. 

In Fig. 8, in the case of the same distance threshold, the 
trajectory distortion of the method proposed in this paper 
decreases with the increase of privacy budget, that is to say, in 
the case of the same distance threshold, as the privacy budget 
continues to increase, the closer the protected trajectory is to 
the original trajectory, the lower the degree of privacy 
protection is. Moreover, under the same privacy budget, the 
trajectory distortion of the proposed algorithm is always lower 
than that of PTM and GIPL. 
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Fig. 8. Trajectory Distortion of Geolife Data Set under different Privacy Budgets. 
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VI. CONCLUSION 
This paper explores the aggregation and access control of 

cloud Internet of Things blockchain on the demand side of the 
smart grid. 

1) The related knowledge of smart grid data aggregation 
is studied, and the cloud Internet of Things data aggregation 
and access control privacy protection architecture on the 
demand side is proposed. 

2) Based on this architecture, a blockchain aggregation 
and access control model is established. Encryption via EBGN 
preserves the priority of the blockchain and can decrypt each 
dimension separately using the corresponding key. By 
encrypting the EBGN key with a cipher-text policy attribute 
encryption algorithm, the scheme can achieve fine-grained 
access control. 

3) The access rights can be updated flexibly and safely by 
regenerating the relevant parameters of EBGN and CP-ABE. 
Secondly, the security of privacy protection, access control, 
and access permission update of blockchain in this paper are 
analyzed and proved. 

4) Through the performance analysis and comparison of 
the proposed scheme and similar schemes in terms of 
computing cost and communication overhead, it is shown that 
the proposed scheme has significant advantages in terms of 
computing cost and flexible fine-grained access control of 
blockchain in the face of a large number of smart grid 
demand-side terminals, large amount and variety of data, and 
the need for classification. 

The research method in this paper realizes the encryption 
and aggregation of multi-dimensional data in the cloud Internet 
of Things. Each dimension can be encrypted with different 
public keys, and the multi-dimensional data is fused into a 
cipher-text. The EBGN private key of each dimension is 
encrypted by the cipher-text policy attribute encryption 
algorithm. The visitor is authorized to access the fine-grained 
data of the corresponding dimension, thus realizing the fine-
grained access control of the multi-dimensional data. 

In the privacy protection of the smart grid, this paper 
considers the privacy protection scheme on the demand side 
under the data aggregation model. It does not consider the 
smart grid marketing architecture, the home gateway smart 
community, and the privacy protection scheme under the 
vehicle networking model. In the future, the research on 
privacy protection schemes can be carried out under the multi-
model of smart grid. 
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Abstract—Deep learning is a highly active area of research in 
machine learning community. Deep Convolutional Neural 
Networks (DCNNs) present a machine learning tool that enables 
the computer to learn from image samples and extract internal 
representations or properties underlying grouping or categories 
of the images. DCNNs have been used successfully for image 
classification, object recognition, image segmentation, and image 
retrieval tasks. DCNN models such as Alex Net, VGG Net, and 
Google Net have been used to classify large dataset having 
millions of images into thousand classes. In this paper, we present 
a brief review of DCNNs and results of our experiment. We have 
implemented Alex Net on Dell Pentium processor using 
MATLAB deep learning toolbox. We have classified three image 
datasets. The first dataset contains four hundred images of two 
types of animals that was classified with 99.1 percent accuracy. 
The second dataset contains four thousand images of five types of 
flowers that was classified with 86.64 percent accuracy. In the 
first and second dataset seventy percent randomly chosen 
samples from each class were used for training. The third dataset 
contains forty images of stained pleura tissues from rat-lungs are 
classified into two classes with 75 percent accuracy. In this data 
set eighty percent randomly chosen samples were used in 
training the model. 

Keywords—Deep learning; convolutional neural networks; 
image classification; machine learning; object recognition 

I. INTRODUCTION 
Image classification can be defined as categorizing images 

into predefined classes. Traditionally, image classification is 
conducted in two stages- low-level processing and high-level 
processing or recognition. Low level processing deals with 
image enhancement, filtering, detecting regions of interest, and 
extracting feature descriptors. High-level processing deals with 
classification, where feature descriptors are used to train the 
classifier into predefined categories. The two stages are often 
implemented sequentially. First, feature descriptors are 
obtained and subsequently are classified. The main 
disadvantage of this approach is that accuracy of the classifier 
is dependent on the design of the feature extraction stage. 
Many machine learning algorithms such as decision trees, 
Support Vector Machine (SVM), neural networks have been 
used to classify feature vectors obtained from images. Machine 
learning algorithms are known to learn the underlying 
relationship in data and make decisions. Deep Convolution 
Neural Networks (DCNNs) are one of the best learning 
algorithms for understanding image content and have shown 
exemplary performance in image segmentation, detection, and 

retrieval tasks [1]. In the recent years DCNNs are preferred for 
image classification. DCNNs use multiple layers consisting of 
nonlinear information processing units for low-level as well as 
high-level processing. DCNNs are feedforward networks. In 
general, DCNNs consist of convolution and pooling layers that 
are grouped into modules followed by one or more fully 
connected layers. Convolutional layers are used for extracting 
features from the input image. In a convolution layer, inputs 
are convolved with a weighted kernel and the output is sent via 
a nonlinear activation function to the next layer. The purpose 
of pooling layers is to reduce spatial resolution of the features 
maps and achieve spatial invariance to input distortions and 
translations [2]. In earlier days, the average pooling was used, 
but recently the max pooling has become a common practice. 
Several convolution and pooling layers are stacked together. 
The fully connected layers are used for classification. DCNNs 
were successfully used to classify images in the ImageNet 
Large Scale Visual Recognition Challenge [3]. Recent 
developments in DCNNs were possible because of two main 
factors a) availability of faster computing resources such as 
Graphical Processing Units (GPUs) and b) availability of large, 
labeled image datasets Also, there were algorithmic 
improvements in Deep Neural Networks (DNNs). DCNNs 
commonly use the gradient decent backpropagation algorithm. 
There are some drawbacks with DCNNs. The first drawback is 
the use of Sigmoid activation functions that leads to saturation 
resulting into slow convergence of gradient descent. The 
problem becomes more severe as we move away from the 
output layer to hidden layers. The compounded effect of 
saturation at multiple layers is known as vanishing gradient [4]. 
In the backpropagation algorithm the mean squared error at the 
output layer is propagated backwards to the hidden layers to 
calculate the change in weights. To avoid the vanishing 
gradient problem, recent DCNNs use the entropy loss function 
with Rectified Linear Units (ReLU) in the output layer. The 
second drawback with DCNNs is overfitting that occurs due to 
the substantial number of parameters that are updated in 
learning. Overfitting usually occurs when the dataset is of the 
small size. Various regularization techniques such as the 
dropout or bagging are used to overcome this problem. The 
third drawback is due to the non-convex shape of the error 
function. The backpropagation algorithm is sensitive to the 
randomly chosen initial values of weights. The gradient 
descent algorithm may get stuck at a local minimum. To avoid 
this problem the model is initially trained with a few 
parameters and then more parameters can be added during the 
training. DCNN models trained with a large dataset and can 
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classify images with high accuracy. Many architectures for 
DCNN models have been used for image classification. In this 
paper we implement Alex Net using MATLAB deep learning 
toolbox. We use the model to classify three image datasets a) 
animal b) flower, and c) stained pleura tissue images. The 
outline of the paper is as follows. Section II describes related 
work. Section III deals with implementation Alex Net and 
results, and Section IV provides conclusions. 

II. RELATED WORK 
Neural networks (NN) are biologically inspired and are 

used for object recognition, image classification. Neural 
networks have been used as associative memory to store and 
retrieve information. Associative memories function as content 
addressable memories. Neural networks learn from training 
samples and have been used for pattern recognition since the 
1950s [5]. Feedforward networks with a backpropagation 
learning algorithm have been used as supervised classifiers [6]. 
Today several well-developed learning algorithms for multi-
layer neural network models are available. These include a 
multi-layer Perceptron, feedforward networks with back-
propagation learning, Boltzman machines, Hamming net, 
Hopfield net, neocognitron models [ 7, 8, 9, 10, 11] Huang and 
Lippmann [12] provide a comparative study of neural networks 
and conventional classifiers. Neural networks have been used 
to implement expert systems or knowledge-based system. The 
success of neural networks has led to deep neural networks 
(DNNs). Deep learning algorithms were available since late 
1980s, However, DNNs were computationally expensive. 
Chellaplla [13] suggested using Graphical Processing Units 
(GPUs) to implement deep learning algorithms faster. Deep 
learning is a form of machine learning that enables computers 
to learn from experience and understand the world in terms of 
hierarchy of concepts [14]. DNNs are neural networks with 
multiple hidden layers. The multiple hidden processing layers 
has dramatically improved the state-of-the art visual object 
recognition. DNNs discover intricate structures in large 
datasets by using the backpropagation algorithm [15]. 
Convolutional neural networks (CNN) are special type of 
neural networks for processing data that have a known grid-
like structure [16]. Various stages of a DCNN show topology 
resemblance to primate’s ventral pathway of visual cortex [17]. 
DCNNs can learn internal representations from raw pixels. 
DCNNs are hierarchical learning models and can extract 
features [18,19,20]. Rawat and Wang [21] present a 
comprehensive review of DCNNs. DCNNs consist of a stack 
of convolution and pooling layers followed by fully connected 
layers. Convolution and pooling layers are used for features 
extraction. The max-pooling method is a wieldy accepted 
method in recent DCNNs. Scherer et al [22] have shown that 
the max-pooling method can capture the invariance and is 
effective in reducing the computational time. DCNNs have 
been used in many computer applications that include image 
and object classification, face detection, image segmentation, 
and gesture recognition. Recent DCNNs have ten layers of 
ReLU, hundreds of millions of weights, and billions of 
connections between units [15]. Machine learning 
community’s interest in DCNNs grew after Image Net 
compaction in 2012, where Alex Net achieved record breaking 

results in classifying images from ILSVRC data set consisting 
of more than 1.2 million images in to one thousand classes. 
This was a landmark achievement that has revolutionized the 
computer vision field. Significant achievements in DCNNs are 
a) LeCun et al. [2] used a DCNN to classify 70,000 hadwritten 
images of digits in to ten classes. b) Fei-Fei et al. [23] used a 
DCNN to classify 9,146 color images from CALTECH-101 
data set in to 101 classes. c) Krizhevsky [24] classified 60,000 
images in CIFAR-100 data set into one hundred classes. d) 
Russakovsky et al [25] classified more than 1.2 million images 
from ILSVRC dataset into one thousand classes. LeNet was 
proposed by LeCun et al. [26]. Alex Net proposed by 
Krizevsky et al [3] was based on principles used in LeNet 
Simonyan et al. [27] proposed a DCNN model VGG Net that 
was made nineteen layers deep and used 3x3 filters. The use of 
small size filters could induce the effect of large size filters and 
provided computational simplicity by reducing the number of 
parameters. Nowadays, most new DCNN architectures are built 
upon the principle of simple and homogenous topology as 
introduced in VGG Net. Zhang et al, [28] provide the 
taxonomy of CNNs. Khan et al. [29] discuss intrinsic 
taxonomy present in the recent and prominent DCNN 
architectures reported from 2012-2020. They have classified 
DCNN architectures into seven categories, namely, spatial 
exploitation, depth, multi-path, width, feature-map 
exploitation, channel boosting, and attention-based. Stacking of 
multiple transformations deep and in parallel fashion showed 
good learning for complex problems [30, 31]. Google Net was 
the winner of the 2014-ILSVRC competition [32]. Google Net 
introduced the concept of inception block, which incorporates 
multi-scale convolutional transforms using split, transform, and 
merge idea. The textbook by Szelinski [33] describes deep 
learning techniques including deep feedforward networks, 
regularization, optimization algorithms, convolutional neural 
networks. We have implemented Alex Net using MATLAB 
deep learning toolbox and have analyzed three datasets. 

III. IMPLEMENTATION AND RESULTS 
The simplified architecture of Alex Net is shown in Fig. 1. 

It contains eight layers: five convolution and three fully 
connected layers. Convolution layers serve as feature 
extractors. Inputs are convolved with learned weights to 
compute feature maps and results are sent through a nonlinear 
activation function. The output of the kth feature map Yk is 
given by (1). 

( )*k kY f W x=               (1) 

Where x denotes the input image, Wk is the convolution 
filter. The ‘*’ sign refers to the 2D convolution operator. The 
purpose of the pooling layer is to reduce the spatial resolution 
and extract invariant features [21]. The output of a pooling 
layer is given by (2). 

( ) ( ),max
ijkij kpqp q RY x∈=

             (2) 

Where Xkpq denotes elements at location (p, q) contained by 
the pooling region Rij. 
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Fig. 1. Alex Net Architecture. 

Fig. 2. Illustrates the max pooling operation. Inputs are 
mapped from a convolution layer to the pooling layer. With a 
4x4 mask, the maximum value in each 2x2 sub-area is mapped. 
The fully connected layers follow the convolution layers that 
interpret extracted features and perform high level reasoning. 
DCNNs use learning algorithms to adjust the free parameters in 
the network to obtain the desired output. The most common 
algorithm is the backpropagation learning algorithm. The 
commonly experienced problem with DCNNs is overfitting. 
This is due to the substantial number of free parameters that are 
adjusted during learning. The layers in the Alex Net are shown 
in Table I. 

 
Fig. 2. Max Pooling. 

TABLE I. LAYERS OF ALEX NET 

 Input image 224x224x3 (Channels) 

L1 Convolution Layer with a 
Pooling Layer 96 kernels of size 11x11x3  

L2 Convolution Layer with a 
Pooling Layer 256 kernels of size 5x5x48 

L3 Convolution Layer 384 kernels of size 3x3x256 

L4 Convolution Layer 384 kernels of size 3x3x192 

L5 Convolution Layer with a 
Pooling Layer 256 kernels of size 3x3x192 

L6 Fully Connected Layer 4096 neurons 

L7 Fully Connected Layer 4096 neurons 

L8 Fully Connected Layer 4096 neurons 

We implemented Alex Net using MATLAB deep learning 
toolbox. We analyzed three datasets. There are described 
below: 

Example 1: In this example we have considered the subset 
of animal dataset [34]. The original dataset has 37 categories 
with 200 samples in each category. For this example, we have 
selected only two categories. The dataset consists of four 
hundred images of cats and dogs that are obtained with distinct 

backgrounds and with a variety of sizes and positions of these 
animals. We used seventy percent of randomly picked samples 
from each class to train Alex Net and thirty percent of samples 
were used for validation. Fig. 3 shows some randomly picked 
images from the dataset. Images in the dataset we resized to 
224 rows x 224 columns. There were two units in the fully 
connected output layer. The DCNN was able to classify the 
dataset with 99.9 percent accuracy. Fig. 4 shows the graph for 
the accuracy and the loss function with iterations. Fig. 5 shows 
a few classified randomly chosen images with labels. 

 
Fig. 3. Sample Images from Animal Dataset. 

 
Fig. 4. Accuracy and Loss Function for Animal Dataset. 

 
Fig. 5. Classified Sample Images with Class Labels. 
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Example 2: In this example we have considered a subset of 
the flower dataset [35]. The subset consists of four thousand 
images of five types of flowers: daisy, rose, dandelion, 
sunflower, and tulip. The dataset contains images that are 
obtained with distinct color background and with a variety of 
sizes and colors of flowers. We used seventy percent of 
randomly picked samples from each class to train Alex Net and 
thirty percent of samples were used for validation. Fig. 6 shows 
some randomly picked images from the dataset. Images in the 
dataset were resized to 224 rows x 224 columns. There were 
five units in the fully connected output layer. The network took 
256 minutes for training on Dell Pentium processor. The 
DCNN was able to classify the dataset with 86.6 percent 
accuracy. Fig. 7 shows the graph for the accuracy and the loss 
function with iterations. Fig. 8 shows a few classified images 
with labels. 

 
Fig. 6. Sample Images from Flower Dataset. 

 
Fig. 7. Accuracy and Loss Functions for Flower Dataset. 

 
Fig. 8. Classified Output with Class Labels. 

Example 3: In this example we have considered the stained 
pleura images of rat-lungs. These are pathological images 
representing positive and negative cancer cases. The dataset 
consists of forty images, twenty images in each class. We used 
eighty percent of randomly picked samples from each class to 
train Alex Net and twenty percent of samples were used for 
validation. Fig. 9 shows some randomly picked images from 
the dataset. Images in the dataset we resized to 224 rows x 224 
columns. There were two units in the fully connected output 
layer. The DCNN was able to classify the dataset with 75 
percent accuracy. Fig. 10 shows the graph for the accuracy and 
the loss function with iterations. Fig. 11 shows a few classified 
images with labels. 

 
Fig. 9. Sample Images Pleura Dataset. 
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Fig. 10. Accuracy and Loss Functions Pleura Dataset. 

 
Fig. 11. Classified Output with Labels -Pleura Dataset. 

IV. CONCLUSION 
In this research work, we have implemented Alex Net using 

MATLAB deep learning toolbox and have analyzed three 
datasets. The classification accuracy for the animal dataset was 
99.01 percent. The classification accuracy for the flower 
dataset was 86.64 percent. Images of several types of flowers 
were obtained with various backgrounds, sizes, colors. In the 
flower dataset, many images in two categories sunflower and 
dandelion are similar. It is hard to distinguish between the two 
classes as these classes could be non-separable or overlapping 
classes in the feature space. In the case of pleura image 
classification, we obtained the classification accuracy of 75 
percent. This because the sample size for the dataset was too 
small. The dataset contained only forty images, out of which 
80 percent were used for training. Due to the substantial 
number of free parameters in the model and the small sample 
size of the training set, there is possibility of model overfitting. 
This may result in less accuracy. Also, training and testing 
images were selected randomly and sometimes we got 100 
percent accuracy. We need a large dataset to evaluate this 
application. The DCNN presented in the paper can be used for 
other practical applications such as object recognition, military 
reconnaissance, medical image diagnosis, etc. 

Many DCNN models are proposed in the literature. These 
models vary in the depth, width, activation functions, kernel 

size, and hardware implementation. It is possible to add layers 
to a DCNN to extract transformed domain features with the 
ring- and wedge-shaped filters to extract texture as well as 
scale and rotation invariant features. Also, it is not yet clear 
how image features or properties of image categories are 
represented in the DCNN models. In the case of neural 
networks, researchers have been able to extract knowledge in 
term of classification rules by tracing links in the neural net. 
However, in the case of DCNNs, due to the large number of 
free parameters, researchers have not been yet able to decode 
the DCNN models or extract the knowledge as how DCNNs 
make decision. It is an open area for the future research. 
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Abstract—This paper studies on the food distribution route
planning problem for improving the customer satisfaction and
the operator cost of food providers. In the first, the problem is
formulated to a combinatorial optimization which is hard to be
solved. Thus, a polynomial time algorithm is proposed to solve the
problem, combining genetic algorithm and neighbourhood search,
to increase the total amount of distributed food and reduce the
distribution cost. The proposed algorithm employs the genetic al-
gorithm with integer coding to decide the assignment of customers
to distribution vehicles, and integrates the neighbourhood search
strategy into the genetic algorithm to improve its performance.
Experiment results show that the proposed method improved the
distribution performance up-to 111.09%, 73.10% and 70.21%,
respectively, in the distributed food amount, the cost efficiency,
and the customer satisfaction.

Keywords—Logistics; genetic algorithm; neighbourhood search;
food distribution

I. INTRODUCTION

As the development of economy and society in the global,
the requirement for the food quality is increasing continuously
in most countries. In 2021, the cumulative retail value of grain,
oil and food commodities reaches 1675.91 billion yuan, with
an increase of 10.8% from 2020, in China [1]. Modern logistics
and e-commerce promote the demand growth of food logistics.
The main mode of food shopping is becoming from going
to retailer to on-line ordering on Internet. Recently, the scale
of e-commerce market for fresh food products is increasingly
growth. For example, Chinese e-commerce market for fresh
food products is increased with a compound annual growth
rate at 25%, from 2016 to 2019, and its growth rate has greatly
increased during the COVID-19 pandemic [2].

For food suppliers, especially for fresh food suppliers, an
unreasonable distribution route strategy can decrease the user
satisfaction [3] and increase the distribution cost [4]. Food
logistics distribution planning method is an efficient way to
address this issue [5]. Unfortunately, the distribution route
problem is NP-hard [6], and thus cannot be solved exactly
when it is large in the scale. Two kinds of approximate methods
can be applied for solving large-scale route problems, heuris-
tics and meta-heuristics. In general, heuristic-based methods
can provide a local optimization solution fast. But they usually

have a limited performance in problem solving due to their
local search strategies. Meta-heuristics can achieve a better
performance than heuristics, benefiting from their global search
abilities inspired by natural phenomena and laws [7].

Therefore, several existing works exploited various meta-
heuristic algorithms to solve the food distribution route prob-
lem, for improving the distribution cost or time. But these
existing works have some issues which restrict their practices.
Some works focused on the single-station distribution problem.
A part of works concerned food distribution in only one
temperature range. Few works considered to exploit multi-
ple temperature zone refrigerated vehicle for simultaneously
distributing foods with different temperature requirements by
one vehicle, to improve the usage efficiency of distribution
vehicles. Therefore, in this paper, to improve the efficiency
of multi-temperature food distribution, a router algorithm is
proposed by integrating the neighbourhood search strategy into
the genetic algorithm, with objectives of optimizing the amount
of distributed foods and the cost for the food distribution. And
extensive experiment results verify the performance superiority
of our proposed algorithm.

The rest of this paper is organized as follows. Section II
illustrates published works aiming at solving food distribution
route problems. Section III routes the route problem concerned
in this paper. Section IV presents our proposed distribution
planning method. Section V evaluates our proposed method
by simulated experiments. And finally, Section VI concludes
the paper.

II. RELATED WORK

Wang et al. [8] proposed a parthenogenetic algorithm-
based method to address the route problem for flesh foods
with a same temperature requirement, to optimize the cus-
tomer value and satisfaction. Zhu and Wang [9] exploited
ant colony algorithm to solve the distribution route problem
for pharmaceutical cold chain logistics, aiming at completing
a distribution task with minimal cost. Based on ant colony
algorithm, Fang et al. [10] presented a distribution planning
method to improve the operating cost and the green cost. Their
method used A* algorithm to improve the slow convergence
speed problem due to the insufficient pheromone in the initial
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stage of ant colony algorithm. For optimizing the total cost of
food distribution, Ren et al, [11] designed a knowledge based
ant colony algorithm by integrating the elitist tabu search and
the knowledge model of dynamic probability selection into ant
colony algorithm. By integrating the mutation operator of sim-
ulated annealing into genetic algorithm, Li et al. [12] designed
a distribution planning method for green fresh foods. These
above works focused on the food distribution route problem
for single-station, which limits their application scopes.

To address the multi-station problem, Prajapati et al. [13]
proposed a heuristic method based on clustering algorithm, to
optimize the transport distance and utilization of distribution
vehicles. The proposed method first clustered customers, and
then iteratively serviced a class of customers with minimal
traveller’s distance. This work didn’t concern the temperature
requirements of foods. Wang et al. [14] presented a hybrid
heuristic method to optimize the distribution cost and the
number of used refrigerator vehicles for fresh foods. This
hybrid heuristic method first clustered customers according
to their locations and requirements, and then, combine Tabu
search and NSGA-II to solve the route problem, with the
heuristic idea of using a vehicle to service customers with
similar locations and requirements. Tsang et al. [15] exploited
multi-objective genetic algorithm based on linear weighting
method to improve the number of used refrigerator vehicles,
customers’ satisfactions and the transport time. These methods
assumed there are sufficient refrigerator vehicles for satisfying
all customer requirements by only one trip. These assumptions
narrow down their application ranges.

Liu et al. [16] employed simulated annealing algorithm for
optimizing the transport cost of cold-chain product distribu-
tions. This work assumed vehicles didn’t return after finishing
their distribution tasks, which results in an underestimation
of the transport cost. Stellingwerf et al. [17] studied on the
cold-chain distribution router problem to optimize the transport
cost and the food quality. They modelled the problem into a
mixed integer linear programming, and proposed to solve it by
existing solvers for small-scale problems. This isn’t applicable
for solving large-scale problems. Ding [18] used the linear
weighting method to transform three optimization objectives
into one, for minimizing the distribution cost, the distribution
time and the distribution risk, and applied ant colony algorithm
with quantum bits to solve the distribution problem. All of
these above works assumed each vehicle can transport only one
kind of fresh foods. And thus they didn’t consider to exploited
the multiple temperature zone refrigerated vehicle [19], [20],
which can distribute frozen, refrigerated and ambient foods by
one vehicle at once. This can lead to a low usage efficiency of
distribution vehicles by increasing the number of used vehicles,
and thus increase the distribution cost.

Different from existing works, this paper focuses on the
distribution router problem in multiple temperature ranges
for the scenario of multi-station. This paper try to optimize
the distribution efficiency by increasing the total amount of
distributed foods and decreasing the total distribution cost, with
limited distribution vehicles.

III. PROBLEM STATEMENT

This paper focuses on the router problem for multi-
temperature foods distributed by multi-station. Each distri-

bution station is equipped with several distribution vehicles
for its food distribution. There are three kinds of foods to
be distributed, ambient, refrigerated, and frozen foods. Each
vehicle has ability for distributing one or more kinds of foods,
considering the refrigerated vehicle with multiple temperature
zones. The food supplier need to decide a router strategy to
distribute foods to customers of various places from its food
distribution stations. The aim of this paper is to provide a router
strategy, which is deciding which vehicle is used to distribute
foods for each customer, and deciding the distribution router of
each vehicle, for optimizing the distributed food amount and
the distribution cost. In this paper, each vehicle is assumed to
be used once at most for the food distribution. When some
customers’ requirements cannot satisfied, the food supplier
executes our method more times to distribute foods ordered
by these customers. Each vehicle is return its original station
for subsequent distribution tasks.

Assuming there are S distribution stations, sk, 1 ≤ k ≤ S.
The location of station sk is (xs

k, y
s
k), where these two di-

mensions can represent respectively the latitude and longitude.
There are V vehicles, vi, 1 ≤ i ≤ V . The loading capacities
of vehicle vi for distributing ambient, refrigerated, and frozen
foods are respectively qai , qri , and qfi . If vi cannot distribute
refrigerated (frozen) foods, qri (qfi ) is 0. Binary constants ai,k
are used to represent whether vi is equipped in sk. If vi is
equipped in sk, ai,k is 1, and otherwise, ai,k = 0. There are
U customers, uj , 1 ≤ j ≤ U , ordering various foods needed
to be distributed. The amount of ambient, refrigerated, and
frozen foods ordered by customer uj are respectively qai, qri,
and qfi. The location of uj is (xu

k , y
u
k ). The distances between

a station and a customer and between two customers can be
calculated according to their locations, respectively.

Binary variables zi,j , 1 ≤ i ≤ V , 1 ≤ j ≤ U , are
used to represent whether the foods required by a customer is
distributed by a vehicle. If uj’s required foods are distributed
by vi, then zi,j = 1, and otherwise, zi,j = 0. To reduce
the time of inspecting and tallying foods for customers for
avoiding the decreasing of the customer satisfaction, all foods
required by a customer are assumed to be distributed by only
one vehicle, i.e.,

V∑
i=1

zi,j ≤ 1, 1 ≤ j ≤ U. (1)

A complete router strategy includes not only deciding the
vehicle that distributes foods for each customer, but also decid-
ing the distribution order for each vehicle when it serves mul-
tiple customers. Integer variables oj ∈ [1, U ], j = 1, 2, ..., U ,
are used to represent the decision of the distribution order.
For a vehicle serving multiple customers, foods required by
uj1 are distributed before uj2 if and only if oj1 < oj2. As
the distribution orders for any two customers are not identical
when they are served by one vehicle,∑

1≤i≤V ∧
j1̸=j2∧

zi,j1·zi,j2=1

(oj1 − oj2) ≤ 0, 1 ≤ j1, j2 ≤ U. (2)

For each vehicle, the accumulated amount of foods dis-
tributed is not exceeding its capacity, then the following
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inequation hold.
U∑

j=1

zi,j · qaj ≤ qaj , 1 ≤ i ≤ V, (3)

U∑
j=1

zi,j · qrj ≤ qrj , 1 ≤ i ≤ V, (4)

U∑
j=1

zi,j · qfj ≤ qfj , 1 ≤ i ≤ V. (5)

For a vehicle, there is a cost to use it for food distribution,
which is constituted of the startup and transport costs. The
commonly linear model is used for evaluating the cost of a
vehicle usage,

Ci = ei +

∫
l

(cidlei + (cfulli − cidlei ) · wi

qai + qri + qfi
)dl. (6)

Where ei is the startup cost of vi, which includes the driver
wage, etc., and is usually considered as a constant. l represents
the transport route of the vehicle. cfulli and cidlei are the costs
per unit of transport distance respectively when vi is empty
and full loaded. wi is the load varied with the transport route,
for vi. wi

qa
i
+qr

i
+qf

i

represents the utilization of vi.

The food distribution can be see as three stages for each
vehicle, food distribution from the station to the first customer,
food distributions from a customer to another customer repeat-
edly, and return station from the last customer. In the first stage,
their is an increased cost (P1i) for distributing foods to the
first customer, and the load of vi is the accumulated amount
of foods required by all customers that the vehicle serves,∑U

j=1(zi,j · (qaj + qrj + qfj)). dsui,j is used to represent the
distance between uj and the station equipped with vi, which
can be easily calculated by the locations of the user and the
station. Then,

P1i =
∑

1≤j≤U∧
zi,j ·oj=1

(dsui,j · (cidlei + (cfulli − cidlei )

·
∑U

j=1
(zi,j ·(qaj+qrj+qfj))

qa
i
+qr

i
+qf

i

)). (7)

In the second stage, their is a distribution cost for each
transport from one customer to another customer, where the
transport distance is the distance between these two customers,
and the load is the accumulated amount of foods needed to be
distributed to customers that have not been served. duujj,j is used
to represent the distance between customer ujj and customer
uj . Then the cost in the second stage can be calculated by

P2i =
∑

1≤j≤U∧
zi,j ·oj>1

((
∑

1≤jj≤U∧
zi,jj ·ojj=oj−1

duuj,jj)

·(cidlei + (cfulli − cidlei )

·

∑
1≤jj≤U∧

zi,jj ·ojj>oj

(zi,jj ·(qajj+qrjj+qfjj))

qa
i
+qr

i
+qf

i

)), (8)

where
∑

1≤jj≤U∧
zi,jj ·ojj=oj−1

duuj,jj is the transport distance from

customer uj to its next customer ujj (ojj = oj − 1).

∑
1≤jj≤U∧

zi,jj ·ojj>oj

(zi,jj · (qajj + qrjj + qfjj)) is the accumulated

amount of foods required by customers with service orders
after uj .

After all customers have been served, in the last stage, the
vehicle will return the station that is equipped with it, with idle
load. The transport distance is the distance between the station
and the last customer served, which is

∑
argmaxj{zi,j ·oj}

(zi,j ·
dsui,j) for vi. Therefore, the cost in the third stage for vi is

P3i = cidlei ·
∑

argmaxj{zi,j ·oj}

(zi,j · dsui,j). (9)

Combining all of above costs, the total distribution cost for
each vehicle can be calculated by Eq. (10).

Ci = ei + P1i + P2i + P3i, 1 ≤ i ≤ V. (10)

Then, the multi-temperature food distribution router prob-
lem can be formulated by the following optimization problem:

Maximizing{
V∑
i=1

U∑
j=1

(zi,j · (qaj + qrj + qfj))−
V∑
i=1

Ci} (11)

Subjective to:

Eq. (1)–Eq. (10), (12)
zi,j ∈ {0, 1}, 1 ≤ i ≤ V, 1 ≤ j ≤ U, (13)
oj ∈ [1, U ], 1 ≤ j ≤ U. (14)

The optimization objective is maximizing the accumulated
amount of distributed foods and minimizing the total distri-
bution cost. In practice, the maximization of the distributed
food amount is considered as the major optimization objective,
as it directly affects the customer satisfaction, and the cost
minimization as the minor one. This can be implemented
by weighting foods in kilograms (kg) and counting the cost
in hundred-dollar units, because a vehicle has thousands of
kilograms in loading capacity and it costs hundreds of dollars
to distributed foods by the vehicle at a time, in real world.
Eq. (refeq:z) and (14) define the value ranges of discrete
decision variables. This problem is a combinatory optimization
problem, which can be solved by some existing tools, e.g.,
Gurobi Optimizer [21] and lpsolve [22]. But the time exhausted
by these tools are exponentially increased with the problem
scale in general, which makes them not suitable for solving
large scale problems. Therefore, in the next section, a food
distribution router planning method is proposed based on
genetic algorithm to provide a router solution in polynomial
time.

IV. IMPROVED GENETIC ALGORITHM-BASED FOOD
DISTRIBUTION

This section proposes a food distribution router planning
method based on genetic algorithm (GA). To improve the
performance of GA, the neighbourhood search (NS) strategy
is integrated into GA, which helps to increase the diversity
of populations. The proposed method, GANS, is outlined in
Algorithm 1. As shown in the algorithm, at first, GANS
initializes chromosomes by randomly setting the value of
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Algorithm 1 GANS: The improved GA with NS for Food
Distribution
Input: The information of distribution stations, vehicles, customers

and their requirements;
Output: A food distribution router strategy;

1: Initializing chromosomes randomly;
2: while the terminal condition is not reached do
3: Calculating fitness value for each chromosome by Algorithm 2;
4: Updating the best fitness and the best chromosome;
5: Executing crossover operator for randomly selected two chro-

mosomes with a certain probability;
6: Conducting mutation operator on each chromosome with a

certain probability;
7: For each chromosome, swapping two genes randomly, to

produce a new chromosome;
8: Using tournament selection operator to select chromosomes

for the next evolution;
9: end while

10: return the distribution router strategy decoded from the best
chromosome by Algorithm 2;

each gene (line 1 in Algorithm 1), where each chromosome
represents an assignment of customers to vehicles. In each
chromosome, There is a corresponding relationship between
genes and customers, and thus its length is the number of
customers. The value of a gene represent the vehicle allocated
to the corresponding customer for its food distribution. After
the chromosome initialization, GANS repeats the chromosome
evolution by crossover and mutation crossovers as well as NS
strategy (lines 2–9 in Algorithm 1).

In the stage of the chromosome evolution, a fitness function
must be designed for evaluating the quality of each chro-
mosome. In this paper, the fitness function is defined as the
optimization objective (11), i.e.,

fitness = W − C, (15)

where W is the total amount of distributed foods, which
is
∑V

i=1

∑U
j=1(zi,j · (qaj + qrj + qfj)). C is the total cost for

food distribution, which is
∑V

i=1 Ci.

Given a chromosome, its fitness value can be calculated
as following, shown in Algorithm 2. First, the chromosome is
decoded into the assignment of customers to vehicles (line 1
in Algorithm 2). Then for each vehicle (line 2 in Algorithm 2),
first fit heuristic method is applied for loading foods of
customers assigned to the vehicle (line 3–11 in Algorithm 2).
When foods required by a customer are loaded, their weights
are accumulated to W (line 7 in Algorithm 2). After food
loading for a vehicle, its cost can be calculated by Eq. (10),
and the cost is accumulated to C (line 9 in Algorithm 2). In
the end of Algorithm 2, the fitness value is achieved by W−C
(line 12 in Algorithm 2).

In each chromosome evolution, GANS first evaluates the
fitness for every chromosome using Algorithm 2 (line 3 in
Algorithm 1), and find the best fitness (new one). Then, if
the best fitness is better than the current one achieved in
preceding evolutions, GANS updates the current best fitness
and the current best chromosome to the new best fitness
and its corresponding chromosome, respectively (line 4 in
Algorithm 1). After this, GANS evolves chromosomes by

Algorithm 2 Calculating the Fitness Value for a Chromosome
Input: A chromosome;
Output: The fitness value of the chromosome;

1: Decoding the chromosome into the customer assignment to
vehicles;

2: for Each vehicle do
3: for Each customer assigned to the vehicle do
4: if The vehicle satisfy the customer’s requirements then
5: Loading foods required by the customer to the vehicle;
6: Updating the residual capacity of the vehicle;
7: Accumulating the amount of distributed foods (W );
8: end if
9: Calculating the distribution cost of the vehicle by Eq. (10),

and accumulating it (C).
10: end for
11: end for
12: return W − C;

crossover, mutation, and NS to generate offspring, and the
selection operator to produce a new generation (lines 5–8 in
Algorithm 1), as detailed following:

Crossover: For the crossover operation, each chromosome
is picked with a certain probability, and the one-point crossover
operator is performed for every two picked chromosomes to
create two new chromosomes (offspring) (line 5 in Algo-
rithm 1).

Mutation: For each chromosome, it has a certain proba-
bility to be mutated to produce a new offspring (line 6 in
Algorithm 1). In this paper, the uniform mutation is chose due
to its effectiveness for large-scale problems.

Neighbourhood Search (NS): To increase the diversity
of chromosomes for improving the global search ability of
GA, we propose to integrate NS strategy into GA (line 7
in Algorithm 1). Specifically, for each chromosome, GANS
randomly generates two points, and swaps genes in these two
points, which generates a new offspring.

Selection: To realize the evolution, a selection operator
must be performed for the population consisted of chromo-
somes in the current generation and new offspring produced
by above operators, to produce a new generation (line 8 in
Algorithm 1). GANS employs the tournament selection which
retain the best chromosomes to the next generation.

After the generation evolution, GANS has the best chromo-
some with the best fitness. Then, by Algorithm 2, a distribution
router strategy is provided from the best chromosome.

V. PERFORMANCE EVALUATION

To evaluate the performance of our proposed method, a
simulated experiment environment is generated. In the simu-
lated environment, as shown in Fig. 1, the distribution coverage
is a square area from (-100, -100) to (100, 100) in km. Four
distribution stations are respectively deployed on the points of
(50, 50), (-50, 50), (-50, -50), and (50, -50). There are total 10
delivery vehicles. The probabilities of every vehicle having the
abilities of distributing refrigerate foods and frozen foods are
both 50%. The loading capacity of each vehicle is randomly
set in the range [100, 1000] kg for each kind of foods. The
startup cost is set as [1, 10] thousand dollars, randomly. The
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Fig. 1. The Simulated Food Distribution Environment

transport costs of every vehicle are 0.5–1 and 5–10 dollars per
kilometre respectively when the vehicle is empty and full-load.
There are 100 customers randomly distributed in the service
area. The probabilities of each customer requiring refrigerate
and frozen foods are both 50%. The amount of foods required
by every customer is randomly set in the range of [10, 100]
kg.

GANS is compared with the following food distribution
router planning methods:

• Random method randomly generates a customer as-
signment solution to vehicles, and uses Algorithm 2
to provide a router solution.

• Greedy method assigned every customer to the vehicle
that can satisfy its requirements and is closest to it.

• Particle Swarm Optimization-based method (PSO) ex-
ploits PSO algorithm using Algorithm 2 for evaluating
the fitness of particle positions.

• Genetic algorithm-based method (GA) is same to
GANS except that GA doesn’t use NS for its evo-
lution.

The performance of each method is evaluated from the
following three aspects. The amount of distributed foods, the
cost efficiency, and the customer satisfaction. The first one
metric is the major optimization objectives this paper focused
on. The second one is the distributed food amount per dollar,
which is the ratio of the distributed food amount to the total
cost for the food distribution. For the customer satisfaction, the
ratio between numbers of served customers and all customers
is used to quantify it. The experiment is repeated 20 times,
and the results are given in Table I, II, and III. For each time,
the environment is identical for all methods’ evaluation.

As shown in these results, GANS achieves 15.82%–46.70%
more distributed food amount, 17.23%–71.53% higher cost
efficiency, and 9.90%–47.18% better customer satisfaction, on
average, compared with other methods. This indicates that
GANS performs good in all of three aspects. This is benefited
from the global search ability of GA and the improvement of
NS strategy.

TABLE I. THE DISTRIBUTED FOOD WEIGHTS ACHIEVED BY VARIOUS
ROUTER PLANNING METHODS.

Number Random Greedy PSO GA GANS
1 5365.95 6386.47 6462.48 6572.11 8120.50
2 4716.03 6296.85 6719.02 6323.99 7905.31
3 3778.02 4910.95 6112.24 6050.47 7120.83
4 4219.83 4524.88 5855.58 5316.13 6725.65
5 4507.84 5434.98 6443.13 5975.87 7054.76
6 1852.15 2915.05 3146.72 3211.99 3604.26
7 2981.32 4569.87 4287.65 4600.00 5694.37
8 4602.64 7642.32 7797.57 7526.78 8663.24
9 5137.87 6687.71 6014.42 6285.05 7677.78

10 4974.85 5978.76 6971.77 6690.13 7758.95
11 3411.31 4049.31 4098.26 4109.53 5053.88
12 3227.71 3750.55 4643.57 4748.73 5504.71
13 3321.59 4302.72 5025.42 4520.84 5692.75
14 3105.22 4183.98 4341.57 3834.90 4871.31
15 4084.14 5416.45 6112.63 5759.28 6949.34
16 3351.64 5971.50 6164.76 5626.11 7074.99
17 3912.65 5844.40 6086.42 5802.96 7167.40
18 5033.22 6635.64 6930.95 6995.47 8079.62
19 5157.40 7005.69 7326.74 7018.82 8696.81
20 3506.32 5653.80 5759.91 5153.69 6577.58

Maximum 111.09% 48.64% 32.81% 27.63%
Average 71.53% 26.71% 17.23% 21.44%

Minimum 48.15% 13.36% 9.49% 12.21%

O
riginal experim

ent data
Statistics of
improved

performance
of GANS

TABLE II. THE COST EFFICIENCY ACHIEVED BY VARIOUS ROUTER
PLANNING METHODS.

Number Random Greedy PSO GA GANS
1 88.37 100.54 98.05 103.02 115.94
2 75.40 98.10 98.80 89.24 103.41
3 63.63 79.75 87.83 91.14 98.38
4 55.25 60.84 73.02 68.35 78.90
5 70.90 87.39 94.74 89.68 98.81
6 28.39 46.11 46.19 44.83 49.05
7 43.46 63.06 58.16 61.41 70.19
8 66.56 105.76 99.13 96.69 108.18
9 64.81 79.85 73.24 75.82 85.20
10 72.63 88.33 91.34 87.45 98.78
11 65.97 80.35 78.22 73.18 89.18
12 59.40 69.72 79.26 78.16 88.53
13 58.23 74.46 80.53 73.94 85.39
14 53.52 72.41 71.62 62.26 75.25
15 59.01 76.63 82.89 78.40 88.73
16 54.50 88.39 86.06 80.93 94.34
17 64.89 88.22 85.49 83.19 95.64
18 84.97 102.74 106.33 104.36 112.65
19 77.97 102.28 98.68 95.77 112.41
20 63.36 92.57 93.54 86.72 98.29

Maximum 73.10% 29.68% 20.68% 21.87%
Average 47.18% 11.93% 9.90% 13.89%

Minimum 31.21% 2.29% 4.29% 7.95%

O
riginal experim

ent data

Statistics of
improved

performance
of GANS

Compared with GA, GANS achieves 11.29%–30.61%
more distributed food amount, 12.21%–27.63% higher cost
efficiency, and 7.95%–21.87% better customer satisfaction.
This verifies the effectiveness of integrating NS strategy into
GA for the performance improvement.

VI. CONCLUSION

This paper studies on the router planning problem for food
product suppliers to efficiently distribute multi-temperature
foods with several stations. First, the problem is formulated
into a combinatory optimization problem. Then, a router
planning method is designed based on genetic algorithm, and
its performance is improved by integrating a neighbourhood
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TABLE III. THE CUSTOMER SATISFACTIONS ACHIEVED BY VARIOUS
ROUTER PLANNING METHODS.

Number Random Greedy PSO GA GANS
1 55 67 61 64 77
2 53 70 67 67 78
3 44 53 60 58 68
4 47 50 61 52 66
5 49 55 55 56 66
6 30 42 39 41 46
7 41 55 50 57 65
8 55 77 70 73 82
9 49 66 55 59 72

10 55 63 71 69 78
11 43 50 43 48 55
12 41 39 46 48 54
13 44 54 54 51 64
14 44 50 51 47 58
15 37 57 51 54 63
16 44 64 58 58 71
17 45 62 60 62 69
18 58 72 69 69 77
19 54 70 68 68 78
20 38 59 55 49 64

Maximum 70.27% 38.46% 30.91% 30.61%
Average 46.70% 15.82% 18.56% 17.78%

Minimum 27.91% 6.49% 8.20% 11.29%

O
riginal experim

ent data

Statistics of
improved

performance
of GANS

search strategy into the genetic algorithm. Experiment results
prove that our method can obtain good performance in various
aspects.

There are numerous crossover, mutation, NS, and selection
operators that can be applied for GANS. The influences of
these operators on the performance of GANS should be studied
to implement algorithm instances with better performance for
various food distribution scenarios. This is one of our future
works.
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Abstract—In recent years, the rapid development of many 
pests and diseases has caused heavy damage to the agricultural 
production of many countries. However, it is difficult for farmers 
to accurately identify each type of insect pest, and yet they have 
used a large number of pesticides indiscriminately, causing 
serious environmental pollution. Meanwhile, spraying pesticides 
is very expensive, and thus developing a system to identify crop-
damaging pests early will help farmers save a lot of money while 
also contributing to the development of sustainable agriculture. 
This paper presents a new efficient deep learning system for real-
time insect image recognition on mobile devices. Our system 
achieved an accuracy of mAP@0.5 with the YOLOv5-S model of 
70.5% on the 10 insect dataset and 42.9% on the IP102 large-
scale insect dataset. In addition, our system can provide more 
information to farmers about insects such as biological 
characteristics, distribution, morphology, and pest control 
measures. From there, farmers can take appropriate measures to 
prevent pests and diseases, helping reduce production costs and 
protecting the environment. 

Keywords—Deep learning; real-time insect pest detection; 
YOLOv5; mobile devices 

I. INTRODUCTION 
Climate change has caused pests to multiply, grow quickly, 

and cause significant damage to the world's agricultural 
economy [1]. Pests are estimated to cost up to 40% of 
worldwide agricultural output each year, according to the Food 
and Agriculture Organization. At present, plant diseases cost 
the global economy almost $220 billion each year, while 
invading insects cost at least $70 billion [2]. Therefore, farmers 
in many countries have used a large number of different 
pesticides to protect crops and ensure the quality of agricultural 
products. However, due to a lack of specialized knowledge, 
many farmers have difficulty detecting and correctly 
identifying pests and diseases that cause crop damage. As a 
result, most farmers did not have reasonable pest control 
measures, including the indiscriminate and improper use of a 
large number of pesticides on a large scale. This not only 
increases production costs but also seriously pollutes the 
environment, destroys beneficial insects, disrupts ecosystem 
balance, and damages the health and living environment of 
humans and many other species. As a result, it is critical to 
research information technology systems in order to accurately, 
efficiently, quickly, and conveniently identify pests and 
diseases that harm crops. This system will aid in the resolution 
of the aforementioned issues, thereby contributing significantly 
to long-term agricultural development. Such a system must be 
designed for real-time identification, be simple to install and 

use, and be appropriate for farmers' level of knowledge and 
actual working conditions, where each farmer typically has a 
smartphone with a basic configuration. Therefore, an automatic 
system to identify pests on plants using inexpensive smart 
phones must be developed and deployed. The primary goal is 
to efficiently detect insects in real-time manner, providing 
farmers with greater convenience and mobility in early pest 
treatment. Although smartphones have penetrated a variety of 
industries, including manufacturing, medicine, and health care, 
use of mobile devices in agriculture has been slower. Farmers 
understand the need for mobile agriculture as technology 
advances, which not only allow farmers to execute agricultural 
activities more effectively using their phones, but also 
transform arable farming into smart agriculture. In this 
research, a real-time insect object detection system is built in 
the context of large-scale insect pest datasets. Our system is 
based on the YOLOv5-S model and has been integrated onto 
mobile devices with limited hardware configurations, making it 
ideal for farmers in the field. 

II. BACKGROUND STUDY 
Much of the prior research has presented real-time image-

based recognition systems for mobile devices based on various 
CNN architectures. To recognize leaves from images, the 
authors of [3] have developed a novel extraction and 
classification technique. The insect population and illness 
regions in the segmented images are then calculated using a 
region-labeling technique. A mathematical morphological 
algorithm is utilized to separate the items in the zones of 
adhesion. The proposed solution is tested in the field and 
deployed on mobile smart devices. The experimental findings 
reveal that the suggested technique has high efficiency and 
strong recognition performance. The authors of [4] have 
created a pest infestation early warning system for paddy 
farming that includes an Android application and a web-based 
application. The Agriculture Department will use the 
technology to identify insect infestations, locate them, and alert 
the early warning system. The technology will be able to enter 
the farmers' infestation data into databases. The data will be 
utilized by the agronomist to assess the paddy plot's risk in four 
stages. The number of pests, kind of pest, location, and present 
circumstances will be used to classify each stage. After the 
agronomist has completed their review, the system will send an 
email to the farmers informing them of the quality of their 
current paddy plot. The researchers from [5] suggested an 
image processing technique and a smartphone application to 
recognize and count insects. The nonuniform brightness of 
insect images obtained with mobile phones is released using a 
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sliding window-based binarization, and then connected 
domain-based histogram statistics are utilized to identify and 
count the insects in stored grain. Finally, testing using an 
Android application shows that the proposed technique can 
count random bug photographs from mobile phones with 95% 
accuracy, which is superior to the previous method. In [6], 
MAESTRO, a novel grasshopper identification framework that 
employs deep learning to recognize insects in RBG pictures, is 
demonstrated. MAESTRO uses a state-of-the-art two-stage 
deep learning training approach. The framework may be used 
on cellphones as well as desktop PCs. The authors of [7] offer 
an AI-based pest detection system that addresses the challenge 
of identifying scale pests using photos. Scale pests are detected 
and localized in the image using deep-learning-based object 
identification models such as faster region-based convolutional 
networks, single-shot multibox detectors, and YOLOv4. 
Among the algorithms, YOLOv4 had the highest classification 
accuracy, with 100% in mealybugs, 89% in Coccidae, and 97% 
in Diaspididae. A smartphone application based on the trained 
scale insect detection model has been developed to assist 
farmers in identifying pests and administering appropriate 
pesticides to reduce crop losses. The researchers at [8] have 
studied the best machine learning approach for developing a 
pest detection model for mobile information systems. The 
article [9] proposed a novel smartphone application that uses a 
deep-learning method to automatically categorize pests for the 
benefit of professionals and farmers. Faster R-CNN is used in 
the created application to do insect pest recognition using cloud 
computing. To assist farmers, a database of suggested 
pesticides is linked to the reported crop pests. This research has 
been validated for five distinct pest species. The suggested 
Faster R-CNN had the greatest accuracy in identification rate 
of 99% for all pest images analyzed. The study [10] provided a 
novel method for establishing the use of hand-held image 
capture of insect traps for pest detection in vineyards by 
embedding artificial intelligence into mobile devices. Their 
solution integrates many computer vision technologies to 
enhance numerous areas of picture quality and 
appropriateness. The extensive review [11] examines deep 
learning framework methodologies and applications in smart 
pest monitoring, with a focus on insect pest categorization and 
detection using field photos. The methodology and technical 
information created in insect pest classification and detection 
using deep learning are consolidated and distilled during 
multiple processing stages: picture collection, data 
preprocessing, and modeling strategies. Finally, a generic 
framework for smart insect monitoring is proposed, and future 
challenges and trends are discussed. In AlertTrap [12], SSD 
architecture implementation with different cutting-edge 
backbone feature extractors, such as MobileNetV1 and 
MobileNetV2, appears to be a viable solution to the real-time 
detection problem. SSD-MobileNetV1 and SSD-MobileNetV2 
work well, with AP@0.5 rates of 0.957 and 1.0, respectively. 
YOLOv4-tiny surpasses the SSD family in AP@0.5 with 1.0; 
nevertheless, its throughput velocity is significantly slower, 
indicating that SSD models are better candidates for real-time 
implementation. They also ran the models via synthetic test 
sets that simulated predicted environmental disruptions. The 
YOLOv4-tiny tolerated these disruptions better than the SSD 
variants. By combining EfficientNet [13] and Power mean 

SVM [14], the authors of the research [15] published the state 
of the art on insect image classification on the large-scale 
IP102 dataset with an accuracy of up to 71.84%. However, the 
abovementioned systems still have some limitations, such as 
the small number of pest identifications; the accuracy is not 
high; the equipment configuration requirements are high; and it 
is difficult to deploy in practice. They lack aspects such as 
geolocation recoding of recognized harmful pests, information 
about identified dangerous pests, and robust distributed mobile 
information frameworks. Currently, there is no real-time 
existing identification system for mobile devices. Therefore, 
this paper proposes a new real-time insect identification system 
with reasonable cost, efficiency, easy installation, and practical 
deployment on mobile devices with limited hardware 
configuration. Furthermore, this study also looks at lightweight 
network models and embedded terminal realizations, both of 
which are increasingly relevant and promising. The paper's 
main contributions are as follows: 

• A novel real-time insect identification system that is 
ideal for mobile devices with restricted hardware 
configuration, easy to install, inexpensive, and user-
friendly. 

• The most current identification results using YOLOv5-
S from the large-scale dataset IP102 are presented. 

• A new system captures images and uses GPS to 
determine the distribution of insects in the field. This 
contributes to the development of a large insect 
database and insect distribution maps. 

The rest of the article is arranged as follows. Section III 
describes the materials and methods used to evaluate our 
approach, including an overview of our system, the YOLOv5 
model, and the pest insect image datasets. The experimental 
results and discussion are reported in Section IV. Section V 
presents the conclusions, limitations, and recommendations for 
future research. 

III. MATERIALS AND METHODS 

A. Overview of our System 
An overview of our real-time insect identification system is 

shown in Fig. 1. Users can first use their mobile phones to 
photograph insects in a real-time manner, or they can use insect 
photographs found on the internet or images captured by bug 
traps. The YOLOv5-S model, which is already embedded into 
the mobile application, then identifies the insect image in real 
time, resulting in a very quick insect identification time. When 
an insect image is properly identified, the system will provide 
the user with detailed information on the insect, such as its 
name, biological characteristics, distribution, morphology, and 
control strategies. Our new insect recognition system can work 
in both online and offline mode. In the online mode, the insect 
identification information is sent to the Web server, which then 
processes and returns detailed insect information in JSON 
format [16]. Insect information can be viewed alongside 
similar images in the data warehouse. The user can also see a 
list of all insects, complete with detailed information and 
images. Users can upload insect images and shooting locations 
to update the data warehouse at the same time in this mode. 
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The entire database will be stored on the server in the online 
mode, making it suitable for mobile devices with limited 
hardware configuration and ensuring that information is always 
up-to-date. The application's speed, however, is determined by 
the available network bandwidth. In the offline mode, SQLite 
[17], a C-language package that creates a compact, fast, self-
contained, high-reliability, full-featured SQL database engine, 
is used for storing insect information data on mobile devices. 
This mode will be very useful in cases where farmers' working 
environments do not have internet, such as in the fields far 
from urban areas, where internet, 4G, and 5G coverage are not 
yet available. However, in this mode, some application 
functions will be restricted. 

B. YOLOV5 
YOLOv5 [18] is a single-stage object detection system. In 

one-stage object identification approaches, object detection is 
considered as a regression issue. It estimates the class 
probability and the coordinates of the bounding box that will 
contain the object in a single step on the input picture. The 
backbone, neck, and head are the three main components. 
YOLO is another name for the head layer. The model 
backbone's duty is to draw attention to the image's unique 
features. In YOLOv5, the model backbone is a CSPNet [19] 
structure. The CSPNet approach divides the feature map in the 
base layer into two parts; some reach the transition layer 
through the dense block, while the other half is directly 
integrated with the transition layer. This not only reduces 
model size but also increases inference speed [20]. In this 
study, the YOLOv5-S model is used to develop applications on 
mobile devices due to its small size and model parameters, 
GFLOPs calculation speed and high accuracy, and lack of 
requirement for high hardware configuration when compared 
to other YOLO models such as YOLOv4 [21], YOLOX [22]. 
As shown in Table I, the YOLOv5-S model is relatively small 
in size, with a network parameter of 7.3M and a disk size of 
14.2 MB, making it suitable for mobile devices with limited 
hardware configuration. With a GFLOPs index of 17.1, the 
calculating speed of the YOLOv5-S is adequate. Furthermore, 

when compared to other YOLO models, the indicators of 
mAPval@0.5 and the speed of the YOLOv5-S model in 
Table IV and Table V are quite excellent. 

TABLE I. NETWORK PARAMETERS OF YOLO MODELS 

Models Params (M) Size on disk (MB) GFLOPs 

YOLOv4 27.6 245.0 59.6 

YOLOv4-tiny 5.88 23.1 6.8 

YOLOv5-S 7.2 14.2 17.1 

YOLOv5-M 21.2 40.8 51.4  

YOLOv5-L 46.5 89.3 115.6 

YOLOv5-X 86.7 167.1 219.0 

YOLOX-S 9.0 68.5 26.8 

YOLOX-M 25.3 193.0 73.8 

YOLOX-L 54.2 413.0 155.6 

YOLOX-X 99.1 757.0 281.9 

C. Datasets 
To create the insect pest database for machine learning 

models, 2,335 photos of 10 distinct pest kinds were collected 
from internet data sources, as shown in Fig. 2. The dataset was 
then split into the following proportions: 70% of the samples 
were utilized for training, 20% for model evaluation, and the 
remainder for testing. As a consequence, the result dataset has 
1634 images for training, 467 images for validation, and 234 
images for testing, as shown in Table II. The LabelImg 
program [23] is utilized to manually label the insect objects and 
generate the .xml file containing object position information, 
which is then transformed into the .txt file that YOLOv5 can 
read. Because the IP102 data set has some constraints, such as 
the same class with numerous different insect stages such as 
larvae, caterpillars, and moths, achieving high identification 
efficiency is challenging. Therefore, the YOLOv5-S model was 
tested with 10 insect classes that were gathered by the 
agriculture expert volunteers. 

 
Fig. 1. Overview of our Real-time Insect Image Recognition System by Mobile Devices. 
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Fig. 2. Some Images of Insect Samples in the Insect10 Dataset. 

TABLE II. THE NUMBER OF IMAGES IN THE INSECT10 DATASETS WITH 10 
INSECT SPECIES 

No Insect name Train Validation Test 
1  Acalymma_vittatum 116 33 17 
2  Achatina_fulica 258 74 37 

3  Alticini 193 55 28 
4  Asparagus_beetles 89 25 13 

5  Aulacophora_similis 113 32 16 
6  Cerotoma_trifurcata 86 25 12 
7  Dermaptera 111 32 16 

8  Leptinotarsa_decemlineata 234 67 33 
9  Mantodea 185 53 26 

10  Squash_bug 249 71 36 
 Total 1634 467 234 

In this paper, the new system was also evaluated on large-
scale insect image datasets. However, collecting a large-scale 
insect pest image dataset is difficult due to the fact that, 
depending on the species and kind of insect pest, all insect 
pests go through several phases during their lifecycle. As a 
result, the insect pest pictures from the publicly available IP102 
dataset [24] are used for evaluating the system. It comprises 
almost 75,000 photos from 102 agricultural insect pest 
categories. The IP102 collection includes 75,222 photos and 
102 insect pest classifications, while the smallest category 
comprises just 71 samples. There are 18,983 annotated photos 
for the job of object detection. As in [24], the images with 
bounding box annotations were divided into training and 
testing sets of 15,178 and 3,798 images, respectively. Some 
sample images of the IP102 dataset are shown in Fig. 3. 

 
Fig. 3. Some Images of Insect Samples in the IP102 Dataset. 

IV. RESULT AND DISCUSSION 

A. Experimental Setup and Training 
All YOLO model training experiments were carried out on 

Google Colab using a Tesla K80 24 GB GPU. Algorithms are 
written in the Python and Keras programming languages. To 
train the models, the experimental setup is as follows: a 
learning rate of 0.01, an image size of 640 pixels, a batch size 
of 16, and 150 epochs for YOLOv5, YOLOX, and 2,000 
epochs for YOLOv4. The Stochastic Gradient Descent [25] is 
used as the optimization algorithm. Devices with low 
configuration are utilized to conduct tests on mobile devices, as 
indicated in Table III. 

TABLE III. SMARTPHONE DEVICE CONFIGURATION AND APPLICATION 
DEVELOPMENT ENVIRONMENT 

Smartphone hardware 
configuration 

The Samsung Galaxy A30 is powered by a 
Samsung Exynos 7 Octa 7904 processor with 
MHZ and 8 cores. The powerful processor and 
3000.0 MB of RAM give incredible performance, 
ensuring trouble-free operation of even the most 
complex program or game. The Samsung Galaxy 
A30 uses a microSDXC memory card. The phone 
carries over the 15.93-megapixel rear camera 
sensor at the back of the device. The front camera 
of the Samsung has 15.93. It gives us very high 
quality photos and videos with a great camera 
interface. The device has a 6.4-inch SUPER 
AMOLED display. It gives a decent display 
quality and a great gradation between warm and 
cold colors. The OS is Android 10. 

Programinng language to 
build applications 

Programing language: Java, Development 
Environment: Android Studio 

The light Normal luster intensity 

B. Evaluation Metrics 
Mean Average Precision (mAP) is a popular metric for 

assessing the performance of object detecting systems. The 
mAP computes a score by comparing the ground-truth 
bounding box to the detected box. The higher the score, the 
more precise is the model's detections. The mAP formula is 
based on the following sub metrics: Confusion Matrix, 
Intersection over Union (IoU), Recall, Precision. To create a 
confusion matrix, the experiments present four attributes: True 
Positives (TP): The model predicted a label and matched it 
correctly as per ground truth. True Negatives (TN): The model 
does not predict the label and is not a part of the ground truth. 
False Positives (FP): The model predicted a label, but it is not a 
part of the ground truth. False Negatives (FN): The model does 
not predict a label, but it is part of the ground truth. 

In Equation (1), IoU denotes the overlap of anticipated 
bounding box coordinates with ground truth box coordinates. It 
explains how an object identification algorithm creates 
prediction scores. The definition of IoU is described in Fig. 4. 
Higher IoU implies that the anticipated bounding box 
coordinates are similar to the ground truth box coordinates. 

𝐼𝑂𝑈 =
area of overlap
area of union

=  (1) 
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Fig. 4. IoU Definition. 

In Equation (2), Precision refers to how successfully you 
can identify true positives (TP) from all positive predictions. In 
Equation (3), Recall measures how well you can find true 
positives (TP) out of all predictions (TP+FN). 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑇𝑃
𝑇𝑃+𝐹𝑃

             (2) 

𝑅𝑒𝑐𝑎𝑙𝑙 = 𝑇𝑃
𝑇𝑃+𝐹𝑁

              (3) 

In Equation (4), Average Precision is calculated as the 
weighted mean of precision at each threshold; the weight is the 
increase in recall from the prior threshold. In Equation (5), 
Mean Average Precision is the average of the AP of each class. 
However, the interpretation of AP and mAP varies in different 
contexts. On the validation datasets, the mAPval@0.5 means the 
average mAP with IoU thresholds over 0.5. The 
mAPval@0.5:0.95 means average mAP over different IoU 
thresholds, from 0.5 to 0.95, step 0.05. 

𝐴𝑃 = ∑ [𝑅𝑒𝑐𝑎𝑙𝑙(𝑘) − 𝑅𝑒𝑐𝑎𝑙𝑙(𝑘 + 1)] ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛(𝑘)𝑘=𝑛−1
𝑘=0    (4) 

𝑛 = 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑𝑠 

𝑚𝐴𝑃 = 1
𝑛
∑ 𝐴𝑃𝑘𝑘=𝑛
𝑘=1              (2) 

𝐴𝑃𝑘 = 𝑡ℎ𝑒 𝐴𝑃 𝑜𝑓 𝑐𝑙𝑎𝑠𝑠 𝑘, 𝑎𝑛𝑑 𝑛 = 𝑡ℎ𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑙𝑎𝑠𝑠𝑒𝑠 

C. Experimental Results and Discussion 
The experiment was conducted to analyze the backbone of 

models, input image size, mAP@IoU:0.5 and 
mAP@IoU:0.5:0.95 metrics as a result of the training. 
Table IV and Fig. 5 show the results of four different model 
variations on the Insect10 dataset. On the Insect10 dataset, the 
numerical results in Fig. 5 demonstrate that the new mobile 
application has a relatively high success rate in precision, recall 
and mAP for pest object recognition. For instance, the 
detection performance of the Alcalymma insect has the lowest 
mAP@IoU:0.5 identification accuracy of 0.45, while the 
detection performance of Leptinotarsa has the highest at 
0.979. Our application is based on the YOLOv5-S model, 
which was trained on Insect10 datasets with 10 different insect 
species. The actual results show that, when compared to other 
object detection methods, YOLO has a faster recognition speed 
and can almost identify objects in real-time manner. Fig. 7 
shows some examples of successful insect recognition on 
mobile devices using the Insect10 datasets. 

Our approach has also been evaluated on the large-scale 
dataset IP102 [24] to see how well it scales on these datasets. 

As shown in Table V and Fig. 6, our system has achieved a 
promising performance of mAPval@0.5 accuracy of 42.9% with 
the YOLOv5-S model. This result shows that the new approach 
outperforms several previous approaches that were reported in 
[24]. However, insect object detection was still more 
challenging using the IP102 dataset. The reason is that the 
insect pests in the image are difficult to detect due to their color 
appearance and the image backgrounds are very similar. In 
addition, the morphology of an insect pest issue, such as a 
moth, can vary substantially as it develops. Fig. 8 depicts some 
images of successful insect recognition using the IP102 dataset 
on a mobile device. This indicates that our approach offers 
several benefits over existing methods, including the ability to 
handle massive data sets with excellent accuracy. Moreover, 
this new system may also be implemented on low-cost mobile 
devices with minimal hardware configuration. In addition, as 
illustrated in Fig. 9, the usage of matching pesticides is 
integrated with the pest categorization findings to advise 
professionals and farmers. In the near future, this system will 
be implemented on new devices like the NVIDIA Jetson Nano 
Developer Kit [26], which have a higher hardware 
configuration, a lower cost, a smaller footprint, and a better 
level of durability. 

TABLE IV. SIMULATION RESULTS OF YOLOV4, YOLOV5, AND YOLOX 
MODELS ON THE INSECT10 DATASET 

Models Backbone mAPval@0.5 mAPval@0.5:0.95 

YOLOv4 CSPDarknet53 84.9 63.2 

YOLOv4-tiny CSPDarknet53 64.4 48.3 

YOLOv5-S Darknet-53 70.5 35.9 

YOLOv5-M Modified CSP v5 76.6 42.7 

YOLOv5-L Modified CSP v5 78.9 46.8 

YOLOv5-X Modified CSP v5 73.0 40.9 

YOLOX-S Darknet-53 84.8 58.5 

YOLOX-M Modified CSP v5 82.3 61.9 

YOLOX-L Modified CSP v5 84.0 65.0 

YOLOX-X Modified CSP v5 83.0 64.0 

 
Fig. 5. Precision and Recall of Insect Recognition Results on the Insect10 

Dataset using the YOLOv5-S Model. 
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TABLE V. SIMULATION RESULTS OF YOLOV4, YOLOV5, AND YOLOX 
MODELS ON THE IP102 DATASETS 

Models Backbone mAPval@0.5 mAPval@0.5:0.95 
YOLOv4 CSPDarknet53 39.2 20.1 

YOLOv4-tiny CSPDarknet53 36.1 19.0 
YOLOv5-S Darknet-53 42.9 24.0 
YOLOv5-M Modified CSP v5 47.4 27.9 

YOLOv5-L Modified CSP v5 50.1 29.9 
YOLOv5-X Modified CSP v5 54.0 32.5 

YOLOX-S Darknet-53 52.3 34.1 
YOLOX-M Modified CSP v5 54.2 35.1 
YOLOX-L Modified CSP v5 53.9 34.7 

YOLOX-X Modified CSP v5 54.1 34.9 

 
Fig. 6. Precision and Recall of Insect Recognition Results on the IP102 

Dataset using the YOLOv5-S Model. 

 
Fig. 7. Some Images were Successfully Detected on Mobile Devices using 

the Insect10 Dataset. 

 
Fig. 8. Some Images were Successfully Detected on Mobile Devices using 

the IP102 Dataset. 

The information on insect GPS location and density will be 
extremely useful for several Integrated Pest Management 
systems. Therefore, our systems are designed to allow users to 
automatically record this information. Then, a real-time insect 
distribution density map is created using this data, as illustrated 
in Fig. 10. This map will assist expert users in tracking and 
forecasting the density and evolution of insect infections over 
large areas. At the same time, it is possible to evaluate the 
potential effects of insect pests on agriculture and ecosystem 
production. 

   
Fig. 9. The user Interface Screen shows the Successful Insect Recognition 

and Detailed Insect Information on a Mobile Device. 

 
Fig. 10. The Insect Distribution Map was constructed based on GPS Location 

Information from the user's Insect Photos. 

V. CONCLUSION AND FUTURE RESEARCH WORK 
This paper presents an efficient system for real-time mobile 

smart device-based insect detection. Our system was developed 
based on the YOLOv5-S model because of its lightweight 
convolutional neural network and is thus suitable for mobile 
devices with limited hardware configuration. Moreover, insect 
pest detection and classification may be incorporated into 
hardware that farmers can utilize across a wide range of 
situations to safeguard their farms from pests. Therefore, our 
method has numerous advantages in terms of real-time insect 
identification, low cost, simple implementation, and practical 
implementation. The numerical results showed that the new 
system achieved 70.5% classification accuracy with mAP@0.5 
on the Insect10 dataset and 42.9% accuracy with the large 
dataset IP102. This is the best insect pest detection result with 
YOLOv5-S ever reported from the largest insect dataset, 
IP102. However, these mAP accuracy results are still low when 
compared to the accuracy required for actual insect detection 
for agricultural production. Consequently, the next task will be 
to investigate more efficient recognition models in order to 
improve the accuracy and number of insects. Simultaneously, 
this work will be continued to study on better mobile devices, 
such as the NVIDIA Jetson Nano Developer Kit, which has a 
central processing unit, a graphical processing unit, a web 
camera, and currently only a low charge, allowing larger 
convolutional neural network models to be installed. 
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Abstract—Diabetic retinopathy is an adverse medical condition 

resulting from a high level of blood sugar potentially affecting the 

retina and leading to permanent vision loss in its advanced stage 

of progression. A literature review is conducted to assess the 

effectiveness of existing approaches to find that Convolution 

Neural Network (CNN) has been frequently adopted for 

analyzing the fundus retinal image for detection and 

classification. However, existing scientific methods are mainly 

inclined towards achieving accuracy in their learning techniques 

without much deeper investigation of possibilities to improve the 

methodology of type using CNN. Therefore, the proposed scheme 

introduces a computational framework where a simplified 

feature enhancement operation is carried out, resulting in 

artifact-free images with better features. The enhanced image is 

then subjected to CNN to perform multiclass categorization of 

potential stages of diabetic retinopathy to see if it outperforms 

existing schemes. 

Keywords—Diabetic retinopathy; convolution neural network; 

classification; fundus retinal image; multi-class categorization 

I. INTRODUCTION 

The proposed study presents an analysis of the critical 
problem of diabetes called diabetic retinopathy (DR) that 
adversely affect the retina's blood vessels. The primary cause 
of this medical condition is a high blood sugar level which 
finally results in the leaking of blood vessels and causes 
swelling [1]. A person suffering from an advanced stage of 
diabetic retinopathy could also permanently lose their vision 
[2]. Hence, it is mandatory to undertake periodic retina 
assessments for diabetic patients to identify the early stages of 
diabetic retinopathy. The target of diagnosis and treatment of 
this condition is mainly to understand the specific state to resist 
the prominent threat of permanent blindness. This condition 
also results in lesions which are spots created by leaking fluids 
and blood in the area of the fundus retina [3]. Conceptually, 
there are two forms of lesions in diabetic retinopathy, i.e., 
bright lesion and red lesion, where hard and soft exudates 
characterize the former. 

In contrast, the latter is characterized by hemorrhage and 
microaneurysm [4]. From the retinal image screening, 
microaneurysm can be found in red dots of darker origin while 
haemorrhage can be identified in more prominent spots. Apart 
from this, the yellow areas in the fundus retinal image 
represent hard exudates, while soft exudates are represented as 
fluffy white and yellowish spots. It is not feasible to manually 
evaluate diabetic retinopathy by an ophthalmologist as there 
are higher probabilities of outliers in its outcome and could 

involve significant effort and time. Hence, such form of 
complications in the diagnosis of diabetic retinopathy is 
handled by computer-aided diagnosis, which can control effort, 
time, and cost during the complete diagnosis process [5]-[7]. 
To understand the stages of progression of diabetic retinopathy, 
there are five standard stage indicators of the retinal image as 
follows [8] [9]: 

 No DR: Absence of any form of lesions in the retinal 
image. 

 Mild DR: The retinal image is found with 
microaneurysm only. 

 Moderate DR: The overall characteristic of the retinal 
image is more than the microaneurysm situation and 
less severe DR. 

 Severe DR: There are multiple features of it. When 
there are significant intraretinal abnormalities within 
microvascular are in 1+ quadrant. There is the absence 
of any prominent sign of proliferative DR; this state is 
equivalent to severe DR. Apart from this if there are 
particular beading of veins in 2+ quadrant or there are 
more cases of 20 hemorrhage (intraretinal) in each of 4 
quadrants, then this stage also represent severe DR. 

 Proliferative DR: If the retinal image is witnessed with 
pre-retinal hemorrhage or neovascularization, it will 
represent this stage. 

In the medical image-based diagnosis of diabetic 
retinopathy, there is a significant contribution of deep learning 
found in existing literature [10] [11]. Deep learning techniques 
can smartly identify the essential features from the input data 
subjected to either segmentation or classification tasks [12] 
[13]. It was also noted that diagnostical approaches using deep 
learning have majorly performed better in contrast to 
conventional techniques. One significant advantage of the deep 
learning technique is the independence from extracting or 
computing features from the medical image in the form of 
input. On the other hand, there is a need to carry out training 
that demands extensive data. It will imply that a higher 
quantity of trained data will assure better accuracy during the 
classification process. 

On the other hand, there is a dependency on extracting 
features from the machine learning technique; however, they 
do not depend on massive trained data like deep learning 
techniques. In the case of diabetic retinopathy, the machine 
learning approaches are required to obtain the blood vessel 
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information, primarily followed by extraction of information 
related to the region of lesions in the form of features. These 
features will be used for classification. Various forms of 
operation carried out in the deep learning process are 
registration and detection of images along with retrieval, 
classification, and segmentation task. In this perspective, 
Convolution Neural Network (CNN), being one of the 
prominent deep learning techniques, is reported to be 
frequently used for classification as well as analysis of medical 
images [14]-[17]. Hence, these facts act as a motivation factor 
for undertaking CNN in the proposed study. 

Currently, various research approaches are being carried 
out to classify diabetic retinopathy, where deep learning has 
played a significant role [18]-[20]. This diagnosis outcome is 
meant to assist the ophthalmologist in performing an early 
diagnosis of diabetic retinopathy concerning its various stages. 
Unfortunately, most of the existing approaches emphasize 
identifying the condition of diabetic retinopathy instead of 
exploring the appropriate stages of this critical medical 
condition. Another research problem studied from the trends of 
existing systems is the restricted and standard computational 
Framework for appropriately localizing the lesion region. 
Identifying the proper location of the lesion is essential to 
understanding the severity of diabetic retinopathy. Further, a 
significant research gap is found in the existing scheme where 
not enough emphasis is given towards feature enhancement of 
the fundus retinal images before subjecting it to deep learning 
techniques. Therefore, the proposed scheme addresses this 
problem with the following contribution: 

 A simplified feature operation is carried out to the 
fundus retinal image using Gaussian blurring, while 
preliminary features are extracted using the Sobel Edge 
operator. 

 An adaptive filter is applied using the fuzzy approach to 
ascertain the specific location in the fundus retinal 
image, generating different artifact-free and feature-
enhanced images. 

 The feature-enhanced image is then subjected to deep 
CNN with multiple convolution layers to analyze the 
fundus and classify DR stages. 

All the above objectives are met to perform multiclass 
classification of DR with a particular emphasis on feature 
enhancement and its representation in the learning model. The 
paper's organization is as follows: Section II discusses various 
existing techniques for analyzing diabetic retinopathy, and 
Section III highlights the research gap. In contrast, Section IV 
introduces the research methodology being adopted followed 
by an elaborated discussion of algorithm implementation 
Section V. Section VI discusses the result analysis. In contrast, 
a discussion of the result is carried out in Section VII. Finally, 
Section VIII summarizes the proposed study contribution. 

II. RELATED WORK 

Currently, various approaches are being evolved for 
classifying diabetic retinopathy stages. From this perspective, it 
is seen that machine learning has always played a dominant 

role. This can be seen in the review presented by Atwany et al. 
[12]. According to this study, deep learning offers a significant 
advantage in classification, but there is still a broad scope to 
improve the system's computational efficiency. The recent 
work of Abdelsalam and Zahran [21] used a Support Vector 
Machine using multifractal-based geometry system to diagnose 
and classify. The method has also used lacunarity parameters 
for accomplishing singular decisions. Another work carried out 
by Li et al. [22] has used an attention network with a unique 
grading system to identify the condition of macular edema. 
This paper aims to learn features based on disease-specific and 
disease-dependent attributes selectively. The feature maps were 
constructed using Convolution Neural Network (CNN) with 
different resolutions. 

Study towards quantification in diabetic retinopathy is 
carried out by Okuwobi et al. [23], where region-of-interest is 
used, followed by estimation of hyperreflective foci to obtain 
better segmentation. Adoption of deep learning is also reported 
in work carried out by Qiao et al. [24] have used CNN for 
carrying out semantic segmentation for identifying 
microaneurysms. The technique has also detected lesions using 
a matching filter response. Further adoption of deep learning 
was witnessed in the work by Wang et al. [25], which has 
addressed the non-interpretability issues in its outcome. The 
model used the Kappa coefficient to assess the features of 
diabetic retinopathy. The idea is also to determine the severity 
score and build a relationship between severity scores and their 
corresponding features. The adoption of the neural network is 
seen in Zang et al. [26], where a rate dropout is designed to 
suppress the overfitting problem during classification. The 
recent work carried out by Zhou et al. [27] has emphasized 
improving transfer learning function to improve outcomes of 
classifying segmented lesions. Bilal et al. [28] emphasize 
detection techniques for classification. This model has 
presented the extraction of features as preprocessing to address 
the presence of abnormalities and support an effective 
segmentation technique. 

Further the work implemented by Gayathri et al. [29] has 
presented a unique multiclass classification with the automated 
binary system. The study has used multiresolution features and 
different ranges of classifier e.g. J48, random trees, random 
forest, support vector machine, etc., over multiple datasets. The 
idea is to present a unique feature extraction model for 
assisting binary classification of retinal fundus images. 
Prakurthi et al. [30] proposed an on-demand preprocessing 
Framework capable of yielding different forms of high-quality 
images that could offer better clinical inference. 

Hence, it can be seen that there have been various attempts 
in recent times to use machine learning in diagnosing diabetic 
retinopathy. Table I highlights the compact discussion of the 
studied literatures with respect to problems being identified by 
the researchers, adopted techniques to address the identified 
research problem, advantages, and limitation being identified 
from the adopted methodology. However, based on the 
summarized observation in Table I, it can be seen that 
irrespective of beneficial features, they are potentially 
associated with loopholes. 
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TABLE I. SUMMARY OF RECENT CLASSIFICATION OF DIABETIC RETINOPATHY 

Authors Problems Technique Advantage Limitation 

Abdelsalam and 

Zahran [21] 
Early detection  

Support Vector Machine, 

Multifractal Geometry 

98.5% of accuracy, extensive 

classifying performance 
Not applicable for higher dataset 

Li et al. [22] Grading of macular edema CNN, attention network Enhanced grading performance Highly iterative process 

Okuwobi et al. [23] Hyperreflective foci Generation of region-of-interest 
Effective segmentation 

performance 
Not benchmarked 

Qiao et al. [24] Microaneurysm CNN, segmentation Better classification accuracy 
It doesn't emphasize signal 
quality 

Wang et al. [25] 
Non-interpretability of deep 

learning 
Kappa coefficient, deep learning Simplification in image grading 

It doesn't consider improving 

feature quality 

Zang et al. [26] 
Overfitting during 

classification 
CNN, adaptive rate dropout 95.7% of classification accuracy Outcomes not benchmarked 

Zhou et al. [27] 
Overfitting during 

classification 
Transfer learning function  

The benchmarked model 
supports multi-disease 

identification 

It doesn't emphasize 

preprocessing 

Bilal et al. [28] Early detection 
Binary trees, K-nearest neighbor, 

support vector machine 
Accuracy of 98.06% 

The highly computational 

intensive process 

Gayathri et al. [29] Automated classification 
Complex wavelets, multi-model 

classifiers 
Accuracy of 99.7% 

Demands higher computational 

resources 

Apart from the above-mentioned recent studies, there are 
also some notable contributions in the same area to prove the 
effectiveness of deploying machine learning techniques in 
classifying diabetic retinopathy. An important work carried out 
by Acharya et al. [31] has used a Support Vector Machine to 
carry out multiclass classification of various stages of diabetic 
retinopathy. The model carries out training over 300 stages of 
disease condition where the study outcome is witnessed with 
approximately 82% accuracy. The Support Vector Machine has 
been used to classify various consequential stages of diabetic 
retinopathy [32]. This study has accomplished a classification 
accuracy more than that achieved in [31]. Nayak et al. [33] 
have developed and constructed a framework using CNN 
where strategies of morphological processing are carried out 
along with an assessment of texture-based features. The core 
idea is to find the critical regions of the lesions associated with 
blood vessels and exudates where the study outcome has 
reported a more than 90% accuracy score. Another significant 
modeling is carried out by Pratt et al. [34], where CNN has 
been deployed for analyzing the data to look for multiple 
consequences of diabetic retinopathy with a capability to 
determine various levels of a medical condition. The modeling 
has been implemented over the Kaggle dataset, which has large 
fundus images where the outcome shows better accuracy. 
Adoption of CNN was also reported in Shaban et al. [35], 
where multiclass classification of diabetic retinopathy is 
carried out for four different stages. 

Further, the modeling implemented by Dekhil et al. [37] 
has presented a study, especially on the Kaggle dataset [37]. 
The work presented by Gao et al. [38] has constructed an 
image dataset consisting of images of the fundus retina. At the 
same time, the study mainly discusses the informative 
utilization of such a dataset for identifying multiple severity 
stages in diabetic retinopathy. Therefore, it is noted that 
various research is being carried out towards analyzing fundus 
retinal images to identify different stages of diabetic 
retinopathy. The majority of them have reportedly used CNN 
owing to the advantage of its independence from feature 

engineering. However, after the adoption of CNN, there is still 
no significant improvement in the accuracy score of the studies 
[30]-[38], which demands further insights into addressing 
issues. 

The following section briefs about the research gap 
explored from the existing research models. 

III. RESEARCH GAP 

The primary research gap identified from the existing 
techniques is that simplified preprocessing operation has 
received little emphasis in increasing classification accuracy 
demands. Without simplifying preprocessing from the 
perspective of precise feature modeling, the majority of the 
computational load towards classification accuracy is borne by 
the classifier algorithm. The secondary research gap identified 
is that frequent usage of CNN in the classification process of 
diabetic retinopathy has not addressed the prominent 
dependency on large data size. Apart from this, CNN doesn't 
encode the respective position and orientation of an object, 
which may lead to less accuracy. Therefore, the quality 
constraints of the fundus image need to be taken care of during 
system modeling. The ternary research gap of the current study 
is that the adoption of frequently used machine learning models 
is relatively slower owing to the inclusion of iterative operation 
and extensive training process. Although preprocessing can 
reduce this, such an approach is significantly missing in the 
existing scheme. The following section outlines the solution to 
address this research gap. 

IV. RESEARCH METHODOLOGY 

The primary aim of the proposed system is to design and 
develop a novel classification framework that could effectively 
balance accuracy score and computational efficiency. 
However, for better standardization of an outcome, the 
proposed model is assessed with a standard dataset consisting 
of the fundus retinal images in diabetic retinopathy. The core 
aim of the present implementation model is to address the 
research gap identified in the prior section by improving upon 
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the methodology of implying frequently adopted machine 
learning for classifying multiclass stages of diabetic 
retinopathy with an approach of feature enhancement. 

Fig. 1 highlights the adopted methodology of the proposed 
study, which uses an analytical research methodology scheme. 
The input of the retinal fundus image is subjected to precise 
feature modeling and representation using Gaussian blurring, 
which is then subjected to edge detection using the Sobel 
operator. The proposed system chooses to use Gaussian 
blurring as it is one of the simplified technique towards 
minimizing the noise as well as details present within an 
image. The prime parameters used for this purpose is the 
output image, size of Gaussian kernel, and standard deviation 
of kernel. Further, the scheme makes use of Sobel edge 
detection technique due to its simplicity in implementation 
process. One of the unique advantages of it is to offer a 
gradient magnitude with proper approximation. It is not only 
capable of identifying edges but also various perspective of 
orientation involved in it. Further, an integrated method of 
color compression and enhancement of blood vessels is used, 
resulting in a feature-enhanced image. This technique adoption 
significantly obtains an enriched set of distinct features without 
using many complicated and iterative steps, reducing the 
operational burden on the adopted CNN technique in machine 
learning. The classification results in five different DR states 
no-DR, mild, moderate DR, severe DR, and proliferative. The 
extensive analysis will be carried out further to justify the 
proposed methodology's scope that has effectively overcome 
the research gap. The following section illustrates the 
algorithm implemented to carry out the proposed classification. 

 

Fig. 1. Adopted Methodology of Classification. 

V. SYSTEM DESIGN 

From the prior section, it is now known that the proposed 
system targets mainly the precise classification and 
identification of different states of DR for a given image of the 
retinal fundus. In the present study, the prime emphasis is 
given to extracting and representing the core features of the 
CNN model instead of performing any general preprocessing 
and recognition of the disease. The justification behind this is 
that there are currently various existing studies (as seen in 
Section II) that mainly deal with classification using multiple 
techniques. However, the classification process can be further 
improved if more appropriate features are extracted in due 
processing and analysis steps. The proposed scheme has 
adopted the Kaggle eye dataset [35], which consists of a higher 
number of fundus retinal images characterized by higher 
resolution. The presented method of classification makes use of 
CNN to perform the determination of variable states of diabetic 
retinopathy. Unlike conventional mechanisms, the proposed 
scheme chooses to upgrade the methodology of applying CNN. 
This upgrading scheme involves adopting an appropriate 
feature enhancement action toward the fundus retinal image. 
The prime hypothesis behind this adoption scheme is that if the 
features are improved, it will benefit the classification 
operation without much computational burden on the CNN 
module. It should also be noted that the proposed scheme also 
offers enhancement of contrast and other factors using the prior 
model [30]. Therefore, the core contribution of the proposed 
scheme is to introduce a simplified feature enhancement 
mechanism that cloud further enhances the learning algorithm's 
performance. The algorithmic steps of the proposed system 
methodology are as follows: 

Algorithm-1 DR States Classification 

Input: i(retinal fundus image) 

Output: icl (classified image) 

Start 

1. Load i            (                 )   

2. for each        do 

3.  igs=f1(i)
σ // gaussian smoothing  

4.  ied=f2(igs) // edge detection  

5.  ifr=f3(ied) // feature representation  

6.  for each ifr do 

7.   ic  apply r2g(ifr) // color compression  

8.   ife = f4(ic)// feature enhancement 

9.  end for 

10.  icl=f5(ife) // DR State Classification  

11. end for 

End 

The discussion of the above algorithmic steps of the 
proposed scheme is discussed concerning the following 
operational blocks: 
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A. Feature Enhancing and Representation 

This algorithm's primary step (line-1) is to load all fundus 
images (i) from the local database. Further, the algorithm 
considers all the pixels px of an input image i (Line-2) to find 
that there are fair possibilities of the presence of certain 
features and noise that must be eliminated. For this purpose, 
the proposed scheme adopts the process of image blurring. The 
proposed method adopts a Gaussian smoothing scheme to 
perform feature extraction. The blurring mechanism is carried 
out using function f1(x) applied on input image i to obtain a 
smoothed image igs as an outcome (Line-3). Here, the function 
f1(x) represents one-dimensional Gaussian operation G(x) 
numerically expressed as follows. 

 ( )   
 

√    
  
  
  

               (1) 

While processing the input image, the mathematical 
expression in (1) is required to be expanded to form a two-
dimension matrix. Therefore, the amended version of 
expression (1) can be now represented in the form of a two-
dimensional matrix G(x, y) as follows: 

 (   )   
 

√    
  
  
       

                (2) 

In the above expression (2) for image blurring of f1(x), the 
window size is assigned to simplify computation represented 
by a variable σ. The presented study considers σ =3 while it is 
noted that this is applied to all the pixels present in an image 
and is not carried out selectively. The potential amount of noise 
in the input image is eliminated after using the Gaussian 
smoothing operation. After the convention of three entities of 
color (R, G, B), the presented algorithm is further applied to 
carry out this conversion. After the blurred image is obtained, 
the next part of the processing of an algorithm consists of 
getting edge-related feature information. A function f2(x) is 
constructed for this purpose which takes the input of smoothed 
image igs and applies the Sobel operator to extract edge 
information of an image, i.e., ied (Line-4). The next part of the 
implementation is associated with further performing a feature 
representation operation using a function f3(x) considering the 
input argument of edge information of an image, i.e., ied (Line-
5). The operation carried out by function f3(x) is multifold. 
Firstly, the color compression operation is initially carried out 
to reduce the complexity surface in feature enhancement and 
model learning. In this process, the recently obtained image 
(ied) is compressed to a lower dimension by removing the hue 
and saturation component of an image while retaining the 
luminance (Line-7). This process leads to the generation of 
lower dimension images without losing their clinical attributes 
and diagnostic properties. 

On the other hand, the proposed system constructs an 
adaptive filter to enhance retinal image features such as 
hemorrhage and blood vessel, which are very specific to DR 
identification. The mechanism of the adaptive filter is applied 
using function f4(x), which is designed based on the soft 
computing approach of fuzzy logic. The function f4(x) takes an 
input argument of the color-compressed image, i.e., ic. After 
processing it, the algorithm provides an enhanced image (ife) in 
the form of a precise feature representation of blood vessels 

and hemorrhage. The mechanism of function f4(x) is discussed 
in algorithm-2. 

Algorithm-2 Adaptive Filter  

Input: ic (color compressed image) 

Output: ife (enhanced feature representation) 

Start 

1. Initialize threshold T=101 

2.                  (   ) 

3.               

4.                        

5.                         

6.                    ( ) 

7.              (  ) 

8.              (   ) 

9.               (  ) 

10.               (   ) 

11.      
      

  
    

  

12.      
      

  
    

   

13.             

14.                     

End 

The above-mentioned algorithmic steps describe the 
procedure of adaptive filter, which adopted design 
characteristics of the fuzzy soft-computing approach. In the 
first step, the algorithm initializes an initial threshold value T 
for transforming each input image pixel according to whether it 
is inside or outside an acceptable range (Line-1). In the later 
process, the value of T is set automatically by stochastic 
gradient descent (SGD) to control the relative image intensity 
during the filtering operation. In the next step, the algorithm 
constructs a kernel K using argument T and filter size (2× 2), 
which returns a binary image after processing the input image 
(Line-2). Initially, kernel k is assigned with random values, and 
its operation will be optimized via SGD by computing the 
structural similarity index (SSIM). Therefore, the algorithm 
initializes SSIM equal to 0 and sets a threshold equal to 0.8 
because the input and out images will carry no SSIM in the 
initial stage (Line-3&4). The SSIM is calculated in every 
iteration (Line-5) as well as it is checked if it is below the 
threshold, the algorithm applies a filtering operation that 
generates a binarized image, i.e.,     (Line-6). In the 

subsequent steps, the algorithm computes a mean or average 
   and    of both input images, i.e.,    and obtained binarized 
image    , respectively (Line-7&8). Similarly, the algorithm 

then computes variance    and     respectively, for both    and 
    (Line-9&10). The computation of average and variance 

values is done to determine the comparison factor such as 
luminance (L) and contrast (C) tone (Line-11&12) and based 
on which the SSIM is determined (Line-13). In this way, for 
each iteration, SSIM is computed, and accordingly, the kernel 
is optimized with the help of the SGD algorithm. Here, the 
adaptive filter uses thresholding to convert the image into a 
binary image. Finally, this is used for comparing with the 
original image to get SSIM. When the processed and 
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unprocessed images are similar, the while loop ends, and the 
image is returned. 

B. CNN Based DR State Classification 

As known, CNN has the potential to resemble the 
conventional architecture of artificial neural networks. The 
prime target is learning variable forms of features associated 
with input images without any involvement of human 
intervention in the classification process. The proposed scheme 
implements CNN; the modeling details are highlighted as it can 
identify essential features without any dependencies from any 
user-based interaction. At the same time, there are few 
dependencies on carrying out preprocessing in CNN, making it 
a simplifier and speedy classification process. However, it 
cannot be denied that the application of CNN also introduces 
sophisticated calculations, a higher cost of memory, and 
uncertainty in performance. So, an improvement is required to 
revise the performance of CNN owing to the sensitive usage of 
medical images, where both accuracy and computational 
efficiency are demanded simultaneously. CNN architecture has 
various layers, ranging from convolution to polling and 
completely interconnected layers. A feature map is generated 
from this outcome of each layer that the other plays as an input 
argument for its successive layer. The input images associated 
with the activation map are subjected to a set of linear filters in 
the convolution layer. The purpose is mainly to obtain a 
variable number of features corresponding to the clinical state 
of diabetic retinopathy, e.g., blood vessels, curves, edges, etc. 
Hence, the proposed system defines its convolution layer y(l, 
m, n) concerning the 3x3 dimension empirically represented as: 

 (     )  ∑ ∑ ∑      
 
   

 
   

 
              (3)

In the above expression (3), the first component H1 is 
equivalent to w(l, i, j, k).x(i+m-1, j+n-1, k) while the second 
component H2 is equivalent to b(l). Table II highlights the 
configuration being used towards the development of CNN 
model. 

TABLE II. CONFIGURATION DETAILS OF IMPLEMENTED CNN MODE 

Layer Shape Param 

Convolution Layer-1 (2D) (598, 598, 32) 320 

Maxpooling (2D) (299,299,32) 0 

Convolution Layer-2 (2D) (297,297,64) 18496 

Maxpooling (2D) (148,148,64) 0 

Convolution Layer-3 (2D) (146,146,64) 36928 

Maxpooling (2D) (73,73,64) 0 

Convolution Layer-4 (2D) (71,71,64) 36928 

Maxpooling (2D) (35,35,64) 0 

Convolution Layer-5 (2D) (33,33,64) 73856 

Maxpooling (2D) (16,16,64) 0 

Convolution Layer-6 (2D) (14,14,64) 73792 

Maxpooling (2D) (7,7,64) 0 

Convolution Layer-7 (2D) (5,5,64) 36928 

Maxpooling (2D) (2,2,64) 0 

Flatten 256 0 

Dense 1 64 16448 

Dense 2 5 325 

The gray level of an input image is represented by the 
variable x (i, j, k), while the weight of this is represented by w 
(l, i, j, k). The system also uses biases represented by b(l) 
associated with the convolution layer. The system still consists 
of many preferences and weights, increasing the number of 
parameters. This challenge is mitigated by using a pooling 
layer where the activation map is subjected to subsampling 
which significantly enhances the robustness of the features that 
have been extracted. A set of linear filters can be further 
deployed to realize the pooling layer in the proposed CNN 
architecture capable of computing the mean pixel values 
retained within the masked area of the given feature map. The 
system can also choose to use a non-linear filter to realize the 
pooling layer capable of sorting all the values of pixels retained 
within a specific region of the input feature map, and thereby, 
max pooling is accomplished. 

VI. RESULT ANALYSIS 

The results obtained after implementing the proposed 
algorithm concept discussed in the previous section are 
discussed in this current section. The proposed system chooses 
to perform five stages of classification of diabetic retinopathy, 
i.e., i) normal (no DR) image which doesn't have any trace of 
disease, ii) mild, iii) moderate, iv) severe, and v) proliferative 
stage of diabetic retinopathy. The proposed scheme deploys a 
simplified feature enhancement scheme to represent a specific 
feature of fundus images to the CNN model to get reliable 
classified states of DR. The evaluation of the proposed system 
is carried out on the standard dataset, namely APTOS 2019 
blindness detection retrieved from Kaggle website. The dataset 
consists of 5590 fundus images, including both regular and DR 
with their ground truth in .csv file format. Among 5590, 3662 
images are subjected to training CNN model, and 1928 images 
are considered for model testing. The experiment is performed 
on a standard 64-bit Windows environment with NVIDIA 
GEFORCE GTX graphics card, Intel(R) Core(TM) i5-9300H 
CPU @ 2.40GHz 2.40 GHz, and 16 GB RAM size. As shown 
in Fig. 2, the proposed scheme deploys seven convolution 
layers using the input of feature enhanced fundus image. The 
performance assessment of the presented system is carried out 
concerning precision, recall, and F1-score. The study also 
performs a comparative analysis where the proposed method is 
compared with the trained CNN, which does not include any 
feature enhancement module. 

 

Fig. 2. Class Distribution of Fundus Image in Training Set. 
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Fig. 2 exhibits the class distribution of the fundus images 
belonging to the training set. The DR label and its description 
are given in Table III. There is 1805 fundus image with DR 
state normal, 999 images with DR state mild, 370 images are 
subjected moderate DR state, 193 images are related to severe 
DR state, and the remaining 295 fundus images are subjected 
to Proliferative DR. Table III highlights the labels being used 
with respect to the different names of classes towards fundus 
image. 

TABLE III. LABELS OF FUNDUS IMAGE 

Label Class Name 

0 No DR 

1 Mild DR 

2 Moderate DR 

3 Severe DR 

4 Proliferative DR 

Fig. 3 highlights the visual outcome of the enhancing 
operation where Fig. 3(a) showcases the original input image 
while Fig. 3(b) shows the edge detected enhanced image. 

 
(a) Original Fundus Image. 

 
(b) Feature Enhanced Image 

Fig. 3. Visuals of Feature Representation Operation. 

From Fig. 3, it can be seen that there is an evident visual 
outcomes of the enhanced features, while Fig. 4 highlights 
various stages of processing being carried out towards the 
sample of normal fundus images. Adopting the proposed 
scheme towards the involuntary classification method by CNN 
offers multiple beneficial perspectives. The primary beneficial 
perspective, as seen from the visual outcome of Fig. 4, is that 
such a classification system supports any telemedicine-related 
application for assessing stages of diabetic retinopathy. The 
secondary beneficial aspect of this scheme is that its accuracy 

score is highly reliable as preprocessing and feature extraction 
operation is carried out well before subjecting it to the learning 
scheme. Hence, the inference of the outcome by any 
ophthalmologist has become quite a simplified process. The 
effectiveness of the proposed feature enhancement-based CNN 
is assessed by comparing it with CNN implemented without 
any feature enhancement or preprocessing approach. Table IV 
and Table V highlights the quantified outcomes for proposed 
system and existing CNN model, respectively towards 
assessing accuracy as performance parameters. 

 
(a) Normal Fundus Image. 

 
(b) Mild DR. 

 
(c) Moderate DR. 

 
(d) Severe DR. 

 
(e) Proliferative DR. 

Fig. 4. Visual Outcomes of Classification. 
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TABLE IV. QUANTIFIED OUTCOME OF THE PROPOSED SYSTEM 

CNN With Feature Enhancement 

Label Precision Recall F1 

0 98.60% 95.41% 96.98% 

1 89.06% 91.93% 90.47% 

2 97.34% 95.31% 96.31% 

3 82.45% 100% 90.38% 

4 89.23% 95.08% 92.06% 

TABLE V. QUANTIFIED OUTCOME OF THE STANDARD CNN MODEL 

CNN Without Feature Enhancement 

Label Precision Recall F1 

0 95.07% 88.40% 91.62% 

1 68.23% 93.54% 78.91% 

2 93.02% 83.33% 87.91% 

3 74.54% 87.23% 80.39% 

4 69.73% 86.88% 77.37% 

For an effective analysis, the proposed system is also 
compared with the existing works done in a similar interest 
research area by Sikder et al. [39] and Pratt et al. [34] as shown 
in Table VI. 

TABLE VI. NUMERICAL OUTCOMES OF COMPARATIVE ANALYSIS 

Parameters Proposed Sikder et al. [30] Pratt et al. [33] 

Precision 95.65% 90.4% 82.3% 

Recall 95.36% 89.54 % 86% 

F1 score 95.42 89.97 % 83.95% 

 

Fig. 5. Comparative Performance Metrics. 

Based on the entire analysis, it can be seen that the 
proposed system exhibits significant enhancement in its 
classification performance in comparison to normal CNN and 
existing studies concerning the precision, recall, and F1 score 
(Fig. 5). The prime reason behind this outcome is as follows: 
The work of Sikder et al. [30] involves using conventional 
feature extraction techniques and an applied ensemble learning 
approach. Although the ensemble learning technique has its 
advantage in the suitable decision-making process in the 

classification task, the conventional feature extraction and 
image enhancement approach are not appropriate for applying 
to massive fundus images subjected to a higher degree of 
artifacts and impreciseness in feature generalization, unlike 
proposed scheme. At the same time, the work of Pratt et al. 
[33] has used a different approach unlike Sikder et al. [30]; 
however, they are more inclined towards classification without 
considering the need to enhance the primary input image first. 
Hence, the proposed system offers a better analysis of fundus 
images with classified states of DR and exhibits higher 
performance in different assessment cases. The proposed 
method identifies DR in an early stage and monitors its 
progression. 

VII. CONCLUSION 

This paper has presented a simplified and unique 
computational modeling to carry out multiclass classification 
of the stages of diabetic retinopathy from a given fundus retinal 
image. The achievement of the proposed scheme is that unlike 
existing literature on classification techniques, the proposed 
scheme performs a sequential image feature enhancement and 
representation extraction prior to classification, making the 
accuracy score much more reliable and improving the 
computational burden of training by CNN and adopting two-
dimensional Gaussian blurring with specific size of window 
assists in the simplified feature extraction process. Further 
feature extraction via Sobel edge detection, color compression, 
and enhancing the image concerning blood vessel and 
haemorrhage assists in better analysis of lesion in fundus 
retinal image. Another significant achievement is towards its 
potential for categorizing different DR states based on their 
criticality. The CNN was used with seven convolution layers 
with a Maxpooling layer. The quantified achievement of study 
is that the study outcome shows that the proposed scheme 
offers approximately 6% improvement over existing work and 
approximately 12% over another existing scheme. The feature 
enhancement's introduction increases the CNN classification 
performance and reduces the surface of computational 
complexity by representing specific features in the training and 
pattern generalization phase. In future work, the proposed 
system can be extended toward analyzing failed test cases due 
to the poor visual quality of images, which can be addressed by 
integrating it with our on-demand preprocessing Framework. 
Also, further optimization will be carried out over CNN and 
customization will be applied to the feature enhancement 
technique. 
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Abstract—In this work, a new metaheuristic algorithm, 
namely the hybrid pelican Komodo algorithm (HPKA), has been 
proposed. This algorithm is developed by hybridizing two 
shortcoming metaheuristic algorithms: the Pelican Optimization 
Algorithm (POA) and Komodo Mlipir Algorithm (KMA). 
Through hybridization, the proposed algorithm is designed to 
adapt the advantages of both POA and KMA. Several 
improvisations regarding this proposed algorithm are as follows. 
First, this proposed algorithm replaces the randomized target 
with the preferred target in the first phase. Second, four possible 
movements are selected stochastically in the first phase. Third, in 
the second phase, the proposed algorithm replaces the agent’s 
current location with the problem space width to control the local 
problem space. This proposed algorithm is then challenged to 
tackle theoretical and real-world optimization problems. The 
result shows that the proposed algorithm is better than grey wolf 
optimizer (GWO), marine predator algorithm (MPA), KMA, and 
POA in solving 14, 12, 14, and 18 functions. Meanwhile, the 
proposed algorithm creates 109%, 46%, 47%, and 1% better 
total capital gain rather than GWO, MPA, KMA, and POA, 
respectively in solving the portfolio optimization problem. 

Keywords—Metaheuristic; Pelican Optimization Algorithm; 
Komodo Mlipir Algorithm; portfolio optimization algorithm; LQ45 
index 

I. INTRODUCTION 
Optimization is a prevalent work that has been 

implemented in many areas. Optimization is essential because 
it aims to maximize results or minimize cost or effort. 
Optimization is also important because in any human process, 
whether the scope is individual or institution, it has a specific 
goal or objective. Contrary, the resources needed to execute 
this work are limited. The term cost can be translated in many 
ways, such as travel distance, consumed energy, production 
cost, penalty, unserved requests, and so on. On the other hand, 
the term result can also be translated into many ways, such as 
sales, profit, served customers, accuracy, and so on. In the 
production process, optimization is widely used, such as in the 
flow-shop scheduling [1], batch-shop scheduling [2], assembly 
line balancing [3], procurement [4], and so on. In transportation 
and logistics, optimization is implemented in route planning 
[5], storage management [6], and so on. Optimization is also 
implemented in finance, such as in portfolio optimization [7], 
option pricing [8], credit risk assessment [9], bankruptcy 
mitigation [10], etc. 

Metaheuristic algorithm is a popular method used in many 
studies conducting the optimization problem. This popularity 
comes from its flexibility in facing the limited computation 
resources. Moreover, the metaheuristic algorithm is flexible 
enough to tackle various objective functions, from simple to 
complicated ones. This advantage cannot be obtained from the 

exact method that needs an excessive computational resource, 
especially in solving a complicated problem with high 
dimension space [11]. However, as an approximate method, a 
metaheuristic algorithm does not guarantee the true optimal 
solution but only the acceptable or near optimal one [11]. In 
many metaheuristic algorithms, several parameters also must 
be adjusted. Proper adjustment can improve its performance, 
while misjudgment can worsen its performance. 

Many metaheuristic algorithms are inspired by nature or 
behavior, especially the animal behavior during mating and 
foraging. This circumstance occurs due to the similarity 
between these behaviors and the metaheuristic algorithm. An 
animal has a certain degree of uncertainty during mating and 
foraging. In foraging, even if it is searching for a food source 
or hunting prey, the animal still does not know the actual 
location of the food source or prey. Based on it, a random 
search with a certain degree of certainty is conducted. 
Although animals have a certain degree of similarity during 
foraging, there is a specific strategy conducted by every 
animal. On the other hand, the mating process can generate 
new descendants from the selected parents. These descendants 
inherit the characteristics of their parents. Some descendants 
are better than their parents while the others are worse. Several 
metaheuristic algorithms adopt this circumstance. In several 
algorithms, the improvement is created by mating a selected 
solution with the best solution. Several algorithms that adopt 
foraging behavior are particle swarm optimization (PSO) [12], 
ant colony optimization (ACO) [13], grey wolf optimization 
(GWO) [14], marine predator algorithm (MPA) [15], artificial 
bee colony algorithm (ABC) [16], Etc. Meanwhile, several 
algorithms that adopt the mating process are genetic algorithm 
(GA) [17], evolutionary algorithm (EA) [18], Etc. Several 
algorithms, such as the red deer algorithm (RDA), combine 
mating and foraging [19]. 

Among many shortcoming metaheuristic algorithms, there 
are two brand-new algorithms that is firstly introduced in 2022. 
The first is Komodo Mlipir Algorithm (KMA), and the second 
is the Pelican Optimization Algorithm (POA). The animal’s 
behavior inspires both algorithms. The behavior of Komodo 
dragon during foraging and mating inspires KMA [20]. 
Meanwhile, POA is inspired by the behavior of pelicans during 
foraging [21]. In their first appearance, both algorithms beat 
several algorithms. POA outperformed genetic algorithm (GA), 
particle swarm optimization (PSO), teaching-learning based 
optimization (TLBO), grey wolf optimizer (GWO), whale 
optimization algorithm (WOA), gravitational search algorithm 
(GSA), tunicate swarm algorithm (TSA), and marine predator 
algorithm (MPA) [21]. On the other hand, KMA outperformed 
six algorithms: GA, success-history based parameter adaptation 
differential evolution (SHADE), linear population size 
reduction SHADE with ensemble sinusoidal differential 
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covariance matrix adaptation with Euclidean neighborhood 
(LSHADE-CnEpSIn), equilibrium Optimizer (EO), MPA, and 
slime mold algorithm (SMA) [20]. 

Despite their outstanding performance, these algorithms are 
still not popular as brand-new algorithms. Studies conducting 
these algorithms to solve optimization problems are still hard 
to find. Based on this, it is challenging to explore these 
algorithms further. Moreover, as brand-new algorithms, the 
opportunity to improve and modify these algorithms is widely 
open. 

The objective and scope of this work are as follows. This 
work proposes a new metaheuristic algorithm that hybridizes 
both shortcoming algorithms: POA and KMA. Through 
hybridization, the proposed algorithm is hoped to combine the 
strength of both algorithms and, on the other hand, tackle the 
weakness of both algorithms too. Based on this objective, the 
scope of this work is to develop new algorithms that hybridize 
both POA and KMA and then evaluating this proposed 
algorithm through simulation. 

The methodology conducted to this work is as follows. 
First, the mechanics and strategy in both KMA and POA are 
explored and reviewed. This exploration is needed to analyze 
their strength and weakness. Then, the proposed algorithm is 
developed by hybridizing both algorithms. After that, this 
proposed algorithm is challenged to solve the theoretical and 
real-world optimization problems so that its performance can 
be evaluated. The proposed algorithm is implemented to solve 
the 23 benchmark functions. These functions represent the 
theoretical optimization problem. These functions are popular 
in many studies that propose a new metaheuristic algorithm. 
Meanwhile, the portfolio optimization problem is chosen as the 
real-world optimization problem. In this simulation, the 
proposed algorithm is compared with four shortcoming 
metaheuristic algorithms: GWO, MPA, KMA, and POA. GWO 
and MPA represent algorithms that have been implemented 
and modified in many studies. Meanwhile, KMA and POA are 
chosen because this proposed algorithm is the improved 
version of these algorithms. Several findings regarding the 
simulation result are then analyzed deeper. 

There are several contributions regarding this work. These 
contributions are as follows. 

1) This work proposes a new algorithm that hybridizes two 
brand-new algorithms: POA and KMA. 

2) This work modifies the swarm movement in the first 
phase of POA by replacing the randomized target with a more 
deterministic target. 

3) This work adopts the behavior of three types of 
Komodo in KMA to be implemented in the swarm movement 
in the first phase with several modifications. 

4) This work modifies the second phase by replacing the 
agent’s current location with the problem space to control the 
local problem space. 

The remainder of this paper is structured as follows. The 
mechanics of POA and KMA are reviewed in the second 
section to analyze their strengths and weaknesses. Based on 
this review, the proposed algorithm's model is presented in the 

third section. The simulation regarding the proposed algorithm 
is explained in the fourth section. The more profound analysis 
regarding the simulation result and the findings are discussed 
in the fifth section. In the end, the conclusion and future 
research potential regarding this work are summarized in the 
sixth section. 

II. RELATED WORK 
Komodo Mlipir Algorithm (KMA) is a brand-new 

algorithm that adopts the behavior of the Komodo dragon 
during mating and foraging. This algorithm is a population-
based algorithm consisting of several autonomous agents. Each 
agent represents the solution. These agents are classified into 
three groups based on their quality: big male, female, and small 
male [20]. Each type of agent has a specific role and 
mechanics. The big males are agents whose qualities are better. 
The females are agents whose quality is mediocre. In the end, 
the petite males are agents whose quality is worse. The 
proportion of these groups is fixed and set manually before the 
process begins. The rank to determine the group’s members is 
updated in every iteration. 

The big male adopts foraging behavior by searching for 
prey [20]. The big male moves based on its current location 
and other big males. The big male moves toward the better big 
males and moves away from the worse big males. The big male 
does not take account of the female and small male. 

The female conducts the mating process. There are two 
possible mating strategies for every female: sexual 
reproduction or asexual reproduction (parthenogenesis) [20]. 
Sexual reproduction is achieved by mating the female with the 
highest quality big male. Each female produces two 
descendants. The first descendant is close to the female, while 
the second descendant is close to the highest quality big male. 
Then, the best descendant between them will replace the 
female current’s location. In parthenogenesis, a female creates 
a descendant randomly within the problem space. 

Like a big male, the small male implements foraging [20]. 
The small male moves toward the cumulative of big males. As 
a worse solution, the small male should get closer to the better 
solutions (big males) to improve its quality. 

Meanwhile, the Pelican Optimization Algorithm is a brand-
new algorithm that adopts the pelican behavior during 
foraging. POA is a swarm-based intelligence. This algorithm 
consists of a certain number of agents (pelicans). As a swarm 
intelligence, collective intelligence is used or shared among the 
pelicans [22]. In this algorithm, the randomized target 
represents collective intelligence. POA consists of two steps 
that are executed sequentially in every iteration. 

There is a global target in the first phase where all pelicans 
will move based on this target [21]. This global target is 
selected randomly within the problem space at the beginning of 
every iteration. The pelican can choose two possible 
movements. If this target is better than the pelican’s current 
location, the pelican will move toward this target. Otherwise, 
the pelican will move away from this target. In POA, an 
acceptance-rejection strategy is adopted. The pelican will move 
to this new location only if this new location is better than its 
current location. 
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In the second phase, the pelican flies around its current 
location [21]. Although this term is not relevant in some 
circumstances, it can be seen as a local or neighborhood search. 
In this phase, a new location is selected randomly within the 
pelican’s local problem space. The width of this local problem 
space declines gradually due to the increase of the iteration. It 
means that the local problem space is wide enough in the 
beginning, and it can be seen as an exploration. On the other 
hand, this investigation moves to exploitation as the iteration 
goes. Besides iteration, the local problem space is also 
determined by the agent’s current location. Near zero current 
location makes the width of the local problem space narrow, 
although in the early iteration. Like in the first phase, in this 
phase, the pelican moves toward the new location only if this 
new location is better than the pelican’s current location. 

Based on the detailed description of KMA and POA, the 
comprehensive comparison between these algorithms is as 
follows. KMA splits the population into three groups. Each 
group represents a distinct strategy. But each agent conducts 
only a single procedure in every iteration. On the other hand, in 
POA, there is not any population split. Every agent is treated 
equal and conducts the same strategy. Each agent acts these 
two actions in every iteration. 

The swarm movement toward a better solution and away 
from the worse solution is also conducted in both algorithms. 
In KMA, the big males move toward better big males and 
move away from the resultant of worse big males. Moreover, 
petite males move toward the resultant of big males. On the 
other hand, each pelican moves toward a randomized target if 
this target is better than the pelican’s current location and 
avoids this randomized target if this target is worse than the 
pelican’s current location. This strategy can be seen as 
improving the current solution based on the guidance of the 
better solution or avoiding the possible worse solution. Both 
algorithms choose a different method in determining the target 
in the swarm movement. POA selects the target randomly 
within the problem space. On the other hand, in KMA, only big 
males can become the target. 

Random search is also conducted in both algorithms but in 
a different way. In POA, this strategy is undertaken in the 
second phase so that all agents work this strategy in every 
iteration. In KMA, the random search is implemented only by 
the female when it chooses parthenogenesis. It means that with 
the same population size, the probability of conducting the 
random search in POA is higher than in KMA. 

There is a difference between KMA and POA regarding the 
local problem space in the local search strategy. In KMA, the 
local problem space width is fixed based on the problem space. 
In POA, the local problem space is reduced gradually as the 
iteration increases. Reducing the local problem space during 
the iteration can make the system focus on the exploration in 
the early iteration and then transform to the exploitation. At the 
end of the iteration, the system focuses on exploitation. The 
advantage of this strategy is that the system can concentrate on 
exploring any space within the problem space to find the 
region where the optimal global solution exists. After that, the 
system will improve the solution within this region. Moreover, 
the agent will not be thrown away to any areas within the 

iteration in the later iteration, so it should start the searching. 
Contrary, fixed local problem space width is essential when the 
system still fails to find the region where the optimal global 
solution exists. The system can escape from the optimal local 
trap, although the iteration is not in the early phase. 

Acceptance-rejection strategy is conducted only in POA. 
Meanwhile, KMA does not adopt this strategy. Acceptance-
rejection has strengths and weaknesses, so not all algorithms 
adopt this strategy. By implementing this strategy, the agent 
moves to a new solution only if the new solution is better than 
its current solution. There is no probability of a worsening 
situation. But the system may be stuck in a case, such as the 
local optimal, when it fails to improve the current solution. On 
the other hand, without accepting this strategy, the system may 
go to a worse situation. Some algorithms, such as MPA, 
partially adopt this strategy. In MPA, the prey may move 
toward the worse solution. Contrary, the predator moves to a 
new location, only this new location is better than the 
predator’s current location. 

This review shows that both KMA and POA have several 
strengths and weaknesses. Based on this circumstance, there is 
the possibility of improvement by hybridizing these 
algorithms. Several parts that can be modified are as follows. 
First, modification can be conducted in the swarm movement. 
Second, change also can be shown in the random search. 

III. PROPOSED MODEL 
This section will present the detailed model of the proposed 

algorithm. This model consists of the conceptual model, 
pseudocode, and mathematical model. The conceptual model 
explains the framework and general mechanics of the 
algorithm. The pseudocode formalizes the structure of the 
proposed algorithm. In the end, the mathematical model 
describes the detailed formulation of processes and methods 
within the algorithm. 

The conceptual model of the proposed algorithm is as 
follows. This proposed algorithm uses POA as its main 
framework. The proposed algorithm consists of two phases. 
The first phase is the swarm movement toward the target. The 
second phase is the randomized movement within the local 
problem space. Like in POA, these phases are conducted 
sequentially in every iteration. 

In the first phase, four possible movements can be chosen 
by every agent. The first movement is the movement toward 
the global best solution. The second movement moves to the 
middle between the current location and the international best 
solution. The third movement is the movement related to the 
randomly selected agent. The fourth movement is jumping 
across the global best solution. KMA inspires the first, second, 
and third movements. The first movement is the modification 
of the minor male movement. The second movement is the 
modification of the mating process of the female with the best 
quality big male. The third movement is the modification of the 
significant male movement. MPA inspires the fourth 
movement. In the fourth movement, the agent’s new location is 
obtained based on the current global best solution movement 
away from the related agent. The main objective of the fourth 
movement is to improve the global best solution. In this first 
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phase, the agent will move to the new location, whether this 
new location is better or worse. It is different from POA, where 
the pelican will move to the new location only if this new 
location is better than the pelican’s current location. 

In the second phase, every agent searches for a new 
location within its local problem space. This method also 
occurs in POA. In this phase, the similarity between the 
proposed algorithm and POA is that the local problem space is 
reduced gradually due to the increase of the iteration. The 
exploration to exploitation strategy is also adopted in the 
proposed algorithm. Meanwhile, there is a difference between 
the proposed algorithm and POA. In this proposed algorithm, 
the local problem space width also depends on the problem 
space width. It is different from POA, where the agent’s 
current location affects its local problem space width. Like in 
POA, in this phase, the agent moves to the new location only if 
it is better than the current location. 

Like many metaheuristic algorithms, this proposed 
algorithm consists of two steps. The first step is initialization. 
The second step is iteration. The agent’s initial location is 
randomized within the problem space during the initialization. 
It follows uniform distribution so that the opportunity of every 
place is equal. The improvement is conducted during the 
iteration. Each time an agent moves to a new location, the 
global best solution will be updated in every process. The 
global best solution is an entity that stores the best answer so 
far. This best solution is applied among all agents. This 
international best solution is updated to its new value only if 
this new solution is better than the current global best solution. 
The global best solution becomes the final solution at the end 
of an iteration. 

This framework is then transformed into the pseudocode 
and the mathematical model. The pseudocode of the proposed 
algorithm is shown in Algorithm 1. There are several 
annotations used in the pseudocode and mathematical model. 
These annotations are as follows. 

bl lower bound 
bu upper bound 
d space divider 
f objective function 
r generated random number 
s step size 
x agent 
X set of agents 
xc candidate 
xtar target 
xsel selected agent 
xbest global best solution 
t iteration 
tmax maximum iteration 
T1 first threshold 
T2 second threshold 
T3 third threshold 
U uniform distribution 

 

Algorithm 1: HPKA Algorithm 
1 output: xbest 
2 begin 
3  //initialization 
4  for all X do 
5  initialize x using (1) 
6  end for 
7  //iteration 
8  for t=1 to tmax do 
9  for all X do 
10  //first phase 
11  generate r using (2) 
12  if r < T1 then 
13   first movement using (3) 
14  else if T1 ≤ r < T2 then 
15   second movement using (4) 
16  else if T2 ≤ r < T3 then 
17   third movement using (5) and (6) 
18  else 
19   fourth movement using (7) 
20  end if 
21  update xbest using (8) 
22  //second phase 
23  search within local problem space using (9) and (10) 
24  update xbest using (8) 
25  end for 
26 end 

All agents’ initial location is determined randomly within 
the problem space in the initialization. This process is 
formalized using (1). Equation (1) shows that the lower and 
upper bound to become the boundaries of the problem space. 
These boundaries represent the single dimension problem 
space. Each dimension has its limits in the multiple dimension 
problem space, and (1) is applied in all dimensions. 

𝑥 = 𝑈(𝑏𝑙 , 𝑏𝑢)               (1) 

In the first phase, the movement is selected randomly based 
on the value of a generated random number. The distribution of 
this random number follows a uniform distribution. This 
random number is formalized by using (2). Then, the 
movement is selected based on the location of this random 
number related to the thresholds. 

𝑟 = 𝑈(0,1)               (2) 

In the first movement, the agent moves toward the global 
best solution. This first movement is chosen if the generated 
random number is less than the first threshold. This process is 
formalized by using (3). Equation (3) shows that the movement 
length is uniformly randomized. It also depends on the step 
size. A bigger step size makes the agent moves closer to the 
global best solution. On the other hand, a smaller step size 
makes the agent moves closer to its current location. 

𝑥′ = 𝑥 + 𝑠.𝑈(0,1). (𝑥𝑏𝑒𝑠𝑡 − 𝑥)             (3) 

In the second movement, the agent moves to the middle 
between its current location and the global best solution. This 
movement is chosen if the generated random number is 
between the first and second threshold. This movement 
represents the deterministic version of the first movement. This 
movement is formalized using (4). 
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𝑥′ = 𝑥𝑏𝑒𝑠𝑡+𝑥
2

               (4) 

In the third movement, the agent moves related to the 
selected agent. This agent is chosen randomly among the set of 
agents. This movement is selected if the generated random 
number is between the second and third threshold. If this agent 
chosen is better than the agent’s current location, then this 
agent will move toward the selected agent. Else, this agent will 
move away from the designated agent. This process is 
formalized by using (5) and (6). Equation (5) formalizes the 
agent selection. Equation (6) formalized the movement related 
to the selected agent. 

𝑥𝑠𝑒𝑙 = 𝑈(𝑋)               (5) 

𝑥′ = �𝑥 + 𝑠.𝑈(0,1). (𝑥𝑠𝑒𝑙 − 𝑥), 𝑓(𝑥𝑠𝑒𝑙) < 𝑓(𝑥)
𝑥 + 𝑠.𝑈(0,1). (𝑥 − 𝑥𝑠𝑒𝑙), 𝑒𝑙𝑠𝑒            (6) 

In the fourth movement, the agent’s new location is 
obtained from the direction of the global best away from the 
agent’s current location. This movement is chosen if the 
generated random number is higher than the third threshold. 
This process is formalized by using (7). This movement is 
conducted to exploit the location near the global best. 

𝑥′ = 𝑥𝑏𝑒𝑠𝑡 + 𝑠.𝑈(0,1). (𝑥𝑏𝑒𝑠𝑡 − 𝑥)              (7) 

This agent’s new location is then used to update the global 
best. As mentioned in the conceptual model, the new solution 
will replace the global best current solution only if this new 
solution is better than the global best solution. This process is 
formalized by using (8). 

𝑥𝑏𝑒𝑠𝑡′ = �𝑥, 𝑓(𝑥) < 𝑓(𝑥𝑏𝑒𝑠𝑡)
𝑥𝑏𝑒𝑠𝑡 , 𝑒𝑙𝑠𝑒              (8) 

The agent searches for a new location within its local 
problem space in the second phase. This process is formalized 
by using (9) and (10). Equation (9) formalizes the candidate for 
the new location. Equation (10) states that this candidate will 
only replace the agent’s current location if it is better than its 
current location. 

𝑥𝑐 = 𝑥 + �1 − 𝑡
𝑡𝑚𝑎𝑥

� (2𝑈 − 1) �𝑏𝑢−𝑏𝑙
𝑑

�            (9) 

𝑥′ = �𝑥𝑐 , 𝑓(𝑥𝑐) < 𝑓(𝑥)
𝑥, 𝑒𝑙𝑠𝑒             (10) 

Based on this explanation, the complexity of the proposed 
algorithm can be presented in the Big O notation as 
O(2tmax.n(X)). Based on this notation, it is shown that the 
complexity of the proposed algorithm is linearly proportional 
to the maximum iteration or the population size. The number 2 
represents the two phases that are conducted in every iteration. 

IV. SIMULATION AND RESULT 
Four simulations are conducted to evaluate the proposed 

algorithm’s performance in this work. The first simulation is 
conducted to evaluate the proposed algorithm’s performance in 
solving the theoretical mathematic optimization problem. The 
second simulation is conducted to assess the sensitivity of the 
algorithm, related to its performance. The third simulation is 
conducted to evaluate the proposed algorithm’s performance in 
solving the real-world optimization problem. The fourth 

simulation is conducted to evaluate the convergence of the 
algorithm in solving the real-world optimization problem. 

In the first simulation, the proposed algorithm is challenged 
to solve the 23 benchmark functions representing the 
theoretical optimization problem. These functions are 
commonly used in many studies that suggest new metaheuristic 
algorithms, such as darts game optimizer (DGO) [23], hide 
objects game optimizer (HOGO) [24], KMA [20], RDA [19], 
POA [21], and so on. The list of these functions can be seen in 
Table I. These functions can be clustered into three groups 
based on their similar characteristics. The first group represents 
the high dimension unimodal functions. This group consists of 
function one to function seven. The second group represents 
the high dimension multimodal functions. This group consists 
of function eight to function thirteen. The third group 
represents the fixed dimension multimodal functions. This 
group consists of function 14 to function 23. 

TABLE I. BENCHMARK FUNCTIONS 

No Function Dim Problem Space Target 

1 Sphere 10 [-100, 100] 0 

2 Schwefel 2.22 10 [-100, 100] 0 

3 Schwefel 1.2 10 [-100, 100] 0 

4 Schwefel 2.21 10 [-100, 100] 0 

5 Rosenbrock 10 [-30, 30] 0 

6 Step 10 [-100, 100] 0 

7 Quartic 10 [-1.28, 1.28] 0 

8 Schwefel 10 [-500, 500] -4189.8 

9 Ratsrigin 10 [-5.12, 5.12] 0 

10 Ackley 10 [-32, 32] 0 

11 Griewank 10 [-600, 600] 0 

12 Penalized 10 [-50, 50] 0 

13 Penalized 2 10 [-50, 50] 0 

14 Shekel Foxholes 2 [-65, 65] 1 

15 Kowalik 4 [-5, 5] 0.0003 

16 Six Hump Camel 2 [-5, 5] -1.0316 

17 Branin 2 [-5, 5] 0.398 

18 Goldstein-Price 2 [-2, 2] 3 

19 Hartman 3 3 [1, 3] -3.86 

20 Hartman 6 6 [0, 1] -3.32 

21 Shekel 5 4 [0, 10] -10.1532 

22 Shekel 7 4 [0, 10] -10.4028 

23 Shekel 10 4 [0, 10] -10.5363 

The more detailed explanation related to the characteristic 
of these functions is as follows. The unimodal function is a 
function that has only one optimal solution [25], which is the 
optimal global solution. There is not any optimal local solution 
in this function. Contrary, the multimodal function is a function 
that has multiple optimal solutions [25]. One optimal is the 
optimal global solution that becomes the target of the 
optimization. The other optimal solutions are the local optimal. 
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In this function, the algorithm can be trapped in the local 
optimal so that the global optimal cannot be found until the 
iteration ends [25]. The high dimension function represents the 
function that has a flexible number of adjusted parameters that 
construct the solution. The dimension can be one and up to 
unlimited (hundreds or thousands). A higher dimension makes 
the problem more challenging to optimize. It means that more 
iteration or population size is needed. The fixed dimension 
function represents the function that its measurement is static 
or final. Although the dimension is static and usually low, it 
does not mean that this function is easy to solve. 

These 23 benchmark functions also represent optimization 
problems with various problem space. The problem space 
ranges from very narrow, such as in Quartic and Hartman 6, to 
the very large, such as in Schwefel and Griewank. Most of 
these functions are centralized at 0. Meanwhile, in several 
functions, such as Shekel 5 and Hartman 3, the problem space 
central is not at 0. 

In this simulation, the proposed algorithm is compared with 
four other algorithms: GWO, MPA, KMA, and POA. In 
general, these four algorithms are new. All these algorithms 
adopt the foraging mechanism of the animal. Meanwhile, these 
four algorithms have their distinct mechanics. GWO represents 
algorithms that every agent moves toward certain (three) best 
solutions or three global best solutions. MPA represents the 
movement of several couples of predators and preys where the 
predator represents the local best solution for its prey. KMA 
represents algorithm that combines the foraging and mating. 
POA represents the algorithm that all agents move toward the 
randomized global target. GWO and MPA also represent the 
shortcoming algorithms that have been widely studied, 
improved, and implemented. Meanwhile, KMA and POA 
represent brand new algorithms that are not popular yet. 

The setup of all these five algorithms is as follows. The 
maximum iteration is set 200 that represent low iteration. The 
population size is set 20. In MPA, the fishing aggregate 
devices are set 0.5. The reason is to make balance strategy 
between finding the alternative randomly within the local 
problem space and the two randomly selected predators. In 
KMA, the proportion of the big males is 40%. The reason of 
this proportion is to make almost balance population between 
the big males and the small males. Meanwhile, the only one 
female configuration is chosen based on the recommendation 
in the first appearance of KMA. There is only one female. The 
rest population are the small males. The mlipir rate is set 0.5. 
This rate is chosen to speed up the movement of the small 
males. Meanwhile, there is not any parameter setting in GWO 
and POA because these algorithms do not have any adjusted 
parameter. In the proposed algorithm (HPKA), the proportion 
is equal, and the step size is set 2. This step size is chosen to so 
that the local problem space width is wide enough but not too 
wide. This parameter setting is also can be seen in Table II. 
Meanwhile, the first, second, and third thresholds are set to 
make balance proportion between among the movements. The 
simulation result is shown in Table III. The best result is 
written in bold font. 

The result shows that the proposed algorithm is a good 
metaheuristic algorithm. It can find the acceptable optimal 
solution in all 23 benchmark functions. It means that the 
proposed algorithm is good in solving both unimodal functions 
and multimodal functions. Moreover, the proposed algorithm 
also can find the true optimal solution in solving the Six Hump 
Camel. 

Table III also shows that the proposed algorithm is 
competitive enough compared with other sparing algorithms. It 
performs the best in solving five functions: Step, Penalized 2, 
Six Hump Camel, Branin, and Hartman 6. One function is the 
high dimension unimodal function while the other four 
functions are the fixed dimension multimodal functions. 
Compared with other four algorithms, the proposed algorithm 
is better than GWO, MPA, KMA, and POA in solving 14, 12, 
14, and 18 functions respectively. It is also shown the GWO is 
very powerful in solving the high dimension unimodal 
functions but weak in solving the fixed dimension multimodal 
functions. Contrary, KMA is very powerful in solving the 
Shekel 5, Shekel 7, and Shekel 10. 

The second simulation is conducted to evaluate the 
algorithm sensitivity. In this work, the sensitivity analysis is 
focused on the formation of the agents due to four possibilities 
of action chosen by every agent. Like in the first simulation, in 
this simulation, the proposed algorithm is implemented to solve 
the 23 benchmark functions. Meanwhile, the maximum 
iteration and the population size are not chosen to be explored 
deeper. It is because based on the general model of 
metaheuristic algorithm, where the quality of the algorithm can 
be improved by increasing the maximum iteration or the 
population size theoretically but with the expense of the 
computational resource and time. On the other hand, the 
formation does not affect to the complexity or computational 
consumption. In Table IV, the proportion is presented in a set 
that contains the proportion of the first, second, third and fourth 
options consecutively. The first scenario represents the first 
movement dominant strategy. The second scenario represents 
the second movement dominant strategy. The third scenario 
represents the third movement dominant strategy. The fourth 
scenario represents the fourth movement dominant strategy. 
The result can be seen in Table IV. The best result is written in 
bold font. 

TABLE II. PARAMETER SETTING 

Parameter Value 

n(X) 20 

tmax 200 

s 2 

T1 0.25 

T2 0.5 

T3 0.75 
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TABLE III. SIMULATION RESULT (MEANS) 

Function GWO MPA KMA POA HPKA Better Than 
1 1.326x10-10 4.467x101 4.047x102 3.030x103 1.098x10-9 MPA, KMA, POA 
2 0 0 2.505 0 1.044x10-19 KMA 
3 7.583x10-16 1.003x102 1.704x103 4.085x103 4.757x10-1 MPA, KMA, POA 
4 2.804x10-9 2.764x10-1 1.226x101 3.057x101 4.254x10-1 KMA, POA 
5 9.000 1.004x101 1.320x104 8.090x105 9.073x101 KMA, POA 
6 2.25 3.698x101 3.291x102 1.998x103 6.243x10-11 GWO, MPA, KMA, POA 
7 3.971x10-2 1.546x10-2 4.244x10-1 5.733x10-1 8.457x10-2 KMA, POA 
8 1.244x10-13 -1.922x103 -3.240x103 -2.166x103 -2.786x103 GWO, MPA, POA 
9 0 2.174x101 3.364x101 6.631x101 4.004x101 POA 
10 6.534x10-15 4.019 8.343 1.506x101 6.035 POA 
11 0 1.425 4.176 2.446x101 4.471x10-1 MPA, KMA, POA 
12 2.639 2.182 2.184x102 3.030x103 2.540 GWO, KMA, POA 
13 3.139 9.062 8.641x103 3.119x106 1.167 GWO, MPA, KMA, POA 
14 1.267x101 3.002 4.152 1.364 6.768 GWO 
15 1.484x10-1 2.947x10-3 1.954x10-2 2.959x10-3 4.002x10-3 GWO, KMA  
16 -1.326x10-18 -1.029 -1.031 -1.030 -1.032 GWO, MPA, KMA, POA 
17 5.560x101 5.676x10-1 4.455x10-1 3.992x10-1 3.981x10-1 GWO, MPA, KMA, POA 
18 6.000x102 3.399 4.338 3.019 8.143 GWO 
19 -1.936x10-3 -3.875 -5.637x10-1 -4.954x10-2 -4.954x10-2 GWO 
20 -5.089x10-3 -2.151 -3.015 -3.030 -3.150 GWO, MPA, KMA, POA 
21 -0.273 -2.452 -7.943 -4.657 -4.894 GWO, MPA, POA 
22 -0.294 -2.474 -8.979 -4.279 -5.817 GWO, MPA, POA 
23 -0.322 -2.219 -6.590 -4.214 -5.843 GWO, MPA, POA 

TABLE IV. RELATION BETWEEN FORMATION AND THE FITNESS SCORE 

Function 
Fitness Score 
0.4:0.2:0.2:0.2 0.2:0.4:0.2:0.2 0.2:0.2:0.4:0.2 0.2:0.2:0.2:0.4 

1 3.534x10-11 1.977x10-10 1.359x10-2 6.729x10-9 
2 0 4.532x10-30 0 4.802x10-13 
3 4.448x102 4.857 4.302x102 1.528x103 
4 3.038x10-1 1.267 8.684x10-1 6.504x10-1 
5 2.597x102 4.506x101 1.344x102 3.151x101 
6 3.928x10-15 3.278x10-9 9.676x10-3 1.806x10-9 
7 1.572x10-1 1.337x10-1 2.893x10-2 1.075x10-1 
8 -2.643x103 -2.888x103 -2.974x103 -2.971x103 
9 4.399x101 2.907x101 2.946x101 3.787x101 
10 8.203 7.871 4.262 7.120 
11 6.029x10-1 3.370x10-1 2.377x10-1 2.053x10-1 
12 1.726 2.846 5.808x10-1 7.402x10-1 
13 2.145 4.561 9.026x10-2 1.211 
14 1.086x101 9.169 1.510 6.208 
15 2.225x10-3 3.593x10-3 5.864x10-3 4.831x10-3 
16 -1.032 -1.032 -1.032 -1.032 
17 3.981x10-1 3.981x10-1 3.981x10-1 3.981x10-1 
18 1.040x101 1.200x101 3.000 6.857 
19 -4.954x10-2 -4.954x10-2 -4.954x10-2 -4.585x10-2 
20 -3.269 -3.268 -3.131 -3.227 
21 -4.232 -3.965 -5.858 -4.206 
22 -4.189 -5.505 -5.324 -5.601 
23 -4.657 -4.207 -4.309 -4.104 
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Table IV shows that the relation between the proportion of 
the options and the algorithm’s performance is various; 
depends on the problem (function) to be solved. There is not 
any proportion that is the best among other proportions. In 
some functions, a proportion may be better. But in other 
function, other proportion is better. Meanwhile, the different 
proportion affects significantly, especially in solving the 
unimodal functions. A proportion produces much better result 
rather than other proportions. Meanwhile, the different 
proportion affects less significantly in solving multimodal 
functions. Moreover, the proportion does not affect the result in 
solving the Six Hump Camel, Branin, and Hartman 3 functions. 

The third simulation is conducted to evaluate the proposed 
algorithm in solving the real-world problem. In this work, the 
proposed algorithm is challenged to tackle the portfolio 
optimization problem. A portfolio is a set of valuable and 
productive assets that is owned by individual or institutions 
[26]. This asset can be property, stock, bond, gold, and so on. 
Portfolio represents the wealth of the entity. As a portfolio, an 
individual or institution should distribute its asset into several 
options [26]. The objective of this arrangement is to protect its 
value in the context of maximizing the profit and avoiding the 
lost. The profit may come from the revenue that is generated 
from the utilization of the asset or the increasing value of the 
asset in certain timespan. On the other side, lost may come 
from the value depreciation or reduction of the asset. Based on 
it, the portfolio optimization problem can be defined the 
arrangement of assets in the most optimal way in facing its 
objective. 

In this work, the portfolio optimization problem focuses on 
the stock. The stock represents the ownership of a proportion 
of a company. The profit of stock comes in two ways: capital 
gain and dividend. Capital gain is the increasing value of a 
share at the end of a certain timespan. The common timespan 
can be daily, monthly, year-to-date (YTD), year-on-year 
(YOY), and five years. The dividend is a portion of net profit 
distributed to the company’s owner or stockholder. The stock 
price represents the market value of a share of a company. 

The selected stocks are the ten best companies listed in the 
LQ45 index. LQ45 index is a list that consists of 45 companies 
whose share is traded on the Indonesian Stock Exchange (IDX) 
[27]. These companies are selected because their market 
capitalization is the biggest, and they are very liquid [27]. 
These ten companies come from several industrial sectors, such 
as oil and gas, mining, and banking. The list of these 
companies is shown in Table V. Table V contains three 
information: the company’s code, current price, and year-to-
date capital gain. The current price and capital gain are 
presented in rupiah per share. The data is obtained from 
Google, which refers to the Indonesian Stock Exchange. 

The stock optimization problem scenario in this work is as 
follows. The objective is maximizing the total capital gain. The 
total capital gain is obtained by accumulating the capital gain 
earned from all held shares. The capital gain refers to the year-
to-date capital gain in Table IV. On the other side, there are 
several constraints used in this optimization. The allocated 
investment is one billion rupiahs. It means that the bought 
stocks cannot surpass the total investment. All stocks in 

Table IV must be represented in the investment portfolio. The 
purchasing price refers to the current price in Table IV. The 
purchasing unit for every stock is presented in the lot. A lot 
refers to 100 shares. The investment ranges from 50 to 200 lots 
in every stock. Based on this scenario, this portfolio 
optimization problem can be seen as a high dimensional 
problem. The number of dimensions is 10. The problem space 
for every dimension is between 50 and 200. 

The simulation scenario related to this portfolio 
optimization problem is as follows. The population size is set 
at 20. The maximum iteration is set at 200. The proportion 
among possible actions is equal. Like in the first simulation, 
this proposed algorithm is benchmarked with four algorithms: 
GWO, MPA, KMA, and POA. The result is shown in Table VI. 

Table VI shows that the proposed HPKA algorithm is very 
competitive among algorithms in solving the portfolio 
optimization problem. Its total capital gain is the highest 
among GWO, MPA, KMA, and POA. The total capital gain 
created by the proposed algorithm is 109%, 46%, 47%, and 1% 
better than the GWO, MPA, KMA, and POA respectively. 

Based on the statistic comparison, it is shown that the 
proposed algorithm is more stable than POA due to its lower 
standard deviation. Meanwhile, MPA performs as the most 
stable algorithm due to its lowest standard deviation. Besides, 
the stability of KMA is also low and it is close to MPA. 
Ironically, GWO becomes the most unstable algorithm. 

The fourth simulation is conducted to observe the 
convergence of the proposed algorithm in solving the portfolio 
optimization problem. In this simulation, there are three values 
of the maximum iteration: 50, 100, and 150. In this simulation, 
the proposed algorithm is still compared with these fourth 
algorithms. The result is shown in Table VII. 

TABLE V. TEN BEST COMPANIES IN LQ45 INDEX 

No Code Current Price YTD Capital Gain 
1 MEDC 545 83 
2 ITMG 29,975 10,350 
3 ADRO 3,180 810 
4 INCO 6,850 2,090 
5 PTBA 3,710 1,040 
6 UNTR 29,775 7,950 
7 MDKA 4,610 570 
8 ANTM 2,340 0 
9 BBNI 8,450 1,725 
10 HRUM 10,125 -375 

TABLE VI. PORTFOLIO OPTIMIZATION PROBLEM SIMULATION RESULT 

No Algorithm 
Total Capital Gain 
Average Standard Deviation 

1 GWO 191,827,306 48,601,823 
2 MPA 274,425,133 5,323,910 
3 KMA 273,280,387 7,949,071 
4 POA 398,494,240 20,245,548 
5 HPKA 401,824,087 16,252,005 
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TABLE VII. SIMULATION FOR CONVERGENCE ANALYSIS 

No Algorithm 
Total Capital Gain 

tmax = 50 tmax = 100 tmax = 150 

1 GWO 208,336,875 189,973,268 192,619,037 

2 MPA 272,722,150 273,976,306 276,707,756 

3 KMA 259,277,675 268,501,294 268,033,687 

4 POA 402,265,771 416,313,431 408,763,771 

5 HPKA 416,847,431 404,039,878 406,785,637 

Result in Table VII shows that all five algorithms achieve 
their convergence in the low maximum iteration. It means that 
these five algorithms do not need high maximum iteration to 
find the near optimal solution or acceptable solution. 
Comparing between POA and HPKA, the gap between these 
two algorithms is narrow. 

V. DISCUSSION 
In general, the result proves that the proposed algorithm is a 

good and competitive metaheuristic algorithm. It is very 
competitive in solving theoretical optimization problem and 
real-world optimization problem. Its performance is better than 
KMA and POA in solving most of benchmark functions and 
the portfolio optimization problem. It means that this hybrid 
version is better that its origins, whether it is POA or KMA. 
More profound analysis regarding the findings will be 
discussed in the following paragraphs. 

Table II shows that the proposed algorithm is better than 
the basic POA. This circumstance happens in most functions in 
all three groups: high dimension unimodal, high dimension 
multimodal, and fixed dimension multimodal functions. This 
result proves that selecting the best solution for the target is 
better than the randomized target for the swarm movement. 
Through guided movement toward the global best solution, the 
probability of the improvement will be higher than the 
randomized movement, whether it is the randomized jump as 
conducted in the first option or the half jump as conducted in 
the second option. 

Table II also shows that the proposed algorithm is better 
than the KMA. This circumstance also occurs in most 
benchmark functions, exceptionally high dimension unimodal 
and high dimension multimodal functions. The proposed 
algorithm is less competitive than the KMA in solving fixed 
dimension multimodal functions. This circumstance shows that 
the mechanics of the proposed algorithm consists of four 
optional movements and the iteration-controlled exploration-
exploitation strategy is better than the three fixed movements 
in KMA. 

The result also strengthens the no free lunch theory. As 
stated in this theory, developing a general-purpose algorithm 
better for solving all problems is almost impossible [28]. The 
proposed algorithm may be less competitive than GWO in 
solving the high dimension unimodal functions where GWO is 
superior in these functions. On the other hand, GWO loses its 
superiority in most multimodal operations, whether they are 
high dimension or fixed dimension. The proposed algorithm is 
also significantly superior to GWO in solving the portfolio 

optimization problem. On the other hand, the proposed 
algorithm is slightly better than the POA in solving a portfolio 
optimization problem. However, the proposed algorithm is 
significantly superior to POA in solving theoretical 
optimization problems. 

The simulation result shows that the effectiveness of 
specific algorithms should not be measured by challenging 
them to solve only the theoretical optimization problem. In the 
end, any optimization algorithm must be challenged to solve 
the real-world optimization problem. On the other hand, the 
circumstance in real-world problems is various. Many 
problems, especially in the operational research or finance, are 
simpler to be presented using integer or mixed-integer 
programming. The problem space is often integer, such as the 
number of production units, vehicles, assigned employees, 
shares, and so on. Moreover, the objective function is also 
simple, such as maximizing the total sales or profit. This 
objective can be presented by accumulating the weighted 
parameters. As an integer problem, precision is not needed. It 
is difficult to achieve a much better result in the integer-based 
optimization problem. This circumstance also becomes the 
reason why many well-known old-fashioned algorithms, such 
as genetic algorithms, are still used widely in many studies in 
operational research and finance. It is different from the 
engineering optimization problem, where many parameters are 
presented in floating-point numbers. In this case, the high 
precision algorithm becomes more relevant. 

The simulation result also shows that the effectiveness of 
the metaheuristic algorithm also depends on the tuning 
mechanism of its adjusted parameters. Many metaheuristic 
algorithms are equipped with several adjusted parameters. The 
algorithm will perform well when these parameters are 
adjusted properly. On the other hand, the algorithm will 
perform poorly when these parameters are not adjusted 
properly. This circumstance becomes the nature of 
metaheuristic algorithms so that they can tackle many 
optimization problems in flexible ways. Based on this 
circumstance, it is not wise to judge some algorithms are better 
than others. However, the phenomenon of beating the elder 
algorithms is common in many shortcoming studies that 
propose new metaheuristic algorithms. Although the old-
fashioned algorithms, such as genetic algorithm, simulated 
annealing, tabu search, and PSO, have been beaten many times, 
their popularity is still high because they are simple and 
flexible to modify. Commonly, the effectiveness of an 
algorithm can be improved simply by increasing the iteration 
or enlarging the population size. 

There are several challenges and questions regarding this 
circumstance. Many metaheuristic algorithms are designed 
based on fixed adjusted parameters. It means that these 
adjusted parameters can be changed manually. It will be 
challenging in the future to propose an adaptive algorithm 
where the parameters can be tuned automatically during the 
iteration. It means there is logic in this future algorithm that 
can learn the behavior of the optimization environment 
(objective and problem space), and then it reacts based on its 
knowledge. 
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VI. CONCLUSION 
The proposed algorithm, namely the hybrid pelican 

Komodo algorithm, has been proposed in this work. This 
algorithm is developed by hybridizing the pelican optimization 
and Komodo Mlipir Algorithms. The work has demonstrated 
the outstanding performance of the proposed algorithm as a 
metaheuristic algorithm. It can tackle the two main objectives: 
finding near-optimal (acceptable) solutions and avoiding local 
optimal. Through simulation, the proposed algorithm is 
successful in solving the theoretical optimization problem and 
real-world optimization problem. It best solves five functions: 
Step, Penalized 2, Six Hump Camel, Branin, and Hartman 6. 
The proposed algorithm is better than GWO, MPA, KMA, and 
POA in solving 14, 12, 14, and 18 functions, respectively. In 
solving the portfolio optimization problem, the proposed 
algorithm creates 109%, 46%, 47%, and 1% better total capital 
gain than the GWO, MPA, KMA, and POA, respectively. 
Based on its positive result, this work shows that improving the 
current algorithms through modification or hybridization is as 
important as proposing a new algorithm with a new name. 

There are several future research potentials regarding this 
work. This work is just one modification of the existing 
algorithms (KMA and POA). There are many other ways to 
modify and improve these two shortcoming algorithms. These 
algorithms can be hybridized with other battle proven 
algorithms. Besides, it will be challenging to implement these 
two algorithms to solve many other optimization problems so 
that the effectiveness of these two algorithms can be observed 
better to make the ground base for further development. 
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Abstract—This research’s objective is to identify lacking 
elements in various effectors utilized in current physical training 
for cyclists. This encompasses both virtual reality-based system 
and indoor conventional training. Another objective is to identify 
user’s acceptance from the use of vProCycle; which acts as the 
primary instrument of this study. Virtual Reality (VR) 
technology is a computer-generated simulation experience where 
immersive surroundings replicate lifelike environments – and is 
used for cyclists’ physical training. Distinctive combinations of 
stimulus effectors (such as altitude, wind-effect, visuals, audio 
etcetera) have been applied to simulate actual world training 
environment. This is in order to increase the fidelity of presence 
for the participants involved, with emphasis on the five human 
senses. However, in this research the focus is only on hearing, 
sight, and interaction. The methodology of this mixed-mode pilot 
study is inclusive of 2 cyclists as participants and a 30 minute 
training session inside the hypoxic chamber room, whereby they 
have experienced a VR visual route replica of L'Étape du Tour, 
France. Variables composed of distinctive stimulus effectors are 
employed during the training, and survey interviews are utilized 
to gain users’ insight. Results from this pilot study on the 
presence level indicate that the cyclists’ have given high scores. 
This high score means that the cyclists were immersed while 
using the vProCycle system. In addition, the cyclists’ also gave a 
high score on the level of technology acceptance towards using 
vProCycle. The main contribution from this study is to 
understand how various combinations of stimulus effectors can 
be applied in a VR-based training system. 

Keywords—Virtual reality; sense of presence; technology 
acceptance; stimulus effectors 

I. INTRODUCTION 
This research focuses on Virtual Reality (VR) physical 

cycling training that highlights several preferred stimulus 
effectors. Subsequently, this study proposes a new indoor 
cycling setup that includes the identified effectors. In the 
sports field, VR-based applications have been employed in 
several distinctive sports such as boxing, soccer, tennis, 
cycling, etc. VR has been in sports since the year 1990. In 
most VR applications, it requires a high-end computer in order 
to run [1]. Other than sports, VR can also be applied for 
exercising purposes. In addition to that, VR technological 
applications are also used to visualize realistic 3D modeling, 
interaction, data acquisition, analysis, product design, 

education, and even for medical practices. In terms of cyclists' 
physical training aims, VR-based applications have been 
found to gain its popularity [1,2,3]. An advantage of VR is 
that VR can induce a sense of being mentally or physically 
present in another place because VR allows individuals to 
interact with the environment [2]. Further advantages of VR 
are also noted by Sherman et al. [2], where he has stated that 
the VR environment can be manipulated in specific and 
reproducible measures. Sherman et al. [2] used these 
advantages to train participants to use a rowing and paddling 
pace strategy for a cycling race. Sherman et al. [2] also 
mentions that the VR exercising environment does not need to 
be limited to only a single person. Other individuals such as a 
coach, teammates, or opposing competitors, may be present 
even if they are physically located in another place. 

In the context of cycling sports, interaction will occur 
based on how much physical effort from the body is applied to 
a machine (i.e. Kinetic Road Machine), and this interaction 
process is known as exertion interface noted by Alhadad et al. 
[1]. Kinetic Road Machine is one of the most well-known 
smart trainers available in the current market. A smart trainer 
is a machine which allows the cyclists to mount their bicycle 
back wheel, as shown in Fig. 1. Smart trainers are mounted 
onto the back wheel which have a feature to create a resistance 
effect. Meanwhile, ergometer is used to detect the motion 
speed that interactively changes the view in real-time. 

 
Fig. 1. Smart Trainer Machine (in Red Circle). 
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In a more advanced VR-based cycling application, devices 
such as motion capture video systems, infrared beams, and 
wearable sensors can be used to generate haptic effects; which 
then translate physical actions into virtual activity. Thus, in 
general, a VR computer-based sport can be an alternative for 
an athlete to interact with the virtual environment. 

II. LITERATURE REVIEW 
In this research, several literatures were reviewed to 

identify the current status of effectors integrated into a VR-
based physical training. According to the Oxford dictionary 
(2021), the meaning of effectors refer to a substance that 
carries out a response to the stimulus. This definition is also 
similar in physiological terms. Meanwhile, a stimulus refers to 
a substance or event which evokes a specific functional 
reaction from the human body. From the literature review it is 
found that stimulus-effectors such as snow, water, wind-effect, 
and many others can be applied in particular events to trigger 
a specific body reaction. In a VR-based training, several 
stimulus-effectors can be applied as replication of an actual 
life experience. 

According to Lim et al. [3], “VR technology creates a 
stimulation across arrays of effectors and is attached to 
devices to create an immersive virtual reality system”. Until 
now, the commonly used VR effectors among cyclists 
comprise of visual, audio, and interaction. It is suggested by a 
few researchers that adding more effectors on top of the 
regular ones (i.e. audio, visual and interaction) will generate a 
significantly more immersive experience. In the area of sports, 
researchers have used various combination effectors to 
improve athletes' physical condition [3]. 

In various studies, different sets of combination effectors 
are applied to achieve specific objectives such as to increase 
performance, check physical fitness level, and improve body 
endurance [4,5,6,7]. In relation to cyclist physical training, it 
is suggested by the researchers that the following six main 
effectors; altitude, uphill elevation climb, wind-effect, visuals 
and audio, interaction and temperature are utilized. The 
strength and weakness of the effectors’ piled as a combination 
are also identified based on the literature review. 

The first stimulus-effector in this research called altitude 
and temperature. Altitude is referred to as the height of an 
object or point in relation to sea level or ground level [4]. 
There are two primary types of altitude training, and they are 
known as acclimatization and acclimation. Acclimatization is 
the natural outdoors and acclimation involves indoor training. 
In acclimatization the actual outdoor oxygen level is used 
during the training, while for acclimation oxygen level is 
generated. During a VR–based physical training, cyclists often 
conduct their training at a simulated high altitude with the aim 
to train their lungs to perform less oxygen intake [4, 5, 6]. 

During altitude and temperature training, three main 
factors may impact the cyclists’ body and they are; 
atmospheric pressure, reduction of oxygen molecules in the 
air, and colder temperatures as the altitude gets higher from 
sea level [8]. The first factor which is atmospheric pressure, 
affects the cyclist as the altitude gets higher. Changes to 
atmospheric pressure may lead to a situation where there is 

less oxygen in the cyclists' blood to carry to their muscles [9]. 
When cyclists train with less oxygen intake, their muscles may 
adapt accordingly, which means that the cyclist does not need 
to breathe harder or more when they are at sea level altitude. 
Most of the Olympic cyclists are trained at 1000 meters above 
sea level. At that level, the body will take in at least 20 percent 
lesser oxygen. This is caused by a reduction of oxygen in the 
atmosphere compared to sea level. Generally, higher altitudes 
of 5000 and above are considered dangerous due to the 
amount of oxygen molecules being below 17% in the air [8,9]. 

In a paper by Lei et al [5], they have mentioned that there 
is a significant impact when integrating altitude and 
temperature within VR-based applications. In Lei’s [5] 
research, a setup involving a special room replicated the 
environment’s altitude of 1000 meters above sea level; 
whereby the users were required to wear a HMD. The amount 
of oxygen was based on that height. It is to be noted that his 
experiment was conducted in multiple sessions. The findings 
from her research show that the cycling speed has improved 
where the difference between the first and the final sessions 
was greatly significant. Furthermore, Lei [5] also studied the 
effects of physical sport equipment such as a ball. Lei’s [5] 
findings show a positive outcome where athletes have 
improved their accuracy as the participants were able to aim 
and kick the ball directly into the goal post. 

Another essential research conducted by Mujika et al. [6] 
highlighted the measurement of altitude using the Meters 
Above Sea Level (m.a.s.l) technique. In his research, the user 
is also required to wear a HMD. Altitudes can be controlled 
indoors for training by using a chamber room. This chamber 
room can simulate any hypoxic environment by both latitude 
and longitude. Latitude is the angular distance of a place north 
or south of the earth's equator. On the other hand, longitude is 
the angular distance of a place east or west of the Greenwich 
meridian. As the latitude is higher above sea-level, fewer 
oxygen molecules are in the air and this consequently makes 
temperature to get colder. The longitude of a location can also 
determine the temperature on Earth. For example, the equator 
has different temperatures near the south and north poles. 
During the experiment, three different levels of altitudes were 
tested: low, medium, and high. Low altitudes represent the sea 
level where, at this altitude, the percentage of oxygen 
molecules is 20.9. This is the standard level of oxygen 
required by the human body to breathe normally. Meanwhile, 
at medium altitude (between 3000 and 4000 feet), the 
percentage of oxygen molecules is between 18.6% and 17%. 
Next at 5000 feet is considered as high altitude, whereby the 
oxygen may reach below 17% in the air. 

Mujika’s et al. [6] experiment involved the usage of a 
hypoxic dose, a timer, and confounding factors. Hypoxic dose 
is a medication given to the participating cyclists at an early 
stage. It helps cyclists to adapt themselves during altitude 
training. Meanwhile, a timer refers to a load periodization 
where it involves progressive cycling of various aspects in a 
training program during a specific period. Lastly, confounding 
factors used by Mujika [6] involved the use of simulated 
altitude, such as Meters Above Sea Level (m.a.s.l) and oxygen 
intake. Simulated altitude refers to the pressure and oxygen 
molecules available to the users while using a VR-based 
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system similar to that of a real-life situation. This training was 
conducted over multiple sessions. The impact of the training 
depicts that VR-based training enhances athletes’ muscle 
buffering capacity which subsequently improves athletic 
physical fitness. This study also suggested that simulated 
altitude is incredibly effective to train athletes’ endurance. 

The only difference between Mujika’s [6] and Lei‘s [5] 
study is that in Lei’s [5] study, she did not include multiple 
high altitude studies. 

The second effector preferred by many cyclists for training 
purposes is called an uphill elevation climb. Uphill elevation 
climb is a stationary cycling training simulated by the 
resistance effect on the back wheel. This resistance effect 
gives the cyclist the sensation of cycling uphill as they would 
in the real world. A back-wheel resistance machine is a piece 
of hardware that makes it possible to ride a bicycle with an 
uphill climb effect. This machine consists of a frame, a clamp, 
a roller on the back-wheel, and a motor which provides 
resistance [8, 9]. However, Yap et al. [7] has stated in his 
paper that the combination of back wheel resistance together 
with the common effectors (visual, audio and interaction) is 
not realistic enough to imitate an actual real life event. Many 
researchers have also suggested adding more varieties of 
different effectors to the current stationary training method. 

In relation to the back-wheel resistance, Farrow et al. [8] 
have used HMD and uphill elevation climb to study a haptic 
effect. In his study, he highlighted that enjoyment levels and 
the force needed to paddle increases when haptic effects are 
experienced. Back-wheel resistance machines can be equipped 
with sensors that monitor the cyclists' physical fitness. 
Physical characteristics such as power output, cadence, virtual 
speed and heart rate are among the metrics that can be 
transmitted electronically [8]. Analyzing these physical 
outputs can help to fine-tune the athlete's training sessions. 
These sensors can also monitor data such as speed, distance 
traveled and time duration [8,9]. 

The effector of the uphill elevation climbing effect using 
bicycle was created using many different methods such as 
rollers on the back-wheel, attaching machines directly on to 
the bicycle wheels with the utilization of a 3D platform. One 
of the most popular methods in virtual reality to create the 
simulation of an uphill climb is by using a machine attached to 
the back wheel. The machine would cause resistance on the 
back wheel depending on the virtual environment as seen by 
the cyclist. In Farrow’s [8] experiment, athletes' force and 
enjoyment levels were tested using HMD. The effector uses 
haptic effect from having the athletes paddle on the bicycle 
with resistance based on the VR system. In the study 
conducted by Farrow [8], he stated that with exercise 
enjoyment, athletes were still able to improve physical fitness 
using VR to train. In his findings, his results demonstrated that 
VR-exercise is an effective intervention as well as being 
credible to increase enjoyment while training [8,9]. It was 
calculated that 20 participants 222 were needed to identify a 
statistically significant gap in mean power output between 223 
tracks and conditions (effect size = 0.67), with a power of 0.8 
and alpha set at 0.05. 

In Farrow [8] research, they developed a stationary bike 
reality simulation training with a back-wheel resistance 
device. The research was conducted using a back wheel road 
machine, which creates a virtual environment simulating an 
uphill climb. In his research, the users select the cycle path 
using a human–machine interface [9,10]. The stationary 
bicycle is used as an assisting training device that was 
proposed to help riders undertake simulation-based training 
before cycling on a real cycle path. The result of this research 
calculated the riding speed and accumulated the mileage as 
well as time-trial. Each riding session recorded distinctive 
elements such as mileage, time duration, average speed, and 
the route chosen. The results of his study using the Kinetic 
road machine shows that it had improved the cyclist's average 
speed when riding. 

The third effector preferred by the cyclists during physical 
training is called wind-effect. Wind-effects can be used to 
enhance the experience and improve cyclists by exposing 
them to a more naturally aesthetic environment. This wind is 
created by using a fan. In order to simulate the wind-effect 
during cycling and enhance the cycling experience, a real time 
wind speed is needed to be generated [9, 11]. 

The wind speed can be measured in kilometers per hour. 
Integrating wind-effects for cycling training is used for 
endurance training focused on adaptive hypoxic training. 
Coaches train their athletes in a condition where the cyclist is 
required to paddle at maximal speed at a setup with high wind 
speed [9, 10]. The effect of the wind physical training is 
measured by the cyclist's speed together with the amount of 
wind speed in kilometers per hour. When used for training 
purposes, cycling in the wind can potentially cut one’s speed 
in half with the same effort expended as when there is no 
wind. This means that the cyclist has to work twice as hard to 
generate the same output. The measurement from wind-effect 
training can be seen by the cyclist's energy output, and 
distance traveled in a specified time trial as in Petri et al. [9]. 

Research conducted by Schwind [10] found that the usage 
of HMD in VR sports has widely changed the way simulated 
sports are practiced. However, he claimed that experts still 
understand only a little about the use of antecedents for 
cyclists’ sports applications. He examined attitudinal and 
norm-based factors that influence users’ continuous intention 
towards sport applications usage. His research consisted of 
362 sport practitioners where basic realism fidelity was 
integrated into the system. The results indicated that all 
attitudinal factors and norm-based factors have optimistically 
affected users’ acceptance towards the inclusion of sport 
applications. His findings portrayed a promising acceptance 
level to all stimulus effectors of uphill elevation climb and 
wind-effect. 

The last two effectors; visual and audio, are often 
integrated into cycling physical training aiming to produce 
highest fidelity of realism. A Virtual reality system renders 
visuals for the users to experience in a controlled virtual 
environment. The environment visuals are usually based on 
the user's bodily interactions, such as while the user rotates 
their head during HMD utilization, and the visuals are viewed 
according to the orientation of the head. Also, while using 

58 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 6, 2022 

virtual reality force feedback on bodily interactive motion, the 
visuals can move the 3D user’s avatar in the virtual 
environment. This force feedback bodily interaction is what 
makes the VR sports exercise experience more pleasurable. 
Another effector is sound-effect that the user can auditorily 
hear while they are immersed in the virtual environment. 
Sound-effects in the virtual environment are 3D-surrounding. 
In VR, the 3D-surround sound effect uses multiple audio cue 
channels to stimulate the effect of an object's sound from the 
distance; the sound is sighted from 3D-surround sounds that 
come together with visuals as the two effectors complement 
one another for a realistic experience. 

In a research conducted by Yap et al [7], a HMD with a 
fully immersive 360 degree view and 3D audio was used. 
Inside the HMD, one view is for the user’s right eye and the 
other view is for the left eye. These two stereo views were 
fused by the viewer’s perceptual system in the same way as 
humanistic right and left eye views of natural scenes [7]. The 
HMD system must also compute the synthetic views, track the 
viewer’s location, and viewing orientation in the virtual world 
to create the correct right and left eye views. The latest VR 
technologies allow the development of better and cost-
effective spatially immersive visualization and audio systems. 
His findings showed that 38 out of 50 preferred to display the 
simulation in HMD in comparison to non-VR-based displays 
such as on projectors and monitor screens. 

In another research conducted by Koivisto et al. [11], he 
identified that users’ characteristics may influence the quality 
of the VR experience. He also stated that users’ characteristics 
may be influenced by the quality of the VR system. For 
example, the quality between visualizing through a monitor 
screen and using a HMD will give different impacts on the 
users’ immersion level. It involves progressive cycling of 
various aspects of a training program during a specific period. 
Koivisto et al. [11,12] used a questionnaire method called the 
International Physical Activity Questionnaire (IPAQ). By 
using IPAQ, he found significant improvements compared to 
VR and non-VR visuals as well as audio. 

The study conducted by Ng [13] shows that motivated 
cyclists using VR virtualization can contribute greatly to 
achieve training purposes. Ng identified research gaps in the 
areas of virtual reality (VR) sport applications from a 
systematic literature review of VR sport applications research. 
It showed that different physiological and psychological 
factors have been investigated by conducting experiments on 
the use of these applications in the study by Alhadad et al [1], 
Neumann et al. [14]. However, in Ng’s study, different task 
purposes, like training, competition or socializing, do 
influence the perceived benefits which have not yet been 
examined. Moreover, it is unclear whether perceived benefits 
and risks affect actual behaviour outside laboratory 
environments. His study showed a significant difference in the 
risk assessment perceived by the cyclists. 

Based on the seven papers as discussed above, six 
effectors have been identified. Those effectors are altitude 
effect, uphill elevation climb effect, realistic audio and 
visuals, wind-effect, realistic interaction and temperature. The 

details of each of these stimuli are further explained in the 
following subtopics. 

Through the seven main effectors as mentioned, it is 
noticed that many researchers have used effectors. However, 
the combination of implementing all stimulus effectors 
together into one complete system has not yet been 
established. 

III. FINDINGS RESULTS FROM AUTHOR’S PREVIOUS STUDY 
This paper is a continuation from the authors' previous 

research as published in "A literature review on the usage of 
Technology Acceptance Model for analyzing a virtual reality's 
cycling sport applications with enhanced realism fidelity." 
[15,16] and "A literature review on the effects of 6-
Dimensional virtual reality's sport applications toward higher 
presence." [16]. During the author's previous research, several 
selected stimulus effectors were identified. These findings 
were done by conducting a questionnaire interview session 
and feedback gathered from recreational cyclists who have 
undergone current stationary indoor training in professional 
gyms. In the last two papers, the number of interviewees was 
30 in quantity, whereby all were conducted at a professional 
gym. 

In the Table I, it shows the list of stimulus effectors used 
in the current setup for a conventional indoor cycling training. 

TABLE I. CYCLING TRAINING STIMULUS EFFECTORS SETUP 
REQUIREMENTS 

Stimulus 
effectors 

Current 
setup 
(Available 
Y/N)  

No. of cyclists 
have 
experienced 
the simulator 

No. of cyclists that 
recommend the 
stimulus effectors 

Uphill 
elevation climb Yes 30 30 

Altitude No Nil 28  

Wind-effect Yes 25 28 

Visual and 
sound Yes 28 28 

Interaction Yes  30 30 

Temperature No Nil 28 

Table I shows the usage of stimulus effectors for cycling 
training. The data is gathered from the interview conducted 
with 30 recreational cyclists between the ages of 18 years and 
50. Out of the 30 cyclists, 20 were male and the latter10 were 
female. Column one of Table I shows the six stimulus 
effectors identified from the interview as discussed in the 
previous paper [15,16]. In the “current” setup, it is found that 
altitude and temperature stimulus effectors are not being 
integrated. It is also identified as shown in the table that all 
participants were trained with uphill elevation climb and 
interaction. As for visual and sound, only 28 participants used 
a device to display their physical or other visual activities 
during a training session. While cycling in the gym, the 
standard setup includes a big screen in front of the cyclist. 
However, some cyclists often watch or listen to other 
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technological sources such as mobile phones and tablets. This 
action of extra displays can cause distraction while they 
undergo a training session. As for wind-effect utilization while 
training, every stationary bicycle comes with a built-in fan. 
Despite the availability of the fan feature, only 25 cyclists out 
of 30 actually employed it during training. Table I also 
portrays the number of cyclists who felt that using stimulus 
effectors while training is of great importance. A majority of 
the cyclists perceived all six stimulus effectors as necessary 
for the purpose of cycling training. 

From the findings listed in Table I, it has been identified 
that the six stimulus effectors are important towards creating a 
highly effective training platform among cyclists. The 
combination of two or three stimulus effectors have already 
been experimented by other researchers as discussed in the 
literature above. In this paper, the combination of all six 
stimulus effectors is proposed, which deem it as distinctive 
from other researchers as cited in the literature review section. 
In the following sections (4.0), the implementation of the 
proposed VR setup with the combination of stimulus effectors 
to meet the requirement of a current cycling training system 
will be explained in detail. 

IV. HARDWARE AND TECHNOLOGY REQUIREMENT 
Table II shows the list of technology providers that fulfill 

the requirements for a cycling training system. The six 
effectors are matched to a specific technology to provide a 
distinguished experience for the user. 

Table II shows a list of effectors and their technology 
providers integrated into the vProCycle system. The effectors 
employed are audio and visuals, altitude, uphill elevation 
climb, temperature, wind-effect, as well as paddling 
interaction. 

From the literature, it was found that with distinctive 
stimulus effectors, the cyclist had experienced a higher level 
of immersion and presence. This situation is similar to the 
experience gained by the cyclist during their training in the 
real world. 

Many literature encourages the use of more distinctive 
stimulus effectors for a better VR application out-put. The 
individual stimulus effectors have already been investigated. 
However a comprehensive study on a VR application that 
consists of several stimulus effectors have not been 
maximized. 

TABLE II. LIST OF EFFECTORS AND TECHNOLOGY PROVIDER 

List of effectors and technology provider 

No.  Effectors Technology provider 

1. Audio and visuals HMD 

2. Altitude Altitude chamber room  

3. Uphill elevation climb Backwheel resistance machine 

4.  Temperature Altitude chamber room  

5. Wind-effect Fan  

6. Realistic paddling interaction Blue-tooth device 

V. IMPLEMENTATION OF VR-BASED SYSTEM WITH 
STIMULUS EFFECTORS 

From the findings where the providers and effectors have 
been matched, the following setup design inclusive of all the 
six stimulus effectors was generated. Before discussing in 
detail about the proposed setup, a few current cycling training 
systems are discussed here. 

As shown in Fig. 2(a), (b) and (c), the cyclists are 
conducting their training using a conventional setup where 
they are not complementing the training with VR technology 
visual and audio. In Fig. 2(a), the cyclist is interactively 
viewing the cycling track based on the paddling speed. 
However, there is no interactive resistance applied while 
cycling as viewed when climbing uphill. Fig. 2(b) shows a 
combination of both external visuals (i.e. big screen TV) and a 
backwheel resistance that simulates the effect of cycling 
uphill. Fig. 2(c) shows the training setup done inside a 
chamber room where no VR is applied. However, the cyclist 
gets the effects from temperature, humidity and latitude 
control. VR is also applied as mentioned in the LR, however 
with a limited combination of stimulus effectors. Based on all 
the existing setups as discussed above, it is found that there is 
no setup that exists yet that integrates all the components 
comprehensively. As a result, a new setup is then proposed. 

 
Fig. 2. Traditional Training without VR (a), (b), (c). 

Fig. 2 shows a traditional training without VR and with 
back wheel resistance (a). Fig. 2(b) shows a traditional 
training without VR with big screen and backwheel resistance 
to stimulate uphill climb. Fig. 2(c) shows a cycling training 
without VR in an altitude chamber room. From the findings as 
discussed above, the following design setup involves all the 
six stimulus effectors. 

 
Fig. 3. Proposed Setup of VR Cycling Training System. 
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Fig. 3 shows the proposed setup of the VR cycling training 
system with the combination of various effectors. As 
previously stated, the elements encompass uphill elevation 
climb, altitude, temperature, wind-effect, interaction, visual, 
and audio. This proposed VR cycling training system is named 
as the “vProCycle system”. 

The selected effectors and technology providers must 
match the requirements of the current cycling system, hence 
the methodology is justified in the next section. 

VI. EXPERIMENTAL METHODOLOGY AND RESULTS 
In this section, the generated vProCycle is used for the 

experiment and will be discussed in detail. Through this 
vProcycle cycling training system, the sense of presence and 
users’ immersion rate in the virtual environment are both 
evaluated. In addition, the technology acceptance of the cyclist 
is also to be determined. The first stage of the experiment 
involved a pilot study by two well- trained cyclists. After the 
data is collected from the pilot study, the vProCycle system is 
then further tested in experiment 1. 

VII. PILOT STUDY AND OBJECTIVES 
The objective of the pilot study is to evaluate whether the 

designated reaches a high fidelity of VR presence level from 
using the vProCycle system. Another objective is to evaluate 
their acceptance or outlook towards the technology when 
using vProcycle. 

VIII. PILOT STUDY SETUP REQUIREMENTS AND DESIGN 
MATERIALS 

In this subsection, the cyclists' setup requirements and 
design materials used to conduct the pilot study are identified. 
The figure shows a visual of the setup requirement and design 
materials utilized throughout the pilot study. 

Fig. 4 shows the setup requirements and design materials 
during the pilot testing. This pilot test is conducted at Institut 
Sukan Negara (ISN). ISN is a Malaysian government agency - 
and it is established to provide sports science services, conduct 
research and development in the sports spectrum. Specifically, 
the study was conducted inside a hypoxic chamber. A 
stationary bicycle was used in the experiment whereby it was 
mounted on a back wheel machine. The machine is used to 
create an effect of resistance to the back wheel of the bicycle 
to simulate an uphill elevation climb. The paddles were also 
equipped with a Bluetooth sensor that sends signals to the 
HMD. This indicates that the bicycle is being paddled for it to 
move in the virtual environment. When the cyclist paddles 
forward, the visuals in the HMD change accordingly to the 
motion speed of the paddles. The HMD provides a complete 
360⁰audio of the virtual environment sound to the cyclist 
participating. The visuals used in this study was a 360⁰ view 
of L'Étape du Tour, France, as recorded by a 360 camera. 

 
Fig. 4. Pilot Study Setup. 

 
Fig. 5. A Sample Visual of L'Étape du Tour, France. 

Fig. 5 shows a sample visual of the cyclist’s view in the 
HMD while undergoing the pilot study. As mentioned earlier, 
another effector applied in the system is wind-effect. The 
wind-effect is generated by a fan placed at one and a half 
meters in front of the cyclist. The overall listed requirements 
and design materials are placed in a hypoxic chamber room; 
which controls the altitude, temperature, and humidity in the 
designated area. During the pilot study, a 1x9 MTB gear setup 
mountain bicycle was mounted onto the back wheel machine. 
This bicycle was selected to test the detected changes on the 
back wheel elevation climb-effect. This climb-effect is 
computer generated and controlled by the virtual reality 
program, which means that it adjusts the resistance of the 
wheel. This is executed by gripping or releasing of the rotation 
wheel as the virtual landscape changes. The session of this 
experiment was conducted for 30 minutes. 
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IX. PILOT STUDY CYCLISTS’ REQUIREMENT 
The pilot study involved identifying the basic requirement 

of the cyclist participating. The first requirement is that the 
cyclist must be above 18 years old. The second is that the 
cyclist must have the experience of participating in a cycling 
state event and have completed the flag-off time limit. 

X. PILOT STUDY TOOLS SETTINGS 
The pilot study tool settings were that both cyclists are 

required to cycle at least 30 minutes in a virtual environment 
based on the Google map view of L'Étape du Tour, France. 
L'Étape du Tour map view is an official, professional cyclist 
training route. This route is 13 kilometers in length, with an 
altitude of 1,800 to 2,000 meters above sea level. The 
temperature level at this location is between 18°C to 26.5°C 
and at this altitude, the oxygen molecules in the air is about 20 
percent lesser than at sea level. On this route, there are a lot of 
uphill elevations in narrow turns, which indefinitely creates a 
physical challenge when cyclists train at that exact location. 

XI. PILOT STUDY RESULT 
In this study, two participants were involved, one male and 

one female. The data collected were divided into two 
categories: (1) sense of presence level and (2) technology 
acceptance. Presence is measured using a questionnaire based 
on the Witmer and Singer Presence Questionnaire [3], which 
uses a Likert scale from 1 to 7. The indicator of the Likert 
scale is the lowest of 1 being not immersive and 7 being 
highly immersed. An example of the questions used are 
“When you bicycle forward, did the feeling of moving 
forward in the virtual world seem realistic?” and “When you 
paddled the bicycle, did you feel the movement speed as 
realistic according to the change of view?” The two 
participants were required to answer a series of questions 
addressing each effector. The presence questionnaire was 
given after the cyclists had undergone a training session using 
vProCycle. 

XII. PILOT STUDY RESULT: SENSE OF PRESENCE 
Results of the cyclists’ sense of presence data can be used 

to determine whether the vProcycle system is credible in 
creating the sense of realism as though they were cycling in 
L'Étape du Tour, France. The table shows the results of the 
cyclists' sense of presence using vProCycle system. 

The number of questions asked in relation to the effectors 
listed in Table III were: 14 questions related to visuals, 5 
questions on audio, 6 questions on altitude, 6 questions on the 
uphill elevation climb, 3 questions on temperature, 3 questions 
on wind-effect and lastly, 7 questions on interaction. Table III 
shows the cyclists’ sense of presence using the vProCycle 
system. The first effector listed is “visual”. The score given by 
the male cyclist is 4.1 out of 7, which indicates that the visuals 
are moderate for him. On the other hand, the female cyclist 
rated the “visual” with a score of 5.1 out of 7, which is 
considered upper-moderate. Secondly is audio effects, 
whereby the male cyclist gives it a score of 5.2 and 
simultaneously, a score of 5.6 by the female cyclist, which 
indicates that both cyclists give the audio presence level an 
upper-moderate score. Thirdly, in regard to the altitude-effect, 

the male gives it a score of 5.4 out of 7 while the female gives 
it a score of 5.7. Both rated the altitude-effect score as highly 
immersive, an almost exact replica of being at the high 
altitude of the L'Étape du mountain. Fourth is on the uphill 
elevation climb, where the male gives it a score of 2.6 out of 7 
and the female gives it a score of 4.5 out of 7. This signifies 
that the uphill elevation climb has the lowest score out of all 
the other effectors. An open-ended interview session gained 
insight on why the male cyclist gave the very low score on the 
uphill elevation climb. It was mentioned that the maximal 10 
degrees angle uphill inclination that the VR back wheel 
machine produced does not feel immersive. This is in liaison 
as the visuals appeared to look like more than a 10 degrees 
angle slope. Fifth is regarding the temperature, whereby both 
participants scored a 5.3 out of 7. This indicates that the 
temperature simulation within the VR immersion experience 
was very realistic. Sixth is on the wind-effect, the male gives 
it a score of 5.3 out of 7 while the female gives it a score of 
5.66. This indicates that both cyclists found the wind-effect to 
be quite similar to lifelike surroundings. Lastly is the paddling 
interaction, whereby the male cyclist gives it a 4.5 and the 
female cyclist gives it a 4.6. Both cyclists gave the paddling 
interaction a reasonably decent, high score. All the scores 
from the questionnaire were added, then averaged based on 
the effectors. 

TABLE III. PILOT STUDY OF THE CYCLIST SENSE OF PRESENCE 

The cyclists sense of Presence using vProCycle system 

No. Effectors Male cyclist 
(Average) 

Female cyclist 
(Average) 

1. Visuals  58/98 = 4.1 72/98 = 5.1 

2. 3D Audio 26/35 = 5.2 28/35 = 5.6 

3. Altitude 27/35 = 5.4 27/35 5.4 

4. Uphill elevation 16/42 = 2.6 32/42 = 4.5 

5.  Temperature 16/21 = 5.3 16/21 = 5.3 

6. Wind-effect 16/21 = 5.3 17/21 = 5.66 

7. Paddling interaction 32/42 = 4.5 33/42 = 4.7 

XIII. PILOT STUDY RESULT: TECHNOLOGY ACCEPTANCE  
This section explains both cyclists' technology acceptance 

using vProCycle system during the pilot study. All the scores 
from the questionnaire were added then later averaged based 
on the independent variables of TAM. The number of 
questions asked in relation to the independent variable listed 
in Table III are composed of 8 questions related to perceived 
usefulness, 7 questions on ease of use, 4 questions on 
behavioural intention to use, and 5 questions on attitude 
towards usage. 

Table IV shows five independent variables of TAM. Those 
variables are: perceived usefulness, perceived ease of use, 
attitude towards using, behavioural intention to use, and actual 
use. The first independent variable is “perceived usefulness”, 
the male cyclist rated it a 7 while the latter gave it a 5.5. This 
shows that both cyclists found it quite useful; using vProCycle 
as a hypoxic cycling training. The second variable is 
“perceived ease of use”; the male ranked a score of 5.7 while 
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the female gave it a score of 6.2. This implies that the 
vProCycle system was very easy to use by both cyclists. The 
third variable is “attitude towards using vProCyle”, where the 
male rated 5.6 while the female gave a 5.6. This signifies that 
the cyclists' attitude towards using vProCycle is incredibly 
positive. The fourth independent variable is on the 
“behavioural intention to use”, the male puts a value of 6 
while the latter gives it a score of 6.75. This indicates that both 
cyclists would have the intention to continually use 
vProCycle. The last variable is called “actual use”, with the 
male giving a score of 7 and the female cyclist a score of 6. 
Both cyclists highly recommended vProCyle to be used for 
hypoxic training. 

TABLE IV. PILOT STUDY OF THE CYCLISTS’ TECHNOLOGY ACCEPTANCE 
TOWARDS USING VPROCYCLE 

The cyclists’ technology acceptance towards using vProCycle 

No. Independent 
variables of TAM Male cyclist  Female cyclist 

1. Perceived Usefulness 49/56 = 6.18 44/56 = 5.5 

2. Perceived Ease of use 40/49 = 5.7 44/49 = 6.2 

3. Attitude towards 
using 28/35 = 5.6 28/35 = 5.6 

4. Behavioural 
intention to use 24/28 = 6 27/35 = 6.75 

5. Actual use 21/21 = 7 18/21 = 6 

XIV. PILOT STUDY AND ISSUES 
It was advised by ISN that some cyclists may encounter 

hypoxemia which may lead to nausea, headache, dizziness or 
even vomiting. Fortunately, none of the participants 
encountered any of the symptoms of hypoxemia during this 
study. 

Another issue was related to the uphill elevation climb. 
This is when the cyclist sees an incline of greater than 10 
degrees steepness slope angle; while the back wheel machine 
can only create a maximum of 10 degrees. Some cyclists may 
expect to get greater resistance when encountering a stiff 
uphill climb as the hill has a steepness of 60 degrees. 
However, there is a device that can go up to 60% but is not 
currently available in VR. From the open interview in relation 
to the uphill elevation climb, the middle score is given only in 
relation to the back wheel resistance compared to the elevation 
climb that is visible in the HMD. There is a solution available 
that gives a better uphill climb using other devices. However, 
that device will not be used in the VR environment. 

XV. PILOT STUDY CONCLUSION 
From the pilot study, it was highlighted that both the sense 

of presence in the VR cycling stimulation and technology 
acceptance of vProCycle were given high scores as well as 
positive feedback. This suggests that further testing can be 
conducted for professional cyclists. The test conducted in 
experiment 1 will be explained in detail below. In experiment 
1, additional data from a heartbeat reader will be collected on 
top of other data similar to the pilot study executed. 

XVI. CONCLUSION 
In conclusion, this paper shows how vProCycle offers new 

possibilities to understand and experience VR potential to be 
used for cycling training; when combined with a combination 
of stimulus effectors. It is to be highlighted that distinctive 
stimulus effectors do greatly influence the presence level of 
participating cyclists. This presence level is experienced by a 
realistic simulation integrated with the system. This simulation 
creates an experience as though the cyclist is cycling in the 
distinctive actual real environment. This high level of 
presence thus generates a positive outlook in terms of the 
users’ acceptance towards the generated VR-based system. 

However, there were also a few research limitations in this 
study, inclusive of the possibility that the participants may 
encounter hypoxemia which may lead to nausea, headache, 
dizziness or vomiting. In this pilot study, the cyclists who had 
undergone training using vProCycle did not encounter any 
hypoxemia experience. In addition, the availability of the 
hypoxic chamber room is limited and costly. As a result, 
conducting an experiment is limited by the financial and 
chamber room availability. Some recommendations for future 
studies may include the usage of backwheel resistance 
machine that can increase the elevation uphill climb resistance 
more accurately. In this pilot study the Kinetic machine used 
to stimulate resistance on the backwheel can only create a 
resistance equivalent to 10 degrees uphill slope. This specific 
machine was selected due to the ability to connect to the 
virtual reality devices. Other backwheel machines currently do 
not have the features to connect to the virtual reality devices. 
The cyclists during an open interview did mention they would 
like to have a higher resistance to the back wheel when 
climbing steep slopes as viewed in the HMD. 

In addition, the 360 degree visuals provided by Google 
viewed inside the HMD were picture to picture based. In the 
future, a fully recorded video moving forward based on the 
cyclist paddling should be used if it is available. 

Moreover, the wind-effect simulation speed generated by 
the fan is constant at all times. It is recommended that future 
researchers integrate the bicycle with a wind speed-based 
technology to simulate a realistic effect while inside the 
virtual environment. 

Also, a stationary bicycle with tilting slope effect machine 
can be used for the cyclist to experience how to tilt their 
bicycle according to the virtual environment. This tilting slope 
effect can be achieved by using a motion platform that can tilt 
according to the body movement of the cyclists’. 

This paper focuses on TAM analysis and the perception of 
presence using vProCycle. Based on cyclist’s feedback to the 
TAM questionnaire, cyclists have given a high acceptability 
level towards using vProCycle. A positive correlation between 
TAM and also perception of presence shows that this 
combination may produce a positive outlook. 

The contribution and innovation of this research includes 
the setup of the vProCycle system with a more comprehensive 
stimulus effectors. These combinations consist of an uphill 
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elevation climb, altitude, temperature, wind-effect, interaction, 
visual, and audio. For future research, researchers may 
integrate more stimulus effectors such as weather effect, road 
surface and light visibility. 
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Abstract—Conventional classification algorithms do not 

provide accurate results when the data distribution (class sizes) is 

unequal or data is corrupted with noise because the results are 

biased towards the bigger class. In many real life cases, there is a 

requirement to uncover unusual/smaller classes. There are a 

bundle of examples where importance of smaller/rare class is 

much-much higher than the bigger class for example- brain 

tumor detection, credit card fraud or anomaly detection and 

many more. This is usually called as problem of imbalance 

classes. The situation becomes worst when the data is corrupted 

with extra impurities like noise in data or overlapping of class or 

any other glitch in data because in this scenario traditional 

methods produce more poor results. This paper proposed a fast, 

simple and effective data level hybrid technique based on fuzzy 

concept to overcome the class imbalance problem in noisy 

condition. To appraise the classification performance of the 

offered technique it is tested with 40 UCI real imbalanced data 

sets having imbalance ratio ranges from 1.82 to 129.44 and 

compared with 12 other approaches. The outcome specifies that 

the presented hybrid data level technique performed better and 

in a fast manner when compared to other approaches. 

Keywords—Data level approaches; undersampling; 

oversampling; fuzzy concept; imbalanced data-sets; classification 

I. INTRODUCTION 

Classification methods are very useful in solving many real 
life problems. In the research literature, so many classification 
techniques are proposed like Decision Tree, SVM, Neural 
networks etc. These classification techniques work efficiently 
in classifying the balanced data-sets wherein the number of 
instances in the classes are approximately equal. Their internal 
design favors the balanced data-sets. These techniques fail to 
detect classes when used with imbalanced data-set, because as 
per their internal design the results in case of unequal size of 
classes deviate towards the bigger class. These algorithms 
ignore the smaller class as noise. 

In real life situations, sometimes there is a need to detect 
exceptional cases e.g. credit card frauds, tumor detection, 
fraudulent telephone calls, shuttle system failure, text 
classification, oil spill detection, web spam detection, risk 
management, information retrieval, intrusion detection, 
earthquake and nuclear explosion, helicopter gear-box fault 
monitoring [1-4], etc. In such cases, Traditional Classification 
Algorithms do not work well. This problem is identified as 
Class Imbalance Problem (CIP). Class Imbalance problem is 
the classification problem wherein we are using traditional 

classification algorithms to classify data with unequal size 
classes and our objective is to identify smaller class from the 
data. Researchers have addressed this problem in various 
diversified ways and a new field of research has emerged under 
the name Class Imbalance Learning (CIL) and it is evolving 
day by day. In many papers it is referred to as dealing with IDS 
(Imbalanced data sets) or with rare cases or dealing with 
skewed data sets (SDS) or skewed distributions. The smaller 
class in CIL is known as minority class and bigger class is 
known as majority class. 

Class Imbalance Problem does not exist if the purpose is to 
identify majority class, it actually exists because the purpose is 
to identify minority class. The ratio of the number of majority 
to minority class data instances is called imbalance ratio. The 
problem becomes more risky as this ratio increases i.e. when 
data-set is highly imbalanced. The techniques proposed by 
researchers to solve the Class Imbalance Problem are majorly 
classified into data-level approaches (Pre-processing 
techniques), algorithm level approaches and their hybrid forms 
[5-6]. In data-level approach, the researchers have tried to 
balance the data-sets before applying traditional classification 
algorithms so that results may not be overwhelmed by the 
majority class [7-15]. In algorithm level approaches, the 
researchers have worked upon the internal algorithm structure 
and tried to work upon the sensitivity of algorithm towards the 
majority class. These algorithms come under the category of 
cost sensitive algorithms [16-35]. Third approach is the hybrid 
form, which is the combination of data-level and algorithm 
level approaches. The advantage of data level approaches is 
that, the researcher will work at the data level and balance the 
data before classification and hence same classification 
algorithms can be used. This paper proposed a fast and robust 
hybrid data level approach based upon fuzzy logic. The 
proposed method can work with any level of imbalance data. It 
is tested with 40 UCI real world imbalanced data sets and its 
performance is compared with 12 other methods. It is observed 
that performance of proposed method is best compared to other 
methods. Rest of the paper is organized as follows. Section II 
explains the background information required to develop the 
method. Section III describes the proposed approach followed 
by conclusion in Section IV. 

II. BACKGROUND INFORMATION 

This section explains various techniques and terms, which 
are required to develop the proposed approach. 
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A. Density Oriented Fuzzy C means (DOFCM) 

Density oriented FCM is a robust clustering approach, 
which identifies and removes noise from the data based upon 
the density of the data [36, 37]. It uses density factor 
(neighborhood membership) to remove the outliers from the 
data. Density factor of DOFCM is defined as: 

             ( )   
             
 

    
                    (1) 

Where              
  is the total number of points around i  

     is the maximum number of points around any point in 
the whole D. D is the complete data-set. 

DOFCM clusters the data into clusters using the following 
Objective function: 
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Where     is the distance between center of a cluster ‗l’ 

and a point ‗m’ in the data-set.     is the fuzzy membership 
between ‗l’ and ‗m’.   is the fuzziness index. The membership 
equation for DOFCM is as below: 
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B. Modified SMOTE 

Chawla et al. in 2002 proposed Synthetic Minority 
Oversampling approach (SMOTE) [7]. This approach 
randomly selects candidate points and uses interpolation 
method to generate synthetic points in between the selected 
candidate points. Although the method is very simple but the 
limitation of existing SMOTE is that, it is not effective in case 
the data-set is corrupted with noise. In that situation, SMOTE 
method may select noise points as the candidate points (Fig. 1) 
and generate synthetic data within the candidate points. This 
situation may end up by generating more noise points within 
the data-set. 

In the proposed approach, authors have used the variation 
of existing SMOTE method in order to avoid the limitation. 
The proposed method doesn‘t use random approach to select 
candidate points. It uses those points as candidate points which 
have large fuzzy membership values, which means the selected 
points will be close to the center of the minority class. It then 
uses interpolation method to generate the synthetic data 
between selected candidate points and the center of the 
minority cluster. Fig. 2 shows the process of synthetic data 
generation in case of modified SMOTE. In the figure, ‗c‘ is the 
center of cluster, ‗r‘ is the selected candidate point and ‗n‘ is 
the synthetic point generated through interpolation. This 
approach intelligently generates the synthetic points by 
selecting only those points as candidate points, which are close 
to the center point; hence works on the limitation of existing 
SMOTE. 

 

Fig. 1. Limitation of SMOTE 

 

Fig. 2. Modified SMOTE. 

C. Performance Criteria 

Proposed approach used AUC (Area under the curve), F-
measure and G-mean (Geometric mean) performance criteria‘s, 
which are majorly used by researchers in case of imbalanced 
data-sets, to compare the performance of proposed approach 
with their counterparts. As the focus of imbalance data sets is 
majorly to identify minority class so author considered 
minority class as the positive class in the confusion matrix 
(Table I) as mentioned. 

AUC is a plot of false-positive rate on x-axis and true 
positive rate on y-axis. It is the best method to compare the 
performance of multiple classifiers. It is represented 
quantitatively by ROC and is calculated as the arithmetic mean 
of True Positive rate and True Negative rate. 

    
                       

 
            (4) 

Where             represents the amount of positive data 
categorized as positive and             represents negative 
data, which is correctly identified as negative. 

TABLE I. CONFUSION MATRIX 

 Minority (Positive) Majority (Negative) 

True TP (True Positive) TN (True Negative) 

False FP (False Positive) FN (False Negative) 
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F-measure is the harmonic mean of precision and recall. 
Recall is the rate of total positive data, which is correctly 
identified as positive and Precision is the rate of correctly 
identified positive data out of total identified positive data. 
Recall is also known with the name as Sensitivity or True 
positive rate. 

          
(    )                 

                   
           (5) 

Where 

       
       

                
             (6) 

          
       

                
            (7) 

    parameter is used to set the importance of recall or 
precision. 

Geometric mean represents the accuracy of every class. It is 
the geometric mean of True positive rate and True negative 
rate. It considers the performance of both the classes. 

       √                                   (8) 

III. PROPOSED METHOD 

A. Description of the Proposed Method 

This paper proposed fast, robust and effective hybrid data 
level approach based upon fuzzy concept to handle the 
imbalanced data. It is called fast and robust because it can 
handle any amount of noise in the data-set and has least time 
complexity compared to other methods. It is the most effective 
approach in case of real time datasets because of its noise 
resistant nature. It can work with any level of imbalance 
situation. (Refer to Section III-B). Fig. 3 and Fig. 4 show the 
algorithm and model of the proposed approach. 

 

Fig. 3. Algorithm of Proposed Method. 

B. Results and Simulations 

To assess the performance of proposed approach, it is 
tested with 40 UCI real time imbalanced datasets [38] having 
an imbalance ratio ranging from 1.82 to 129.42. The properties 
of 40 UCI data sets are listed in Table VI (Appendix A). 
MATLAB R2018A [39] and Python framework are used to do 
the simulations. Its performance is compared with 12 other 
approaches namely RUSBoost [40], SMT-ENN [43], 
BalanceRandomForest (BRForest)[42], One Sided Selection 
(OSS) [43], ADASYN [44], SVMSMOTE [45], 
SMOTETomek (SMT-TL)[46][41], BorderLineSMOTE (B-

SMT) [45], Edited Nearest Neighbor (ENN) [47], Condensed 
Nearest Neighbor (CNN) [48], Neighborhood Cleaning Rule 
(NCR) [49] and GradiantBoosting (GBoosting)[50]. In these 
simulations, authors have used Decision Tree method (C4.5) as 
the base classifier because in most of the research papers, C4.5 
is widely used by the researchers to compare the methods in 
imbalance domains [51, 52]. Table II, Table III and Table IV 
list the AUC, G-mean and F-measure values of all the methods 
corresponding to 40 UCI real time imbalanced data-sets. 
Table V lists the average execution time against every method. 
As it is not possible to plot all the values hence authors plotted 
the average values of AUC, G-mean and F-measure in Fig. 5, 
Fig. 6 and Fig. 7. Average execution time in seconds is shown 
in Fig. 8. 

C. Visual Interpretations and Discussions 

It is observed from the Table II, Table III, Table IV and 
Fig. 5, Fig. 6, Fig. 7 that the performance of proposed data 
level hybrid method is best and consistent compared to all 
other methods irrespective of any imbalance ratio. It is seen 
that CNN performed worst in every case. The performance of 
RUSboost, GBoosting, ENN, OSS, NCR varies with the 
variation in imbalance ratio. Their performance degrades with 
the highly imbalance data-sets (abalone-19). Performance of 
SMT-TL, SMYSVM, ADASYN, B_SMT and SMT-ENN is 
almost similar in case of every data-set. 

In case of execution time (Table V, Fig. 8), it is reported 
that the execution time in case of proposed method is least 
compared to other methods. Other methods are also taking less 
than one second in execution except CNN, which took the 
maximum time (up to three seconds). 

 

Fig. 4. Model of Proposed Method. 

Input: Imbalance Data corrupted with noise (I-DS) 
Output: Balanced Dataset (B-DS) 

 

Step 1: Cluster the dataset (I-DS) into minority and majority class using 
DOFCM clustering approach. 

Step 2: Record the Fuzzy membership values of minority and majority 

data points. 
Step 3: Reduce the size of majority class by removing those points whose 

fuzzy membership value is low.  

Step 4: Enhance the size of minority class by using modified SMOTE 
concept (Refer to Section II-B) 

Step 5: Combine the modified minority and majority class to generate 

balance dataset (B-DS). 
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TABLE II. AUC VALUES OF 13 APPROACHES 

Data Set 
Proposed 

method 

RUSBo

ost 

BRFor

est 

SMT-

ENN 

SMT-

TL 

GBoosti

ng 

SMTSV

M 

ADAS

YN 

B-

SMT 
ENN 

CN

N 
OSS NCR 

abalone19_b 1 0.57 0.72 0.98 0.96 0.5 0.98 0.97 0.99 0.49 0.4 0.5 0.49 

abalone9_18 1 0.67 0.73 0.92 0.92 0.64 0.93 0.91 0.93 0.61 0.6 0.59 0.71 

ecoli0137_vs_26 1 0.98 0.98 0.99 0.99 0.98 0.96 0.95 0.97 0.95 0.88 0.96 0.98 

ecoli0_vs_1 1 0.98 0.98 1 1 0.98 0.96 0.95 0.97 0.95 0.88 0.96 0.98 

ecoli1 1 0.85 0.9 0.97 0.92 0.86 0.92 0.87 0.9 0.63 0.9 0.92 0.97 

ecoli2 1 0.85 0.9 0.97 0.92 0.86 0.92 0.87 0.9 0.63 0.9 0.92 0.97 

ecoli3 1 0.85 0.9 0.97 0.92 0.86 0.92 0.87 0.9 0.63 0.9 0.92 0.97 

ecoli4 1 0.85 0.9 0.97 0.92 0.86 0.92 0.87 0.9 0.63 0.9 0.92 0.97 

glass_016_vs_2 1 0.67 0.83 0.92 0.95 0.58 0.92 0.92 0.92 0.42 0.42 0.54 0.44 

glass_0123_vs_4

56 
1 0.93 0.98 1 0.98 0.89 0.92 0.95 0.95 0.85 0.66 0.77 0.97 

glass0 1 0.93 0.98 0.97 0.98 0.89 0.92 0.95 0.95 0.85 0.66 0.77 0.97 

glass1 1 0.93 0.98 1 0.98 0.89 0.92 0.95 0.95 0.85 0.66 0.77 0.97 

glass2 1 0.93 0.98 0.97 0.98 0.89 0.92 0.95 0.95 0.85 0.66 0.77 0.97 

glass4 1 0.93 0.98 0.98 0.98 0.89 0.92 0.95 0.95 0.85 0.66 0.77 0.97 

glass6 1 0.93 0.98 1 0.98 0.89 0.92 0.95 0.95 0.85 0.66 0.77 0.97 

haberman 1 0.55 0.79 0.85 0.73 0.61 0.76 0.73 0.78 0.66 0.48 0.67 0.71 

new_thyroid1 0.99 0.98 0.97 0.99 0.96 0.91 0.94 0.97 0.98 0.93 0.75 0.92 0.96 

new_thyroi2 0.99 0.98 0.97 0.99 0.96 0.91 0.94 0.97 0.98 0.93 0.75 0.92 0.96 

pima 1 0.69 0.75 0.88 0.76 0.73 0.72 0.7 0.7 0.84 0.59 0.67 0.8 

segment0 1 1 1 1 0.99 0.99 0.99 1 0.99 0.99 0.91 0.99 0.98 

shuttle_c2_vs_c4 1 1 1 1 0.99 0.99 0.99 1 0.99 0.99 0.91 0.99 0.98 

shuttlec0_vs_c4 1 1 1 1 1 1 1 1 1 1 0.49 1 1 

vehicle1 1 0.61 0.8 0.89 0.84 0.65 0.8 0.84 0.83 0.78 0.57 0.71 0.74 

vehicle2 1 0.61 0.8 0.89 0.84 0.65 0.8 0.84 0.83 0.78 0.57 0.71 0.74 

vehicle3 1 0.61 0.8 0.89 0.84 0.65 0.8 0.84 0.83 0.78 0.57 0.71 0.74 

vowel0 0.99 0.98 0.97 0.98 0.99 0.88 0.99 0.99 0.99 0.96 0.64 0.93 0.98 

wisconsin 1 0.92 0.99 0.97 0.97 0.96 0.97 0.98 0.93 0.94 0.6 0.74 0.93 

yeast_05679_vs_

4 
0.99 0.66 0.82 0.94 0.89 0.72 0.94 0.91 0.9 0.73 0.6 0.8 0.77 

yeast1 0.99 0.67 0.74 0.91 0.79 0.69 0.78 0.76 0.78 0.65 0.56 0.68 0.79 

yeast1v6 0.99 0.67 0.74 0.91 0.79 0.69 0.78 0.76 0.78 0.65 0.56 0.68 0.79 

yeast1v7 0.99 0.65 0.76 0.93 0.91 0.67 0.93 0.91 0.93 0.76 0.48 0.8 0.65 

yeast2_vs_4 0.99 0.92 0.92 0.98 0.98 0.9 0.95 0.94 0.95 0.79 0.59 0.86 0.94 

yeast2_vs_8 0.99 0.56 0.7 0.98 0.95 0.67 0.95 0.94 0.93 0.75 0.89 0.75 0.68 

yeast3 0.99 0.87 0.93 0.94 0.94 0.86 0.96 0.94 0.94 0.87 0.78 0.87 0.93 

yeast4 0.99 0.87 0.93 0.94 0.94 0.86 0.96 0.94 0.94 0.87 0.78 0.87 0.93 

yeast4_u 0.99 0.87 0.93 0.94 0.94 0.86 0.96 0.94 0.94 0.87 0.78 0.87 0.93 

yeast5 0.99 0.87 0.93 0.94 0.94 0.86 0.96 0.94 0.94 0.87 0.78 0.87 0.93 

yeast6 0.99 0.87 0.93 0.94 0.94 0.86 0.96 0.94 0.94 0.87 0.78 0.87 0.93 

yeast1289_vs_7 0.99 0.67 0.78 0.94 0.93 0.55 0.93 0.96 0.95 0.69 0.5 0.63 0.62 

yeast1458_vs_7 0.99 0.64 0.69 0.94 0.92 0.55 0.9 0.9 0.93 0.58 0.47 0.53 0.52 

Average 0.996 0.81425 0.884 0.952 
0.9277

5 
0.80325 0.91525 0.913 0.919 

0.789

25 

0.67

8 

0.797

25 

0.855

75 
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TABLE III. G-MEAN VALUES OF 13 APPROACHES 

Data Set 
Proposed 

Method 

RUSBo

ost 

BRFor

est 

SMT-

ENN 

SMT-

TL 

GBoost

ing 

SMTS

VM 

ADAS

YN 

B-

SMT 
ENN CNN OSS NCR 

abalone19_b 0.996 0.437 0.755 0.975 0.959 0 0.984 0.967 0.991 0 0 0 0 

abalone9_18 0.995 0.585 0.757 0.916 0.92 0.541 0.93 0.908 0.93 0.519 0.55 0.457 0.657 

ecoli0137_vs_26 0.995 0.985 0.757 0.981 0.973 0.541 0.977 0.968 0.968 0.994 0 0 0 

ecoli0_vs_1 1 0.982 0.969 1 1 0.982 0.963 0.953 0.973 0.951 0.866 0.96 0.981 

ecoli1 0.987 0.875 0.914 0.97 0.882 0.87 0.916 0.867 0.896 0.903 0.606 0.92 0.971 

ecoli2 0.987 0.875 0.914 0.97 0.882 0.87 0.916 0.867 0.896 0.903 0.606 0.92 0.971 

ecoli3 0.987 0.875 0.914 0.97 0.882 0.87 0.916 0.867 0.896 0.903 0.606 0.92 0.971 

ecoli4 1 0.875 0.914 0.97 0.882 0.87 0.916 0.867 0.896 0.903 0.606 0.92 0.971 

glass_016_vs_2 1 0.665 0.784 0.921 0.952 0.408 0.917 0.961 0.924 0.429 0.382 0.496 0 

glass_0123_vs_4

56 
1 0.944 0.981 1 0.977 0.887 0.92 0.95 0.947 0.838 0.658 0.754 0.966 

glass0 1 0.944 0.981 1 0.977 0.887 0.92 0.95 0.947 0.838 0.658 0.754 0.966 

glass1 1 0.944 0.981 1 0.977 0.887 0.92 0.95 0.947 0.838 0.658 0.754 0.966 

glass2 1 0.944 0.981 1 0.977 0.887 0.92 0.95 0.947 0.838 0.658 0.754 0.966 

glass4 1 0.944 0.981 0.98 0.977 0.887 0.92 0.95 0.947 0.838 0.658 0.754 0.966 

glass6 1 0.944 0.981 0.98 0.977 0.887 0.92 0.95 0.947 0.838 0.658 0.754 0.966 

haberman 1 0.646 0.746 0.842 0.718 0.535 0.756 0.725 0.777 0.651 0.482 0.667 0.711 

new_thyroid1 0.995 0.96 0.98 0.98 0.956 0.907 0.942 0.974 0.983 0.936 0.707 0.92 0.961 

new_thyroi2 0.995 0.96 0.98 0.98 0.956 0.907 0.942 0.974 0.983 0.936 0.707 0.92 0.961 

pima 1 0.709 0.728 0.884 0.758 0.718 0.712 0.702 0.704 0.833 0.592 0.67 0.802 

segment0 1 1 0.998 0.997 0.995 0.995 0.994 0.997 0.994 0.99 0.908 0.987 0.983 

shuttle_c2_vs_c4 1 1 0.998 0.997 0.995 0.995 0.994 0.997 0.994 0.99 0.908 0.987 0.983 

shuttlec0_vs_c4 1 1 1 1 1 1 1 1 1 1 0 1 1 

vehicle1 1 0.689 0.799 0.885 0.84 0.587 0.804 0.836 0.83 0.784 0.571 0.697 0.733 

vehicle2 1 0.689 0.799 0.885 0.84 0.587 0.804 0.836 0.83 0.784 0.571 0.697 0.733 

vehicle3 1 0.689 0.799 0.885 0.84 0.587 0.804 0.836 0.83 0.784 0.571 0.697 0.733 

vowel0 0.989 0.936 0.968 0.981 0.993 0.874 0.991 0.991 0.992 0.962 0.593 0.926 0.978 

wisconsin 1 0.95 0.99 0.968 0.966 0.964 0.966 0.985 0.928 0.935 0.468 0.715 0.927 

yeast_05679_vs_

4 
0.989 0.32 0.795 0.972 0.891 0.637 0.943 0.907 0.896 0.706 0.544 0.787 0.742 

yeast1 0.963 0.663 0.729 0.913 0.785 0.649 0.779 0.756 0.783 0.636 0.557 0.675 0.789 

yeast1v6 0.963 0.663 0.729 0.913 0.785 0.649 0.779 0.756 0.783 0.636 0.557 0.675 0.789 

yeast1v7 0.933 0.573 0.752 0.925 0.909 0.603 0.933 0.914 0.934 0.734 0.377 0.783 0.589 

yeast2_vs_4 0.984 0.919 0.926 0.981 0.979 0.897 0.95 0.936 0.95 0.769 0.566 0.849 0.963 

yeast2_vs_8 0.993 0.562 0.709 0.984 0.948 0.577 0.946 0.936 0.928 0.707 0.889 0.707 0.621 

yeast3 0.993 0.847 0.941 0.985 0.944 0.853 0.956 0.944 0.943 0.865 0.777 0.86 0.933 

yeast4 0.993 0.847 0.941 0.985 0.944 0.853 0.956 0.944 0.943 0.865 0.777 0.86 0.933 

yeast4_u 0.993 0.847 0.941 0.985 0.944 0.853 0.956 0.944 0.943 0.865 0.777 0.86 0.933 

yeast5 0.993 0.847 0.941 0.985 0.944 0.853 0.956 0.944 0.943 0.865 0.777 0.86 0.933 

yeast6 0.993 0.847 0.941 0.985 0.944 0.853 0.956 0.944 0.943 0.865 0.777 0.86 0.933 

yeast1289_vs_7 0.993 0.659 0.782 0.948 0.929 0.332 0.929 0.958 0.953 0.647 0.413 0.558 0.495 

yeast1458_vs_7 0.993 0.574 0.566 0.925 0.922 0.946 0.905 0.904 0.929 0.439 0.387 0.309 0.293 

Average 0.992 0.80535 
0.8760

5 
0.960 

0.9229

75 

0.76212

5 
0.9152 

0.9141

25 

0.919

2 

0.7929

25 

0.5855

75 

0.7410

75 

0.7942

25 
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TABLE IV. F-MEASURE VALUES OF 13 APPROACHES 

Data Set 
Proposed 

Method 

RUSBo

ost 

BRFor

est 

SMT-

ENN 

SMT-

TL 

GBoost

ing 

SMTS

VM 

ADAS

YN 

B-

SMT 
ENN CNN OSS NCR 

abalone19_b 0.996 0.06 0.043 0.977 0.96 0 0.979 0.968 0.991 0 0 0 0 

abalone9_18 0.996 0.41 0.358 0.918 0.919 0.435 0.908 0.909 0.93 0.267 0.4 
0.27

3 
0.421 

ecoli0137_vs_

26 
0.996 0.41 0.358 0.981 0.978 0.435 0.968 0.972 0.972 0.667 0 0 0 

ecoli0_vs_1 1 0.98 0.964 1 1 0.982 0.969 0.959 0.98 0.923 0.979 
0.95

7 
0.98 

ecoli1 0.987 0.76 0.772 0.97 0.883 0.783 0.918 0.868 0.9 0.852 0.792 
0.85

7 
0.913 

ecoli2 0.987 0.76 0.772 0.97 0.883 0.783 0.918 0.868 0.9 0.852 0.792 
0.85

7 
0.913 

ecoli3 0.987 0.76 0.772 0.97 0.883 0.783 0.918 0.868 0.9 0.852 0.792 
0.85

7 
0.913 

ecoli4 0.987 0.76 0.772 0.97 0.883 0.783 0.918 0.868 0.9 0.852 0.792 
0.85

7 
0.913 

glass_016_vs_

2 
1 0.4 0.375 0.921 0.948 0.286 0.909 0.959 0.923 0.2 0.2 

0.12

5 
0 

glass_0123_vs

_456 
1 0.91 0.917 1 0.977 0.818 0.911 0.941 0.943 0.786 0.72 

0.69

2 
0.966 

glass0 1 0.91 0.917 1 0.977 0.818 0.911 0.941 0.943 0.786 0.72 
0.69

2 
0.966 

glass1 1 0.91 0.917 1 0.977 0.818 0.911 0.941 0.943 0.786 0.72 
0.69

2 
0.966 

glass2 1 0.91 0.917 1 0.977 0.818 0.911 0.941 0.943 0.786 0.72 
0.69

2 
0.966 

glass4 1 0.91 0.917 1 0.977 0.818 0.911 0.941 0.943 0.786 0.72 
0.69

2 
0.966 

glass6 1 0.91 0.917 1 0.977 0.818 0.911 0.941 0.943 0.786 0.72 
0.69

2 
0.966 

haberman 1 0.5 0.613 0.873 0.769 0.4 0.752 0.732 0.766 0.49 0.48 0.5 0.612 

new_thyroid1 0.991 0.88 0.933 0.984 0.95 0.857 0.938 0.97 0.98 0.833 0.96 0.88 0.96 

new_thyroi2 0.991 0.88 0.933 0.984 0.95 0.857 0.938 0.97 0.98 0.833 0.96 0.88 0.96 

pima 1 0.64 0.667 0.89 0.764 0.654 0.707 0.684 0.716 0.8 0.646 0.6 0.798 

segment0 1 1 0.989 0.997 0.995 0.995 0.994 0.997 0.994 0.99 0.965 
0.97

3 
0.951 

shuttle_c2_vs_

c4 
1 1 0.989 0.997 0.995 0.995 0.994 0.997 0.994 0.99 0.965 

0.97

3 
0.951 

shuttlec0_vs_c

4 
1 1 1 0.91 1 1 1 1 1 1 0.974 1 1 

vehicle1 1 0.57 0.693 0.915 0.856 0.475 0.811 0.834 0.838 0.662 0.557 
0.57

4 
0.646 

vehicle2 1 0.57 0.693 0.915 0.856 0.475 0.811 0.834 0.838 0.662 0.557 
0.57

4 
0.646 

vehicle3 1 0.57 0.693 0.915 0.856 0.475 0.811 0.834 0.838 0.662 0.557 
0.57

4 
0.646 

vowel0 1 0.84 0.779 0.982 0.992 0.852 0.99 0.99 0.992 0.962 0.83 
0.89

7 
0.947 

wisconsin 1 0.95 0.987 0.968 0.966 0.961 0.966 0.984 0.925 0.929 0.946 
0.93

2 
0.919 

yeast_05679_

vs_4 
0.972 0.16 0.528 0.955 0.895 0.5001 0.945 0.914 0.905 0.5 0.444 

0.66

7 
0.593 

yeast1 0.966 0.54 0.609 0.922 0.787 0.564 0.78 0.769 0.793 0.5 0.635 
0.55

8 
0.731 

yeast1v6 0.966 0.54 0.609 0.922 0.787 0.564 0.78 0.769 0.793 0.5 0.635 
0.55

8 
0.731 

yeast1v7 0.942 0.22 0.261 0.936 0.906 0.4 0.929 0.912 0.931 0.552 0.222 
0.64

3 
0.3 
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yeast2_vs_4 0.983 0.65 0.686 0.962 0.978 0.71 0.949 0.934 0.949 0.692 0.629 
0.77

4 
0.759 

yeast2_vs_8 0.983 0.32 0.37 0.945 0.947 0.5 0.945 0.932 0.925 0.667 0.5 
0.66

7 
0.421 

yeast3 0.988 0.68 0.748 0.936 0.946 0.776 0.957 0.945 0.944 0.771 0.804 
0.73

1 
0.848 

yeast4 0.988 0.68 0.748 0.936 0.946 0.776 0.957 0.945 0.944 0.771 0.804 
0.73

1 
0.848 

yeast4_u 0.988 0.68 0.748 0.936 0.946 0.776 0.957 0.945 0.944 0.771 0.804 
0.73

1 
0.848 

yeast5 0.988 0.68 0.748 0.936 0.946 0.776 0.957 0.945 0.944 0.771 0.804 
0.73

1 
0.848 

yeast6 0.988 0.68 0.748 0.936 0.946 0.776 0.957 0.945 0.944 0.771 0.804 
0.73

1 
0.848 

yeast1289_vs_

7 
0.96 0.14 0.155 0.953 0.93 0.167 0.908 0.958 0.953 0.276 0.2 

0.21

4 
0.3 

yeast1458_vs_

7 
0.96 0.16 0.116 0.933 0.922 0.182 0.871 0.905 0.932 0.211 0.19 0.1 0.087 

Average 0.989 0.66 
0.6932

75 
0.955 

0.9257

5 

0.66602

8 

0.91187

5 

0.9132

25 

0.920

4 

0.6936

75 

0.6484

75 

0.65

32 

0.7261

75 

TABLE V. AVERAGE EXECUTION TIME (SECONDS) 

Algorithms 
Propose

d 

RUSBoo

st 

BRFore

st 

SMT-

ENN 

SMT-

TL 

GBoostin

g 

SMT-

SVM 

ADASY

N 

B-

SMT 

EN

N 

CN

N 
OSS 

NC

R 

Average Time 

(Sec.) 
0.004 0.513 0.330 0.079 0.054 0.156 0.045 0.019 0.021 

0.04

6 

3.50

6 

0.04

8 

0.05

0 

 

Fig. 5. Average AUC Results of 13 Methods. 

 

Fig. 6. Average G-mean Results of 13 Methods. 

 

Fig. 7. Average F-measure Results of 13 Methods. 

 

Fig. 8. Average Execution Time (Seconds) of 13 Methods. 
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From the simulations and observations, it is concluded that 
proposed method is a robust and fast approach to balance the 
data because it works consistently for any kind of data set 
within least time. 

IV. CONCLUSION 

In this paper, authors proposed fuzzy based fast and robust 
hybrid data level approach to balance the data. Its performance 
is tested with 40 UCI real time data-sets (Imbalance ratio- 1.82 
to 129.44) and is compared with 12 other methods. After 
conducting the simulations, it is observed that proposed 
method can perform consistently with any level of imbalanced 
data compared to others and converge with the least execution 
time. 
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APPENDIX A 

TABLE VI. PROPERTIES OF DATA SETS 

Sr. No Data Sets (Imbalance Ratio) Dimensions Total Size 

1 glass1(1.82) 9 214 

2 ecoli-0_vs_1(1.86) 7 220 

3 wisconsin(1.86) 9 683 

4 pima(1.87) 8 768 

5 iris0(2.00) 4 150 

6 glass0(2.06) 9 214 

7 yeast1(2.46) 8 1484 

8 haberman(2.78) 3 306 

9 vehicle2(2.88) 18 846 

10 vehicle1(2.90) 18 846 

11 vehicle3(2.99) 18 846 

12 glass-0-1-2-3_vs_4-5-6(3.20) 9 214 

13 ecoli1(3.36) 7 336 

14 new-thyroid2(5.14) 5 215 

15 new-thyroid1(5.14) 5 215 

16 ecoli2(5.46) 7 336 

17 segment0(6.02) 19 2308 

18 glass6(6.38) 9 214 

19 yeast3(8.10) 8 1484 

20 ecoli3(8.60) 7 336 

21 yeast-2_vs_4 (9.08) 8 514 

22 yeast-0-5-6-7-9_vs_4 (9.35) 8 528 

23 vowel0 (9.98) 13 988 

24 glass-0-1-6_vs_2 (10.29) 9 192 

25 glass2 (11.59) 9 214 
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26 shuttle-c0-vs-c4 (13.87) 9 1829 

27 yeast-1_vs_7 (14.30) 8 459 

28 glass4 (15.46) 9 214 

29 ecoli4 (15.80) 7 336 

30 abalone9-18 (16.40) 8 731 

31 glass-0-1-6_vs_5 (19.44) 9 184 

32 shuttle-c2-vs-c4 (20.50) 9 129 

33 yeast-1-4-5-8_vs_7 (22.10) 8 693 

34 yeast-2_vs_8 (23.10) 8 482 

35 yeast4 (25.08) 8 1484 

36 yeast-1-2-8-9_vs_7 (30.57) 8 947 

37 yeast5 (32.78) 8 1484 

38 ecoli-0-1-3-7_vs_2-6 (39.14) 7 281 

39 yeast6 (41.40) 8 1484 

40 abalone19 (129.44) 8 4174 
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Abstract—This research describes learning achievement 

assessment technology, especially proctor technology. This study 

compares and contrasts proctoring and non-proctoring 

procedures used for online exams. The sample case used was the 

test scores of students enrolled in Hasanuddin University's 

Indonesian Arabic translation course. The research method used 

was a non-experimental quantitative method that compared 

students' online test results using proctoring and non-proctoring 

systems during online exams. The test scores of 101 students (40 

male and 61 female students) from two different classes were 

sampled. The results of the tests for both classes were collected 

six times: three times using the proctoring method and three 

times using the non-proctoring system. A trend analysis was 

performed on the data. SPSS 26 was used to analyze the data via 

the two-way ANOVA procedure. The results indicate that the 

online proctoring system resulted in lower test scores than the 

online non-proctoring system, while the variables of class and 

gender did not affect the learning results. 

Keywords—Proctoring system; comparative study; Arabic 

translating course; online exam 

I. INTRODUCTION 

Academic dishonesty has long been a concern of 
academicians. As the number of online courses offered by 
universities has increased dramatically, so too has academic 
dishonesty; due to the inherent chances for academic 
dishonesty that online courses present students. This includes 
students collaborating on individual assessments and students 
using sources during tests that are prohibited—e.g., using 
notes and/or the textbook during a closed-book exam. Internet 
plagiarism is also on the increase as a form of academic 
dishonesty [1]. Academic dishonesty is a global problem that 
affects universities in many places. Moreover, multiple studies 
have shown an increase in cheating and plagiarism over the 
last few decades, with various explanations and ideas. The 
rising market for online education is a relatively new element 
of both higher education and academic dishonesty. Online 
education has established a permanent presence in global 
education marketplaces over the last decade and is considered 
to present new chances and problems regarding academic 
dishonesty [2]. 

As online college courses grow more widespread, concerns 
about academic integrity continue to arise. The prevention of 
cheating during unproctored online exams has gained 
significant attention [3]. Academic dishonesty is unethical, 
and exam cheating is more dangerous than other forms[2], 
[4]–[8], [9]. Online education will continue to expand, posing 
new obstacles. One major issue in this is the validity of online 

assessments. Questions concerning cheating arise, such as 
whether the individual taking the examinations is a registered 
student. Student self-reporting has been used to assess online 
assessment cheating. In a previous study, unproctored online 
students' exam results were found to be identical to other 
groups' scores, but their time spent on the exams was much 
more than that spent by the other groups. Due to the extra time 
spent by unproctored students, it is likely that they looked up 
answers during tests [10]. 

Integrity and adaptability are two of the most fundamental 
issues of real-time online examination monitoring systems. 
Several studies have been conducted to examine how dishonest 
students behave during remote assessments and possible 
safeguards against this. Reports and online submissions can 
help reduce academic dishonesty, according to Guangul and 
colleagues 2020 [6]. An optimization-based anti-collusion 
technique for distant online testing was developed by Li et al. 
[11] to minimize the benefits of collusion. A review published 
by Pettit and colleagues [12]–[14] provides advice on how to 
improve candidate authentication and prevent cheating. 

Many methods exist to ensure the validity and reliability of 
online tests, such as deploying an on-site proctor or a real-time 
supervisor system [1], [15]–[22], [18]. One of these real-time 
online supervisor systems is Sikoola [23], which delivers real-
time online monitoring services that take advantage of laptop 
webcams that students use in online exams. Sikoola, an online 
exam app that takes students through the exam procedure and 
monitors their progress, is used to connect students to the 
exam. Students are asked to log in according to the identity 
sent to their respective emails, usually one day ahead. After 
logging in, students must check the network to find out 
whether their internet access is good or not. If the student does 
not check the network, then the student cannot continue to the 
next stage. Next, students must check the laptop or PC webcam 
used for the exam. This webcam will record all the behavior of 
the examinees. If the webcam of the laptop or PC does not 
work, then the student cannot enter the online exam page. 
Students are expected to read all the rules of this online exam 
to avoid recordings that are considered dishonest in the exam. 

The primary goal of this study is to compare the results of 
two different models of skills exams for translating Indonesian 
scripts into Arabic, namely, online exams using Sikoola, 
which utilizes an examinee dishonesty monitoring feature, and 
online exams using a Chamilo-based learning management 
system that is not equipped with a dishonesty surveillance 
feature. 
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To summarize the methods of this study, two websites, 
https://ujian.sikoola.com and https://sikola.unhas.ac.id, were 
employed in the investigation. The Sikoola tests utilize video 
surveillance tools and other features to detect and record 
dishonesty during online exams. While the URL 
sikola.unhas.ac.id gives the exam questions, it does not 
include a function that tracks whether a student has been 
dishonest during the exam 

Based on this explanation, the researcher wants to address 
the following research questions: 

1) Is there a difference in test scores between students 

who use Sikoola and Sikola in translation courses? 

2) Is there a difference in the mean of the two classes 

sampled in this study? 

3) Is there a difference in the mean of the scores acquired 

by female and male students utilizing the two systems? 

II. MATERIALS AND METHODS 

The research method used herein is a non-experimental 
quantitative method that compares students' online test results 
using proctoring and non-proctoring systems during online 
exams in Arabic Translation Skill. 

A. Population and Sample 

The experiment was carried out within Hasanuddin 
University's Arabic Language Study Program, part of the 
Faculty of Cultural Sciences. The participants were second-
year students. In this inquiry, two different classes of 
academic levels are portrayed. These students were 
responsible for programming the Indonesian–Arabic 
Translation course in the last semester of the 2021/2022 
academic year. At the time of the experiment, they were all 
between the ages of 19 and 21. The first class had a total of 52 
students, with 20 men and 32 women in attendance. The 
second class was limited to 20 men and 29 women, with a 
total of 49 students. 

Exams were held six times over the course of three 
successive weeks. Tests were administered every week 
following the lecture schedule. The supervised test was 
administered at the beginning of the lecture, and the 
unsupervised test was administered at the end of the session. 
Thus, students were required to take a test twice a week on the 
two different systems. 

The initial test materials included the criteria for 
translating complete sentences in Arabic, known as al-
mubtada wal khabar in Arabic. The second piece of exam 
content focused on the Arabic ash-shifah wal maushuf, which 
translates as "the adjective phrases." The third and final test’s 
material was a sentence that contains the Arabic term for 
possessive phrases, al-mudhaf wa mudhaf ilaih, which is 
referred to herein as the third test material 

B. Study Design 

Tests were administered six times. Each class was tested 
three times on the website https://ujian.sikoola.com, which 
contains the camera surveillance function and other elements 
that record dishonesty during the exam, and three times on the 
website https://sikola.unhas.ac.id, which does not utilize 

dishonesty recorders. There were 10 questions for each exam 
and a maximum score of 100. Ten points were given to each 
item. It should be noted that this exam was conducted online. 
Students were permitted to take the exam from any location 
with an adequate internet connection. 

Even though these students were already aware of the two 
websites used in this research, they were reminded to adhere 
to exam procedures. The lecturer repeatedly encouraged 
students to check their network connections throughout the 
online exam before starting the exam. Additionally, students 
were required to utilize a laptop/PC equipped with a camera. 
If a student's laptop/PC camera was not functional, they would 
be unable to take the online exam. 

Students must check the network and camera function on 
the website equipped with a dishonesty recording feature 
before the exam. If the internet network is not good, students 
cannot continue to check the camera. Checking the internet 
network is an absolute requirement in online exams to reduce 
complaints from examinees. Some examinees or students 
sometimes do not realize that their internet network 
connection is poor. Students or examinees should find an 
excellent place to access the internet with the internet network 
checking feature. 

In the screenshot of Fig. 1, the instruction language used is 
still in Indonesian. The use of Indonesian is prioritized 
considering that students are not familiar with English and it is 
not the official language. 

 

Fig. 1. A Screenshot of What Students See when they enter the Exam 

Question Room. 

Examinees who have verified their network and camera 
will be taken directly to the exam page. This page contains 
critical information, including questions, question numbers, 
cameras, and remaining time information, as shown in Fig. 2. 

 

Fig. 2. An Image of the Questions on the Exam. 

Check the camera 

Check the internet network 
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On the right, each question number has a color. The blue 
color shows the number of the question being worked on. The 
yellow color means that the question has been answered, but 
the examinee is still unsure of their answer. Therefore, 
examinees can reread the questions and revise their answers. 
The green color means that the question has been answered, 
and the examinee is sure that their chosen answer is correct. 
The white color represents a question that has not been 
answered. The Sikoola application allows examinees to work 
on questions in any order. Examinees can work on the 
questions they think are easy first and then answer the 
remaining questions. The color on the number is beneficial for 
examinees in solving each of these exam questions. 

The above Fig. 2 also shows the Arabic exam questions 
and the number of each question. The exam questions were 
almost the same, but the words that made up the sentences 
were different only in alif-lam (mainly like ―the‖ in English) 
and harakat (marking). Many things can change the meaning 
of a word, like where alif-lam is and how each last letter is 
marked. Therefore, students need to pay close attention to 
each word to find the best translation. 

A camera view is displayed at the top right of the 
examinee's monitor screen. This live recording is transmitted 
to the online exam supervisor for review as can been seen in 
the following Fig. 3. The Sikoola application takes screenshots 
of events every five seconds. Sikoola saves the screenshots to 
its server. 

If an examinee opens another browser or taps on a page 
other than the exam page during the exam, the Sikoola system 
will deliver a warning. This warning will occur after 20, 30, or 
even more seconds, depending on the test parameters. As long 
as a notification appears on the screen, the examinee's mouse 
and keyboard are rendered inoperable. After the warning 
period has expired, the OK button will become active. If the 
examinee hits the OK button, the warning will be removed. 

Online exam designs with dishonesty recording features 
are likely to be a helpful tool for monitoring online exams, 
especially when the exam participants number in the 
hundreds. 

 

Fig. 3. An Example of a Warning from the Sikoola System when a Student 

Opens another Browser or uses the Keyboard to Copy–Paste. 

C. Statistical Analysis 

SPSS 26 was used for statistical analysis. The Wilson 
score interval method was used to obtain the 95 percent 
confidence intervals for prevalence estimations. Pearson's Chi-
squared test was used to compare categorical factors. The 
Shapiro–Wilk test for normality and Levene's test for 
homogeneity were employed to determine whether there was a 
statistically significant difference in the variances of the two 
systems. To evaluate the variations in scores, a General Linear 
Model was used. The variables analyzed were the exam 
system, the student's gender, and their interactions. The mean 
and standard deviation were used to express the data (SD). A 
p-value of 0.05 was used to indicate statistical significance. 

III. RESULT 

The researcher conducted this analysis via the two-way 
ANOVA test using SPSS 26. As a result, the researcher first 
determined the normality and homogeneity of the data. As 
shown in the Table I, the value of Sig. 0.164 > 0.05 indicates 
that the standardized residual was normal. The findings 
indicate that the data are normally distributed, as illustrated in 
Table I. 

TABLE I. TEST OF NORMALITY 

  Kolmogorov-Smirnova Shapiro-Wilk 

  Statistic df Sig. Statistic df Sig. 

Standardized 

Residual for 

SCORE 

0,05 202 ,200* 0,99 202 0,164 

* This is a lower bound of the true significance. 

a Lilliefors Significance Correction 
  

Concerning the variance of the examined variables, it 
should be noted that Sig 0,103 > 0.05 indicates that the 
variance is homogeneous, as referred in the Table II. 

Additionally, as evidenced by the data in the Table III, 
there are two system variables, two class variables, and two 
gender variables. 

TABLE II. LEVENE'S TEST OF EQUALITY OF ERROR VARIANCES A,B 

    
Levene 

Statistic 
df1 df2 Sig. 

SCORE Based on Mean 1,734 7 194 0,103 

 
Based on Median 1,619 7 194 0,132 

 

Based on Median 
and with 

adjusted df 

1,619 7 164,944 0,133 

  
Based on 

trimmed mean 
1,78 7 194 0,093 

Tests the null hypothesis that the error variance of the dependent variable is 

equal across groups. 

a Dependent variable: SCORE 
   

b Design: Intercept + MEDIA + CLASS + GENDER + MEDIA * CLASS + 

MEDIA * GENDER + CLASS * GENDER + MEDIA * CLASS * GENDER 
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TABLE III. BETWEEN-SUBJECT FACTORS 

    Value Label N 

MEDIA 1 SIKOOLA 101 

 
2 SIKOLA 101 

CLASS 1 CLASS A 104 

  2 CLASS B 98 

GENDER 1 Male 80 

  2 Femle 122 

Also, descriptive statistics are presented in Table IV. 

TABLE IV. DESCRIPTIVE STATISTICS 

MEDIA Mean Std. Deviation N 

SIKOOLA 

CLASS A 

Male 78,90 3,216 20 

Femle 79,69 3,423 32 

Total 79,38 3,335 52 

CLASS B 

Male 78,07 4,569 20 

Femle 78,50 3,181 29 

Total 78,33 3,770 49 

Total 

Male 78,48 3,923 40 

Femle 79,12 3,336 61 

Total 78,87 3,575 101 

SIKOLA 

CLASS A 

Male 89,45 2,934 20 

Femle 89,54 2,751 32 

Total 89,51 2,795 52 

CLASS B 

Male 92,28 2,561 20 

Femle 93,17 2,858 29 

Total 92,81 2,749 49 

Total 

Male 90,87 3,074 40 

Femle 91,27 3,327 61 

Total 91,11 3,219 101 

Total 

CLASS A 

Male 84,17 6,146 40 

Femle 84,61 5,844 64 

Total 84,44 5,936 104 

CLASS B 

Male 85,18 8,073 40 

Femle 85,84 7,982 58 

Total 85,57 7,985 98 

Total 

Male 84,68 7,147 80 

Femle 85,20 6,941 122 

Total 84,99 7,010 202 

To address the research questions, the Table V summarizes 
the findings of the two-way ANOVA statistical test: 

1) Sig 0.000 < 0.05 means that there were significant 

differences in the test output results based on the SYSTEM 

variable used in this study. In other words, there were 

differences in student test scores in the exam when using the 

system https://ujian.sikoola.com as a proctoring system or the 

system https://sikola.unhas.ac.id as a non-proctoring system; 

2) As evidenced by the value of Sig 0.071 > 0.05, there 

was no variation in student test scores based on class 

variables; 

3) Similarly, there was no difference in scores between 

male and female students, as evidenced by Sig 0.234 > 0.05. 

TABLE V. TESTS OF BETWEEN-SUBJECT EFFECTS 

Dependent Variable:  SCORE  
  

Source 

Type III 

Sum of 

Squares 
df 

Mean 

Square 
F Sig. 

Corrected 

Model 
7885,882a 7 1126,555 109,76 0 

Intercept 
1393397,68

4 
1 

1393397,68

4 

135758,52

7 
0 

MEDIA 7328,828 1 7328,828 714,047 0 

CLASS 59,802 1 59,802 5,827 
0,07

1 

GENDER 14,658 1 14,658 1,428 
0,23

4 

MEDIA * 
CLASS 

216,881 1 216,881 21,131 0 

MEDIA * 

GENDER 
0,179 1 0,179 0,017 

0,89

5 

CLASS * 

GENDER 
0,603 1 0,603 0,059 

0,80

9 

MEDIA * 

CLASS * 

GENDER 
3,974 1 3,974 0,387 

0,53

5 

Error 1991,176 
19

4 
10,264 

  

Total 
1468975,17

9 

20

2 
      

Corrected 

Total 
9877,058 

20

1 
      

a R Squared = ,798 (Adjusted R Squared = ,791) 

Some examinees' attempts to unfocus or engage in 
academic dishonesty are revealed via proctored online 
examinations. Unethical conduct includes opening the website 
and hitting the keyboard, which is deemed an attempt to 
access another application besides the opened exam page, as 
seen in Table VI. 

TABLE VI. ACADEMIC DISHONESTY 

Classes Gender Unfocus Efforts 

CLASS A Male 16 18 

 
Female 17 18 

CLASS B Male 17 18 

  Female 15 19 

IV. DISCUSSION 

The COVID-19 pandemic has compelled teachers and 
students to alter their academic activities, one of which is 
assessing a student's acquired knowledge. According to 
certain studies, the acceptability of new approaches has been 
consistent across countries [24]–[26]. The primary reasons for 
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student opposition (to the online format) varied in various 
studies but included the risk of cheating or even receiving 
lower grades due to a lack of concentration [27], [28]. The 
former of these is easily overcome by employing a proctoring 
system during the remote electronic examination (like Sikoola, 
as was used in this study). 

Sikola [29] is the website used to administer online exams 
without proctoring features in this study. This webpage is 
based on Chamilo [30]. Similar to other Learning 
Management systems (LMS), the LMS Chamilo application 
has an exercise menu. This menu has a variety of questions 
ranging from conventional types like multiple-choice 
questions to multiple-choice questions that force examinees to 
think more carefully in deciding their responses, such as 
multiple-choice questions with a degree of certainty. 

The proctored website for online examinations is Sikoola. 
Sikoola is a program built exclusively for tests. The website 
Sikola's online exam elements are likewise owned by Sikoola. 
The only difference between the two is the proctoring system 
capabilities in terms of online examinations. 

The statistics in this study demonstrate that student test 
scores were lower when distant electronic examinations were 
proctored. The proctoring system's documentation of the 
online exam process revealed that some students were flagged 
as dishonest throughout the exam. The information gathered 
was the appearance of notifications from examinees who 
wished to access a website other than the exam page. Another 
piece of information supplied by the system is the copy–paste 
usage of the keyboard. It is natural for the test taker's score to 
be lower when the exam is proctored. Additionally, the 
research indicated no difference in test scores when 
considering the class and gender variables. 

The employment of a proctoring system during remote 
electronic examinations does assist institutions in educating 
students to always be truthful throughout exams. However, 
examinees complained that the employment of a proctoring 
system during the remote electronic examination drained a 
significant amount of credit from them; however, this 
assertion was not backed up by reliable statistics. Another 
student complaint apart from credit is the internet network. 
Some students who live outside the city frequently express 
dissatisfaction with the city's internet network. Students report 
having difficulty taking online tests due to insufficient internet 
availability. Students who experience this difficulty frequently 
want a policy requiring them to take a follow-up exam. 

Therefore, under these conditions, the researcher took the 
initiative to prepare an online exam model for Arabic 
translating skills by utilizing an application to monitor 
student’s behavior during online exams. The internet access 
check tool, the PC/laptop camera, and keyboard usage 
monitoring are just a few of the features required to monitor 
the translation skills test from the application. This program is 
anticipated to determine the strength of a student's internet 
connection. This feature's purpose is to educate students about 
the status of their internet access. Thus, if internet access is 
inadequate, the instructor is no longer held responsible for 
slow loading of the substance of the questions being worked 

on. The difficulty, however, returns to students who are 
unprepared for online exams. 

Another must-have feature is a surveillance camera. Every 
modern laptop, by and large, is equipped with a camera. This 
camera can be used when the owner is taking an online exam; 
for example, the camera can be compelled to turn on to 
capture the laptop's owner sitting in front of the screen. This 
online exam application system can periodically record the 
behavior of the laptop owner. 

Additionally, an application that can monitor students' 
laptop keyboard usage is considered necessary for online tests. 
This cheating tracking tool instantly tells the laptop/PC owner 
if someone attempts to use the keyboard during an online 
exam. Thus, if students try to open another browser (new 
window) to search or copy and paste, the proctoring system 
will block the examinee's screen. As a result, students who 
attempt to cheat on online tests will be identified and may face 
disciplinary action. 

The following Table VII summarizes the elements of 
Sikoola that enable it to monitor and record dishonesty during 
online exams. 

TABLE VII. LECTURERS CAN SELECT FROM THESE VARIOUS FEATURES 

WHEN PRAPARING FOR ONLINE EXAMS 

FEATURE CHOICES DESCRIPTION 

Is time 

flexible? 
No Yes 

A flexible period can be set if 

the participants do not begin the 
exam simultaneously. 

Participants can begin the exam 

within the chosen time range 
using flexible mode. 

Minimum 

completeness 

criteria 

Filled with a minimum 

passing grade 

Minimum requirements for 

completion are used to 

determine whether or not a 

participant passes the exam. If 
the lecturer is going to do 

remedial work, only examinees 

who do not meet the passing 
grade are permitted to take it. 

Stop the timer 

when offline? 
No Yes 

When the examinee cannot 

connect to the server, for 
example, during a power outage, 

the countdown timer can be 

paused to ensure that processing 
time is not shortened when the 

participant reconnects. 

Activate test 

tokens? 
No Yes 

The organizer may need 

activation of the test token. 

Participants who do not know 
their exam token are unable to 

begin the examination. The 

institution's supervisor/admin 
can view the exam token. Every 

30 minutes, the exam token will 

change. 

Require 

camera? 
No Yes 

If you select YES, all 

participants must consent to 
camera access. If this is NOT 

permitted, the participant will be 

unable to continue the 
examination. Ascertain that all 

examinees comprehend how to 

use the browser's camera. 
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Enable 

network 

checker? 

No Yes 

If you select YES, all 

participants will be required to 

click the network check button. 

If NO, the individual is unable to 

proceed with the examination. 

Enable 

snapshots? 
No Yes 

If this option is enabled, when 

the examinee's webcam is 

recognized as being out of focus 
in front of the exam screen, a 

snapshot from the examinee's 

webcam is saved and can be 
downloaded in .zip format once 

the test concludes (up to 7 days 

after the exam, after which the 
system will delete it). Please 

keep in mind that this option is 

only effective if your examinee 
is obliged to stare at the exam 

screen constantly. If your 

examinee needs to draw on 
paper, keeping their face down, 

this option should not be 

activated. 

Enable Live 

Score? 
No Yes 

By enabling Live Score, 

institutions can track test taker 
acquisition in real time via the 

session administration menu. 

Please utilize this function only 
when necessary. If it is not 

critical to the institution, we 

recommend that it is disabled. 
Important! For the time being, 

the maximum number of 

participants in a session that can 
activate this function is 500, and 

the sessions must be concurrent. 

Screen block 

duration 
No Yes 

When participants engage with 

other tabs/windows/applications 

outside the test screen display, 
their screen may be blocked 

(they will be unable to 

answer/change questions). Enter 
the duration in seconds during 

which the participant will be 

blocked. If it is set to 0, no 
screen blocking occurs. Take 

note that this approach of screen 

blocking is relatively basic but 
quite successful for participants 

in general.  

Check screen 

ratio? 
No Yes 

If the screen ratio check is 

performed, the system will 

verify the participant's browser 

size every three seconds. If the 
screen size is deemed unsuitable, 

the test page will be blocked 

briefly. Before participants can 
proceed with the exam, they 

must alter the screen size. This 

method is intended to minimize 
the likelihood of participants 

exploiting the split-screen 

feature to launch additional 
windows/applications. 

Allowed 

devices 

PC/ 
Mobiles or 

tablets 

The type of gadget that 

participants may use to work on 

this session is entirely up to 

them. Leave it as-is for 
unlimited access from any 

device. 
laptop 

Limit 

participant 

browser? 
No Yes 

This restriction only allows 

specific browsers to be used. 

Specify the allowed browsers, 

e.g., Edge, Chrome, Safari, etc. 

Limit internet 

provider 

Specify the allowed 

internet provider 

If the test is not being run in a 

dedicated room or no IP address 

limitations are required, leave 

the room selection blank. 

Show final 

result? 
No Yes 

If desired, the outcome (points 

gained) will be shown to 

participants. Additionally, 
improper problem solutions will 

be revealed if this option is 
enabled. These displays are 

offered to participants only after 

completing their work on the 
questions. 

Show rank? No Yes 
This feature will display the 

ranking order of participants. 

Show errors? No Yes 

This feature will indicate 

whether the participant's 

response was incorrect. Caution 

should be exercised when 

activating this function, as it 
may create stress for individuals. 

Show 

discussion? 
No Yes 

This setting is only available if 

displaying errors is also enabled. 
After the test/test period is 

declared complete by the 

system, incorrect answers will 
be revealed along with the 

answer key and discussion (if 

applicable). 

Show Done 

button? 
No Yes 

This button allows the 

participant to exit the exam/test 
even if there is still time 

remaining. 

Thorough 

discussion? 
No Yes 

When the complete discussion 

option is enabled, all answers are 

shown to participants at the 
conclusion of the test, regardless 

of whether they were answered 

correctly or wrongly. 

Engaged 

teachers 

Fill in the teacher's 

name 

This field is optional. The test 

session outcome report is 

accessible solely to the specified 
teacher when completed. 

However, if it is left blank, no 

teacher will be able to view the 
test results. 

Supervisors 

involved 

Filled with the 

supervisor's name 

This field is optional. 

Supervisors may be assigned 

only to monitor the exam's 

progress. 

Report model 

Selected from the 

provided options, 

including standard 

reports, sorting, 

personality 

If you are unsure, use the 

Standard report model. Specific 

report models require the 

development of a question 

package to meet specific criteria; 

please consult us if your 
institution requires this. 

Additional 

information 

Filled with additional 

information 

Fill in the required information 

that has not been provided in the 

online exam system. 

Show 

feedback 

form? 
No Yes 

This feature will display 

feedback from the answers given 

by the examinees. 
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Based on the facts, it was discovered that students were 
murmuring while taking online tests. This behavior is 
regarded abnormal, and as a result, the lecturer talks with the 
mumbling examinee by asking about his or her mouth. 
Evidently, the response to the inquiry was unexpected; hence, 
he had to read with his mouth jumbled to comprehend what he 
was reading. Obviously, this is an entirely different 
explanation from the lecturer's opinion that the student was 
muttering because he was reading the exam questions to his 
colleague standing in front of him, even though the PC/laptop 
used for the exam was not recorded. This fact also 
demonstrates that Sikoola's proctoring method must be 
improved, particularly in capturing students' voices during 
online exams. 

V. CONCLUSION 

A proctoring system is a web-based program that assists 
instructors and students with online exams. In the case of 
Arabic translation examinations, the test scores of students 
who utilized the proctoring system were lower than the test 
scores of students who took the exam without using the 
proctoring system. Additionally, this study established that 
class and gender variables did not affect test scores. The 
online exam system variable—more precisely, the proctoring 
method used during the online exam—impacted the test score. 
A proctoring system in online exams can keep the examinees 
from engaging in dishonest behavior. Further improvements 
can be made to the proctoring system program to enhance its 
capabilities to record and track dishonesty during online 
exams. 

According to recent findings, academic dishonesty appears 
prevalent among students enrolled in Arabic Translation 
courses. It is believed that, with the implementation of the 
proctored system, this unethical behavior among students 
would be eliminated in the future. One of the functions of 
higher education is to instill values in students, instilling the 
belief that academic dishonesty is unethical and should be 
avoided at all costs. 
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Abstract—Groundnut is an important oilseed crop in the 

world, and India is the second-largest producer of groundnuts. 

This crop is prone to attack by numerous diseases which is one of 

the most important factors contributing to the loss of 

productivity and degradation in the quality; both of these finally 

result in a low agricultural economy. Therefore, it is necessary to 

find better and more reliable automation solutions to recognize 

groundnut leaf diseases. In this paper, a deep learning based 

model with progressive resizing is proposed for groundnut leaf 

disease recognition and classification tasks. Five major categories 

of groundnut leaf diseases namely leaf spot, armyworms effect, 

wilts, yellow leaf, and healthy leaf are considered. The proposed 

model was trained with and without progressive resizing while it 

was validated using cross-entropy loss. The first of its kind 

dataset used for training and validation purposes was manually 

created from the Saurashtra region of Gujarat state of India. The 

created dataset was imbalanced in terms of a different number of 

samples for each category. To handle the imbalanced dataset 

problem, the extended focal loss function was used. To evaluate 

the performance of the proposed model, different performance 

measures including precision, sensitivity, F1-score, and accuracy 

were applied. The proposed model achieved state-of-the-art 

accuracy of 96.12%. The model with progressive resizing 

performed better than the traditional core neural network-based 

model built on cross-entropy loss. 

Keywords—Groundnut leaf disease recognition; progressive 

resizing; deep learning; neural network 

I. INTRODUCTION 

The groundnut crop plays an important role in the 
agricultural export commodity and edible oilseed economy of 
India. In the year 2019 alone, total groundnut acreage and 
production in India were 3.931 million hectares and 6.862 
million MT respectively (IOPEPC, 2019)[1], but still, the 
average yield is low. Disease attack is a major factor 
contributing to the loss of productivity, quality, and early death 
of the leaves (Konate et.al., 2020)[2]. Therefore, it is necessary 
to take steps toward developing a fast and accurate groundnut 
leaf disease recognition methodology to increase productivity 
sustainably. This will be of great significance to the various 
stakeholders. Till now almost no commercial tools are 
available for accurate recognition of groundnut leaf disease and 
very less quality research articles are published for the same. 
One of the key reasons behind this might be a lack of 

benchmark datasets available for groundnut leaf disease 
recognition research and experiments. 

In this research, the groundnut leaf dataset was created 
manually from the Saurashtra regions of Gujarat. Initially, all 
images were captured in fixed background squared format with 
the size of 3000x3000 pixel (3 color channels), and then final 
datasets were prepared in different sizes of images including 
32x32, 64x64, 128x128, and 256x256. Based on the thorough 
review of the literature and a comprehensive review carried out 
by (Ngugi et al., 2020; Chouhan et al., 2020; Kaur et al., 2019) 
[3-5] on methods used in leaf disease recognition using image 
processing, machine learning, and deep learning techniques, it 
was derived for the current research work that very few 
researchers have worked on groundnut leaf disease recognition. 
Chen et al. (2019) [6] used spectral index and disease index 
based on their correlation in leaf spectrum range between 
325nm to 1075nm. Their results showed that near-infrared 
regions’ canopy spectral reflectance decreased as the disease 
index increased. In the regression model, normalized difference 
spectral indexes were R938, R761 with the value of R2 up to 
0.68 for peanut leaf spot disease detection. Based on the index 
model high fit between estimated and observed values, they 
concluded that the model could be used for peanut leaf spot 
disease detection. For groundnut disease classification 
(Chaudhary et al., 2016)[7] proposed an improved Random 
Forest Classifier using instance Filter-Resample and attribute 
evaluator methods for balancing the class distributions of the 
multi-class dataset. The proposed method was also applied on 
five different datasets such as Diabetes, Soybean, Audiology, 
Vote, and Breast Cancer, and obtained the value of the F1-
measure in the range between 0.89 and 0.97. They advocated 
that the result of their method was effective when the dataset is 
unbalanced in terms of the number of samples varying among 
different classes. Ramakrishnan and Sahaya (2015) [8] applied 
a backpropagation algorithm for groundnut leaf disease 
detection and classification. Initially, RGB was converted into 
HSV and then plane separation and color features extraction 
steps were carried out. Dong et al. (2019)[9] applied a capsule 
network for peanut leaf disease recognition with the use of 
dynamic routing to overcome the problem of rotational 
invariance and spatial relationships. Their empirical 
observations showed that the recognition accuracy of the 
capsule network is 82.17% which is better than the 
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corresponding value of 81.14% of the convolutional neural 
network. It is notable to mention here that the capsule network 
was originally proposed by Sabour et al. (2017) [10]. 
Vaishnnave et al. (2020)[11] used a convolutional network for 
groundnut disease classification and claimed higher accuracy 
for training and testing on the PlantVillage dataset, but the fact 
is, till now no benchmark image dataset for groundnut diseases 
is released or published by PlantVillage (PlantVillage, 2020) 
[12]. 

Since the introduction of Deep learning, many state-of-the-
art benchmark architectures such as DenseNet (Huang et al., 
2017) [13], Deep residual learning (He et al., 2016) [14], 
Inception-v4 (Szegedy et al., 2017) [15], GoogLeNet (Szegedy 
et al., 2015) [16], VGG (Simonyan and Zisserman, 2014) [17] 
and AlexNet (Krizhevsky et al., 2012) [18] have been found to 
give an incredible performance for object detection and various 
computer vision tasks. Many researchers have also used these 
architectures for transfer learning for plant disease recognition 
e.g. (Fuentes et al., 2018) [19] have used R-CNN, AlexNet, 
GoogLeNet for the identification of tomato leaf disease, (Liu et 
al., 2018)[20] have used AlexNet for apple leaf disease 
detection, (Kaya et al., 2019; Barbedo 2019; Brahimi et al., 
2018; Mohanty et al., 2016)[21-24] have used multiple 
benchmark architectures for multiple plant disease recognition. 

In recent times, convolutional neural network-based 
methods are great in demand for plant leaf disease recognition 
due to automatic deep feature extraction. For corn leaf disease 
recognition and classification (Waheed et al., 2020) [25] 
proposed an optimized dense convolutional neural network 
model. Ji et al. (2020) [26] proposed a Convolutional Neural 
Network-based architecture for multi-label learning for crop 
leaf diseases recognition and severity estimation. To overcome 
the problem of the unbalanced dataset (Zhong and Zhao, 2020) 
[27] have proposed DenseNet-121 as the backbone network 
and used three methods regression, multi-label classification, 
and focus on loss function to identify apple life disease and 
obtained test accuracy of 93.51%, 93.31% and 93.71% 
respectively which was better than the accuracy of 92.29% 
obtained by traditional multi-classification method with a 
cross-entropy loss function. Sethy et al. (2020) [28] used 
different CNN architectures based on deep features using a 
support vector machine to identify rice leaf disease. 

Self-attention CNN-based architecture was proposed by 
(Zeng and Li, 2020) [29] for crop leaf disease recognition. 
Zhang et al. (2019) [30] have used global pooling dilated 
convolutional neural network for cucumber leaf disease 
identification. Karlekar and Seal (2020) [31] proposed CNN-
based SoyaNet for soybean leaf disease classification. Their 
proposed network obtained higher precision, recall, and f1-
score value compared to the other nine state-of-the-art models. 

Almost all the existing CNN-based architectures designed 
for leaf disease recognition and classification perform well at 
some level in terms of precision, recall, f1-score, and accuracy. 
However, the time complexity and model generalization are 
major problems when CNN-based architecture is trained and 

optimized on the high volume of small and large images or in a 
real-time environment due to the range of features and number 
of layers in the architecture. In this paper, a CNN-based 
architecture with progressive resizing for model generalization, 
optimization, and performance improvement is proposed. 

II. MATERIALS AND METHODS 

A. Dataset 

Based on the best knowledge of related literature, almost no 
benchmark dataset of groundnut leaf disease is publicly 
available for research. The dataset for the current research was 
created manually and comprised of five major groundnut leaf 
classes, viz. leaf spot, armyworm effects, wilts, yellow leaf, 
and healthy leaf. All major types of symptomatic leaves were 
plucked manually from the plants and put onto the fixed 
background to capture the images. Initially, all the images are 
captured in squared format with the size of 3000x3000 (3 color 
channels), and then later all the captured images are resized in 
different sizes of 32x32, 64x64, 128x128, and 256x256 for 
model development using progressive resizing. The created 
dataset was divided into a ratio of 80:20 for training and 
testing. All the classes and corresponding labels considered for 
this research are shown in Table I. 

The distribution of training and testing datasets is depicted 
in Fig. 1 which also indicates that the dataset is imbalanced as 
the distribution is not in equal proportion for each class. This 
was solved using the Focal loss function and is discussed in 
section 2.4 in detail. According to the data presented in Fig. 1, 
the most commonly occurring leaf disease in the groundnut 
crop is Leaf Spot which contributes the largest proportion, 
except healthy leaf, in the dataset. Similarly, the least 
proportion in the dataset is comprised of groundnut wilts. 
Notably, it is also a more harmful disease. 

B. Proposed Network Architecture 

The well-known terminologies used in CNN such as a 
convolutional layer, pooling layer, filters, fully connected 
layer, etc., are not addressed here to rule out redundancy. 

Model built on the standard convolutional neural network 
works well when input images are fixed in size. The model 
gives good accuracy when feeding larger images but it takes a 
long time and uses more computation power during the training 
phase. Scale-up and scale-down are required during training 
when input images are very small and large, respectively. 

TABLE I. GROUNDNUT LEAF DISEASE CLASSES AND CORRESPONDING 

LABEL 

Class Name Class Label 

Groundnut Yellow Leaf 0 

Groundnut Wilts 1 

Groundnut Leaf Spot 2 

Groundnut Healthy Leaf 3 

Groundnuts ArmywormsEffect 4 
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(a) Training Dataset.      (b) Testing Dataset. 

Fig. 1. Data Distribution for Training and Testing. 

In this research, we have considered progressive-resizing 
methodology (originally proposed by Jeremy Howard, 2018) 
[32] for training a model to improve the recognition rate and 
for the model generalization. The workflow of progressive 
resizing for the proposed work is as follows: 

Phase-1: The first model was trained on small images with 
the size of 32x32 with 3 color channels. 

Phase-2: The next model was trained on upscaled images 
with the size of 64x64. Here, the layers and weights used in the 
previous smaller scale model were incorporated during 
training. 

Phase-3: The third model was trained on 128x128 images; 
the output of phase-2 was fed as the input of phase-3. Each 
model is responsible to find some new features and patterns 
which were hidden in a previous smaller-scale model. 

Phase-4: The final architecture was built and trained using 
the size of 256x256 images. Each larger scale model 
incorporates the previous smaller scale model in its 
architecture. 

The proposed model was started to be built on 32x32 sizes 
and then scaled up to 4X, where X was the initial size of input 
images. Each phase of the proposed network was trained on the 
specific size of images and extracted some features. The 
trained model was saved with their weights and the weight was 
not changed in further training. Each subsequent phase was 

responsible to extract additional findable features which were 
hidden and not found in the previous phase of the network. 
Models built on small-size images generalize well to larger 
input sizes and they take less time in processing (Howard, 
2018) [33]. The proposed combined architecture is depicted in 
Fig. 2. 

In order to introduce nonlinearity into the model, Rectified 
Linear Unit (ReLU) was used in each convolution operation 
The ReLU function, F(x) = max(0, x), returns x for all values 
of x > 0, and returns 0 for all values of x ≤ 0. 

C. SoftmaxLoss 

Here, the Softmax loss is categorical cross-entropy loss 
which is computed based on class probability generated by 
Softmax activation and using cross-entropy loss function. It has 
been referred to as f(si) and defined as follows: 

      
   

∑     
 

 

Where si, is a network score of each class i in C. 

In this research specifically disease classification, labels are 
considered as one-hot, which means only positive class Cp 
were considered in cross-entropy loss which can be defined as 
follows: 

Cross-Entropy =   ∑   
 
             

 

Fig. 2. Proposed CNN based Architecture [Image by Author]. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 6, 2022 

86 | P a g e  

www.ijacsa.thesai.org 

Target vector t only contained non-zero elements. We can 
write the following equation for cross-entropy loss after 
discarding the elements of summation which are zero because 
of target labels, so ti=tp. 

Cross-entropy =     (
   

∑  
   

 

) 

Where sp is a score of positive class in CNN. 

D. Focal Loss 

The proposed classification also involved the problem of 
the imbalanced dataset. Some classes have a very small 
number of samples whereas some other classes contained 
almost double the number of samples. The network trained 
using an imbalanced dataset makes the network biased towards 
learning in favor of the classes having a higher number of 
samples while the remaining classes go under-looked. To 
tackle the class imbalance problem, a focal loss function with 
the multiplication of cross-entropy loss function with 
modulating factors was used. The Focal Local loss function is 
an improved version of cross-entropy loss which is made by 
adding focusing and balancing parameters in the cross-entropy 
loss function. This enhances the efficiency of the network and 
improves the results of misclassified observations. The focal 
loss function was originally proposed by Facebook AI 
Research (Lin et. al., 2017) [33] for binary classification in the 
object detection task. We have extended the concept of focal 
loss for multi-class classification. The general form of the focal 
loss function is: 

                  
          

The focal loss for multi-class classification can be derived 
as follows: 

                     
             

Where gamma (    is focusing parameter and       is 
softmax used for multi-class classification in cross-entropy. If 
   , then this equation is equivalent the equation of cross-
entropy loss. Tunable focusing parameter   should be   . 
Gamma (   controls the shape of the curve. The higher value 
of gamma     reduces the loss of well-classified observations 
at some level. In this equation          

  is considered as 
modulating factor. 

Finally, focal loss function can be defined with balancing 
parameter for imbalanced data as follows: 

                      
             

Where, alpha ( ) is a balancing parameter. In this case, 
alpha refers to the weights used in the network, and small 
weights were assigned to dominating class while higher 
weights were assigned to the rare class. 

III. RESULT AND DISCUSSION 

The training parameters used for the proposed model are 
shown in Table II. The model was trained on different sizes of 
images starting from 32x32x3and the final model was trained 
on 256x256x3 images. After doing many experiments, the final 
batch size and learning rate were set to 32 and le-3 
respectively. Optimizer Adam was used with the decay of le-5. 

TABLE II. TRAINING PARAMETERS 

Parameter Settings 

Final Input size (256,256,3) 

Batch size 32 

Learning Rate 1e-3 

Optimizer Adam with decay of 1e-5 

The distribution of testing data for each category is shown 
in Table III. 

TABLE III. DISTRIBUTION OF TEST DATASET 

Class Number of Samples 

Groundnuts Healthy Leaf 333 

Groundnuts Armyworms Effect 263 

Groundnuts Wilts 160 

Groundnuts Leaf Spot 293 

Groundnut Yellow Leaf 240 

The core CNN-based model without progressive resizing 
was evaluated using cross-entropy loss with different statistical 
measures, as shown in Table IV. The maximum and minimum 
F1 scores obtained were 0.934773 and 0.853771 for leaf spot 
and Wilts categories respectively. The average accuracy was 
reported to be 0.918823. The evaluation of the proposed model 
with progressive resizing and cross-entropy loss is shown in 
Table V. The result shows that the accuracy of 0.949381 
obtained in progressive resizing is better than the accuracy of 
0.918823 obtained with the core CNN model. 

TABLE IV. CROSS ENTROPY LOSS WITHOUT PROGRESSIVE RESIZING 

  
Precision 

(%) 

Sensitivity 

(%) 

F1 score 

(%) 

Groundnuts Healthy Leaf 0.929509 0.919712 0.924585 

Groundnuts Armyworms Effect 0.929019 0.937031 0.933008 

Groundnuts Wilts 0.857722 0.849856 0.853771 

Groundnuts Leaf Spot 0.938732 0.930847 0.934773 

Groundnut Yellow Leaf 0.919686 0.928934 0.924287 

Weighted avg 0.920766 0.918823 0.919774 

TABLE V. CROSS ENTROPY LOSS WITH PROGRESSIVE RESIZING 

  
Precision 

(%) 

Sensitivity 

(%) 
F1 score (%) 

Groundnuts Healthy Leaf 0.963758 0.958712 0.961228 

Groundnuts Armyworms Effect 0.961034 0.960001 0.960517 

Groundnuts Wilts 0.913827 0.901834 0.907791 

Groundnuts Leaf Spot 0.962093 0.959823 0.960957 

Groundnut Yellow Leaf 0.942003 0.943748 0.942875 

Weighted avg 0.952575 0.949381 0.950971 

The results of the proposed model without progressive 
resizing using focal loss (γ=2) is shown in Table VI. The 
average accuracy of 0.930404 was reported which is better 
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than the accuracy of 0.918823 achieved in cross-entropy loss. 
The training-validation accuracy and training validation loss 
using the focal loss function are depicted in Fig. 3(a) and 
Fig. 3(b) respectively. Here, focal loss down-weighted the easy 
observations and focused training on hard observations of 
imbalanced classes. 

The evaluation results of the proposed CNN-based model 
with progressive resizing using focal loss function is shown in 
Table VII. The obtained average accuracy was 0.961229 which 
is better than the accuracy obtained in all other cases. 
Basically, setting the value of γ> 0 reduces the relative loss for 
well-classified observations, for the proposed model we 
obtained a higher accuracy when γ=2 set. The minimum F1 
score was reported for the Groundnuts Wilts class and the 
maximum F1 score was reported for the Groundnuts 
Armyworms Effect class. The training and validation accuracy 
and loss for CNN-based model with progressive resizing using 
focal loss function is depicted in Fig. 4(a) and 4(b), 
respectively. 

TABLE VI. FOCAL LOSS (Γ=2) WITHOUT PROGRESSIVE RESIZING 

Categories 
Precision 

(%) 

Sensitivity 

(%) 

F1 score 

(%) 

Groundnuts Healthy Leaf 0.937483 0.929594 0.933522 

Groundnuts Armyworms Effect 0.932743 0.942032 0.937364 

Groundnuts Wilts 0.896029 0.88 0.887942 

Groundnuts Leaf Spot 0.9488 0.948921 0.948860 

Groundnut Yellow Leaf 0.926023 0.929782 0.927899 

Weighted avg 0.931809 0.930404 0.931088 

 
(a) Training and Validation Accuracy. (b) Training and Validation Loss. 

Fig. 3. Training and Validation of Core CNN Model with Focal Loss. 

TABLE VII. FOCAL LOSS (Γ=2) WITH PROGRESSIVE RESIZING 

Categories 
Precision 

(%) 

Sensitivity 

(%) 

F1 score 

(%) 

Groundnuts Healthy Leaf 0.978302 0.9702 0.974234 

Groundnuts Armyworms Effect 0.972003 0.98 0.975985 

Groundnuts Wilts 0.92904 0.92893 0.928985 

Groundnuts Leaf Spot 0.97 0.9610212 0.965490 

Groundnut Yellow Leaf 0.958003 0.95 0.953985 

Weighted avg 0.965235 0.961229 0.963217 

 
(a) Training and Validation Accuracy. (b) Training and Validation Loss. 

Fig. 4. Training and Validation with Progressive Resizing and Focal Loss. 

IV. CONCLUSION 

CNN-based architecture with progressive resizing was 
proposed to classify groundnut leaves into classes, namely, 
healthy leaf, armyworm effect, groundnut wilts, yellow leaf, 
and leaf spot which happen to be the most occurring disease in 
groundnut leaves. The proposed architecture with and without 
progressive resizing was evaluated using cross-entropy loss 
and focal loss functions. The obtained results of the proposed 
model without progressive resizing were 91.88% and 93.04% 
using cross-entropy loss and focal loss respectively while the 
average accuracy of the proposed model with progressive 
resizing using focal loss was 96.12%. Based on the empirical 
results, it is concluded that the progressive resizing-based 
model is a more generalized model and it was trained on 
different scales starting from the small-scale images of 32x32 
size while the final model was built using 256x256 size 
images. The results obtained on different scenarios show that 
the CNN-based model with progressive resizing outperforms 
the core CNN-based architecture while the focal loss function 
helped out to deal with the imbalanced dataset problem. In the 
future, we plan to implement the proposed concept to 
recognition of diseases in real-time farm fields by combining 
computer vision technologies. 
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Abstract—The main objective of this paper is to propose a 
simple, low cost, reliable and scalable architecture for building 
Smart Home Systems (SHSs) that can be used to remotely 
automate and control home appliances, using microcontroller. 
The proposed architecture aims to take advantage of emerging 
technologies to make it easier to develop Smart Home systems 
and to provide more management by expanding its capabilities 
suitably. The suggested design intends to make it easier and more 
convenient for many applications to access context data, as well 
as providing a new schematic guide for creating as complete and 
comprehensive Smart Home Systems and data processing as 
possible. Related topics like smart homes and their intelligent 
systems will be addressed by examining prior work and 
proposing the authors' opinions in order to suggest the new 
architecture. The proposed advanced architecture's building 
blocks include Classic Smart Homes, Internet of Things (IoT), 
Context-awareness (CA), Cloud Computing (CC), and Rule-
based Event Processing Systems (RbEPS). Finally, the proposed 
architecture is validated and evaluated by constructing a smart 
home system. 

Keywords—Smart Home Systems (SHS); Internet of Things 
(IoT); Context-awareness (CA); Cloud Computing (CC); Rule-
based Event Processing Systems (RbEPS); Smart Home System 
architecture 

I. INTRODUCTION 
Time, money, and energy are very valuable things. Smart 

Home Systems (SHSs) save time and reduce their owners’ 
stress by ensuring homes are secured even when they are far 
away. Also, they save money and reduce the amount of effort 
put every day into running household helping owners having a 
better life [1], as they alert them of any change, allow users to 
control their homes when they are out, add safety through 
appliance, secure home through automated door locks [2], and 
increase peace of mind and convenience through temperature 
adjustment and lighting control [3, 4].  

The proposed architecture is based on work done by [5], 
Internet of Things (IoT), Context-awareness (CA), Cloud 
Computing (CC) and Rule-based Event Processing Systems 
(RbEPS). Researchers frequently classify the problem of 
control as one of end-user programming, which causes them to 
think about research and assessment in terms of device control. 
End-user programming, on the other hand, gives the user some 
power over reprogrammed or learning-only systems [6]. The 
proposed architecture composition incorporates essential traits 

and technologies from each of the four main paradigms. In the 
construction of smart homes, the Internet of Things (IoT) plays 
a significant role. IoT allows for remote management of mobile 
users/devices/sensors by utilizing an internet connection 
[5,7,8]. Practically anything in a home might be associated 
with the Internet via IoT, allowing for remote monitoring and 
control of all connected objects regardless of time or location 
[9,10]. Smart homes need to detect, expect and react to home 
activities to improve families’ lives through socially 
appropriate and timely assistance [11]. In CA, Sensors can be 
attached to residential systems like air conditioning, lights, and 
other environmental devices. Computer intelligence is 
embedded into home devices by attaching sensors to them in 
order to monitor/control home appliances’ functionalities and 
detect/measure home conditions/context. CC provides scalable 
infrastructures and platforms for accessing home devices and 
developing, managing, and executing home services anywhere 
at any time, in terms of processing power and/or storage space. 
The RbEPS allows building and controlling a full advanced 
smart home [5]. Scaling system capabilities, interestingly, 
might easily transcend some unseen threshold, leaving families 
feeling at the mercy of, rather than in charge of, technology [6]. 

There are four specific problems which are addressed for 
this kind of computing environments, which are: (1) How to 
combine and integrate the building blocks. (2) How to acquire, 
distribute, and store context data. (3) How to create means for 
Smart Home service discovery; for example, how sensors can 
discover resources in the nearby. (4) Because there is no 
universal standard for IoT interoperability, it is difficult for 
devices from various manufacturers to connect with one 
another. 

The following section, the Related Work section, states the 
main four paradigms’ definitions and descriptions. Secondly, 
the paper presents the proposed architecture which contains 
new milestones based on previous work to integrate and link 
the main four paradigms. Thirdly, the proposed architecture is 
examined by building an intelligent Smart Home System 
(SHS). Then, the paper is concluded in section four and finally, 
the future work is stated. 

II. RELATED WORK 
A Smart Home can make things easier as it provides great 

convenience for users by remotely controlled via Internet. It 
appears smart and intelligent because its computer systems are 
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capable of monitoring a wide range of activities. For example, 
the lights will automatically turn off as soon as the sun rises 
[3]. In addition, such systems also provide security and safety 
for their users [1]. Developing such kind of systems are made 
easier with the rise of services provided by IoT, CA, CC, and 
RbEPS, which are discussed in the following subsection. 

A. Related Paradigms 
A Smart Home has advanced automatic systems for 

monitoring, controlling, and automating home capacities with 
electronic devices throughout the house [12]. It is a central 
system that can control and create communication between 
nearly all aspects of the house, which includes lighting, heating 
and air conditioning, security systems, gas and electric 
fireplaces, irrigation systems, doors, appliances, and more 
coming all of the time [13]. A Smart Home may be described 
as a residence which is equipped with modern technology 
sensors, appliances and devices that can be controlled, 
accessed, and monitored remotely in order to deliver services 
to the home's residents [14]. Smart Homes provide unlimited 
number of services, as [5]: (1) Measuring Home Conditions, 
(2) Managing Home Appliances, and (3) Controlling Home 
Access. 

Smart home systems use services provided by Internet of 
Things (IoT). Academicians, researchers, practitioners, 
scientists, professionals, innovators, developers, pioneers, and 
corporate leaders have all come up with their own definitions 
for the Internet of Things. The initial version of the Internet, 
according to all definitions, was about data created by people, 
while the following iteration is about data created by 
things/objects [15]. The Internet of Things' purpose is to allow 
things to connect with anything and anybody at anytime, 
anywhere, and utilizing any path/network and service [16]. 
According to [16], IoT is classified into three categories 
interacting through internet, which are: (1). Things/machine to 
things/machine, (2) People to machine/things, and (3) People 
to people.  The author in [17] defined IoT as “group of 
infrastructures interconnecting connected objects and allowing 
their management, data mining and the access to the data they 
generate.” While [18] defined it as “an open and 
comprehensive network of intelligent objects that have the 
capacity to auto-organize, share information, data and 
resources, reacting and acting in face of situations and changes 
in the environment”. 

Context-aware computing is used to enhance Smart Home 
Systems. It is concerned with computer systems' ability to 
collect contextual knowledge to provide better services. Rather 
than considering mobility as a problem to be solved, context-
aware computing attempts to take advantage of its inherent 
characteristics. A new breed of applications has emerged that 
increase user-app interaction by seeing/detecting the 
surrounding environment. Context-aware applications consider 
both explicit and implicit input. This contextual data is inferred 
from the application's surroundings. Context-aware 
applications are defined in terms of their flexibility, 
adaptability, reactivity, responsiveness, and sensitivity to 
context. The most prominent definition is defined by Dey et al. 
In [19], “Context is any information that can be used to 

characterize the situation of an entity. An entity is a person, 
place, or object that is considered relevant to the interaction 
between a user and an application, including the user and 
applications themselves”. Also [20] defined context as “any 
continuous/discrete, dynamic/static, fixed/mobile, self-
initiated/non-self-initiated, synchronous/asynchronous and 
volatile/nonvolatile available data that describe or characterize 
a principal entity. A principal entity may be a person or an 
object. Each principal entity has a set of elementary, mandatory 
and unique attributes. A principal entity has an associated one 
termed complementary entity. A complementary entity 
describes the principle one and contains any selective, 
secondary, inferred or profiling attributes. Its aim is to give 
more insight and details about the principal entity according to 
the application requirements. This data when captured, triggers 
specific events or enables interaction/querying with an 
application at certain time and responds depending on the 
current context at the time of service/output delivery”. 

As systems based on IoT need a huge amount of data to be 
stored, Cloud Computing paradigm is used. There have been 
many definitions of Cloud Computing by different researchers 
since it can and does mean different things to different people. 
The National Institute of Standards and Technology (NIST) 
defined cloud computing informally as [21]: “a model for 
enabling ubiquitous, convenient, on-demand network access to 
a shared pool of configurable computing resources (e.g., 
networks, servers, storage, applications, and services) that can 
be rapidly provisioned and released with minimal management 
effort or service provider interaction” while [22] defined cloud 
computing as “a paradigm which enables unlearned users as 
well as well-educated developers to create, develop, customize, 
migrate, deploy, and/or manage legacy, custom, and/or new 
applications over the Clouds' infrastructure by providing ease 
of use tools, programing languages, services and/or hardware 
resources on the basis of a predefined Service Level 
Agreement (SLA) with the possibility to reconfigure/change 
application features explicitly by users or 
implicitly/dynamically by Cloud providers such as scaling, 
deployment and/or resource allocation”. 

Event processing systems react to events in the system’s 
environment or user interface and able to perform operations 
on events, such as: reading, creating, transforming, and 
deleting events. These systems examine events or streams of 
events before taking automated actions. Anything that occurs at 
a given moment and can be documented is referred to as an 
event. Pre-defined decision tables or more powerful machine 
learning algorithms can be used to analyze data, and there are a 
variety of actions that can be taken, from generating a new 
event to modifying a customer's experience to scaling cloud 
resources up or down. The key characteristic of event 
processing systems is that the circumstance of events is 
unpredictable and the system must be able to deal with these 
events when they occur [23]. While event processing is 
concerned with detecting events from large event clouds or 
streams in almost real-time, reaction rules are concerned with 
the invocation of actions in response to events and actionable 
situations [24]. 
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TABLE I. A COMPARISON OF RELATED SMART HOME SYSTEM ARCHITECTURES AND THE PROPOSED ARCHITECTURE 

Paper Purpose Technologies Layers / Components 

[5
, 2

01
9]

 An architecture for 
integrating classic 
smart home, IoT, and 
cloud computing.  

IoT, Cloud 
Computing, 
and rule-based 
event 
processing. 

(1) Sensors: not IoT sensors, used to collect internal and external data which transferred via the local 
network to server. 
(2) Processors: used to process sensors’ data and perform local and integrated actions. 
(3) APIs: A collection of external software components used to process sensors data or manage actions. 
(4) Actuators: used to execute commands in the server or other control devices. 
(5) Database: used to store, analyze, present, and visualize the processed data. 

[2
5,

 2
01

9]
 

An architecture for 
big data-driven 
processing and 
management. 

IoT and 
Cloud 
Computing. 

(1) Physical Layer: includes three types of sensing technologies and devices for health, energy, and 
security and safety.  
(2) Fog-computing Layer: includes sensor hubs for simple data processing and computing. 
(3) Network Layer: includes gateway and communication protocols. 
(4) Cloud-computing Layer: It is used for extensive processing, computing and for data communication. 
It includes Data Stream Management System (DSMS), Data Lake, Real-time processing system, and Batch 
processing system. 
(5) Service Layer: includes two main types of data views for operational and analytical data. 
(6) Session Layer: provide standards and APIs to exchange data between services and application layers. 
The RESTFUL APIs and URL-based communication are used in this layer. 
(7) Application Layer: includes all the applications which are subscribed to use or exchange data-driven 
services with such as domestic applications and/or third-parties. 

[2
6,

 
20

19
] An architecture for 

managing 
heterogeneous data 
from third parties.  

IoT and Cloud 
Computing. 

(1) Device Layer: includes connected IoT devices such as sensors, actuators, and/or appliances.  
(2) Gateway Layer: provides the ability to communicate with different smart devices. It also interacts with 
databases for data storage. 
(3) Application and Service Layer: provides the main services related to health and energy. 

[2
7,

 2
02

1]
 

An architecture for 
discovery of resident 
behavior patterns. 

IoT and 
Machin 
Learning. 

(1) Presentation Layer: provides an interface for users to get access to the system.  
(2) Security Layer: provides modules; such as authentication module, to ensure secure access to the 
platform’s functions. 
(3) Control Layer: includes necessary methods/modules; such as user control and automatic control 
modules, to access connected device’s functions.  
(4) Communication Layer: provides communication between different modules and elements through 
APIs such as REST.  
5) Data Layer: provides data of interest and/or information needed for other modules. It consists of device 
data, device history, user data, house data, and configuration rules.  
(6) Devices Layer: includes the communication technology necessary to control and monitor devices such 
as sensors and IoT devices.  

[2
8,

 2
02

1]
 

An architecture for 
home integration and 
automation with 
security services 

IoT 

(1) Application Layer: provides services such as health care, security, video monitoring, entertainment, 
etc. 
(2) Network Layer: uses internet to transmit information to application level. 
(3) Sensing Layer: guarantees that data from all connected devices/sensors are transferred to the network 
layer after processing.  

[2
9,
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02

1]
 An architecture for 

providing secure and 
safe environment and 
reducing energy 
consumption. 

IoT, Cloud 
Computing, 
and Edge 
Computing. 

(1) Device Layer: used to integrate sensors into the system to collect data. 
(2) Broker Layer: used to transmit data and commands from different sensors to the service layer.  
(3) Service Layer: used to receive data from the broker layer to make one or more of the following 
features; data management, software management, personal cloud, and data aggregation. 
(4) Application Layer: used to implement a user-friendly dashboard to manage and control IoT devices.   
(5) Cloud Layer: used to store home data as a long-term storage for future analysis.   

Th
e 

pr
op

os
ed

 
ar

ch
ite

ct
ur

e.
 

For controlling smart 
home systems based 
on context awareness. 

IoT, Cloud 
Computing and 
Context-
awareness. 

(1) Data Collection Layer (DCL): used to sense and collect data from various devices. 
(2) Data Management Layer (DML): used to manage the collected data. 
(3) Context Formulation Layer (CFL): used to formulate a context based on the collected data, while the 
fourth one. 
(4) Service Inference Layer (SIL): used to infer specific activities and tasks according to the formulated 
context. 
(5) Service Management Layer (SML): used to save/manage all this data, information, and/or context. 

B. Related Architectures 
Table I compares among some related Smart Home System 

architectures done by [5,25,26,27,28,29] and the proposed 
architecture in terms of purpose, used technologies and 
consisted layers/components. 

III. CONTRIBUTION 

A. The Proposed Architecture 
As stated in Table I, the proposed architecture composed of 

five phases achieved by five layers as shown in Fig. 1. The 

proposed architecture adds a context-awareness layer; data 
formulation layer, to formulate meaningful data from small 
pieces of data collected by sensors/actuators. 

The first and second layers belong to IoT, the third layer 
belongs to context-awareness, while the fourth layer is for 
Rule-based Event Processing Systems, and the fifth one 
belongs to Cloud Computing in addition to IoT and context-
awareness. All of the architecture layers are discussed as 
follows: 
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• Data Collection Layer (DCL): This layer is responsible 
of collecting data from various user devices, sensors, 
actuators and/or databases (DBs). Smart actuators are 
devices, such as valves and switches that conduct 
activities such as turning items. Sensors collect internal 
and external home data, which is used to measure home 
conditions and recognize its context. Sensors are linked 
to both the home and the devices that are connected to 
it. Users can control the output of smart actuators 
related with household appliances (Smart Remote), 
such as lighting and doors, using User Devices (APIs). 

• Data Management Layer (DML): The main job of this 
layer is to provide required data to the Context 
Formulation Layer (CFL) through the Data Acquisition 
component. All data collected in the DCL is sent across 
the local network to the smart home server (Data 
Storage), which stores the processed data collected from 
sensors and/or cloud services. It will be used for data 
analysis, data visualization, and data presentation. For 
future usage, the processed data is saved in the 
associated database. The Monitor is specifically 
designed to collect data; context attributes, in the 
environment by collaborating with some type of sensor 
equipment, and properly associate it with a context, 
whilst Listeners allow users to subscribe to changes to 
specific data. 

• Context Formulation Layer (CFL): A single sensor, in 
most circumstances, only gives a fraction of contextual 
data diversity and is susceptible to several constraints. 
In order to fully understand and increase benefits of 
captured data, it must be refined by aggregation, 
transformation, interpretation, filtering, and splitting. 
These refinements bridge the gap between the raw 
sensor output and the level of abstraction required by 
applications through one of the following operations. 
Although there is enormous amount of low-level 
context data, it is suggested to store it for better 
monitoring and auditing as well as expanding context 
usage. Context Storage provides a data pool with a 
history of all contextual data obtained. This history can 
be used to access entities' prior contexts, deduce their 
activities, make conclusions about their requests, 
anticipate future situations, and analyze sensor 
performance. Based on [11], context main operations 
and their usage are described in Table II. 

• Service Inference Layer (SIL): The Service Inference 
Layer’s (SIL) responsibility is to infer appropriate 
context services which are related to the formulated 
context given by previous layer and/or any 
acquired/reasoned context. The inference process is 
based on Access Control for security reasons. Context 
Services are controlled by the Access Control 
component, which ensures that client requests are 
authenticated correctly. The access control list, which 
specifies what the requesting clients can access, and the 
means for authenticating the client, are the two main 
aspects of this component. 

• Service Management Layer (SML): The management of 
any component included in this architecture is done by 
this layer. The Data/Context/Service Management is for 
managing any process related to data, context, and/or 
services such as context formulation/acquisition, service 
inference and/or storing data/context while the 
Device/Sensor Management responsibility is to manage 
devices/sensors such as attach/reattach them to the 
Smart Home System. The Communication management 
component is responsible of managing protocols, 
technologies, and/or tools needed for the 
communication process. Also, this layer is responsible 
of the management of Data/Context Storage, Context 
Services and/or the Cloud. 

 
Fig. 1. The Proposed Architecture. 

TABLE II. CONTEXT OPERATIONS 

Operation Usage 

Aggregation 
To construct a higher-level context from a variety of 
logically connected context data collected from various 
sensors. 

Transformation To convert context data into an appropriate format. 

Interpretation For reusability, the same attributes may be interpreted 
differently in different contexts.  

Filtering To select an appropriate context by filtering in different 
context data values. 

Splitting To extract the sensed attribute according to the needed 
data/format. E.g., extract hours from timestamp. 
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B. Mapping the Proposed Architecture 
In this section, an implemented Smart Home system (SHS) 

is build based on the proposed architecture, as shown in Fig. 2, 
SHS consists of eight main components which are described in 
the following Table III. 

C. Applying the Proposed Architecture 
The proposed architecture was applied to implement a 

Smart Home System using the following hardware: (1) 
Arduino Uno microcontroller board, (2) ESP32 chip 
microcontroller with integrated Wi-Fi and dual-mode 
Bluetooth, and (3) Sensors & Actuators such as: (Solenoid 
Valve, 4x4 keypad, R305 Optical Fingerprint Scanner Sensor, 
FC-28 Soil moisture Sensor, rain sensor, photoresistor sensor, 
PIR sensor, DHT11 Sensor, and MQ2 gas sensor), while the 
software needed for implementation is as the following: (1) 
Arduino Integrated Development Environment (IDE). Code is 
written in C++ with an addition of special methods and 
functions. (2) IFTTT Driver, which is a software platform that 
links multiple developers' applications, devices, and services in 
order to trigger one or more automations involving those 
applications, devices, and services. (3) MQTT, which is an 
"IoT" connectivity protocol. It was created to be a very light 
weight publish/subscribe messaging service. (4) an account on 
the Ubidots cloud by which events are sent, triggered, and 
brought via Email, SMS, Telegrams, or Voice Call based on a 
customized design rule created in the application. 

A SHS complete scenario may be detailed as: (1) The 
owner enters the smart home by inputting his/her password on 

the keypad or finger on the fingerprint sensor. The door will 
open in case of a known owner, otherwise an alarm will be 
fired, and a message will be sent to the owner if three tries to 
open the door are failed. (2) When the owner enters the house, 
his/her motion will be detected by the motion detection sensor. 
The light will be automatically turned on. It will be opened and 
closed using Google assistant or Ubidots cloud. In the night, 
lights out-of-doors will be turned on based on signals got from 
the photoresistor sensor. (3) If the temperature sensor detects 
temperature increase to a certain degree and the motion 
detection sensor detects that there is a movement in the room, 
the air conditioner will be opened and a message to inform the 
owner will be sent. (4) When the soil sensor detects that the 
quantity of water in soil decreases, the solenoid valve of water 
will be opened until the value of sensor will be increasing and a 
message will be sent to owner to monitor the condition of soil 
through the cloud. (5) When the rain sensor detects that it's 
raining, a message will be sent to the owner that rains fall 
outside. (6) If the gas sensor detects a gas leak, an alarm will 
be fired, and a message will be sent to the owner. (7) If 
someone asked to open the garage door, the Infrared obstacle 
avoidance sensor module detects there is a car inside the garage 
or not. The door will be opened using Google assistant if there 
is no car inside. 

When any specific activity occurs, SHS gets to work. 
Table IV, shows some defined activities and related actions 
inferred according to those activities. 

 
Fig. 2. The Implemented Smart Home System (SHS). 
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TABLE III.  THE PROPOSED ARCHITECTURE MAIN COMPONENTS 

Component Description Usage 

User Device 
Allows users to regulate the outputs of smart 
actuators connected to home appliances (Smart 
Remote) mobile phone. 

Control the connected home devices from smart home app (IFTTT). 

Home/Residential 
Gateway  

Permits a small network, known as a Local Area 
Network (LAN), to be connected to a larger 
network, known as a Wide Area Network (WAN). 

It connects home elements with the Internet via Wi-Fi. 

ESP32 
The ESP32 is a family of low-cost, low-power 
system-on-a-chip microcontroller that incorporate 
implicit Wi-Fi and dual-mode Bluetooth. 

The principal usage of this board is dealing with all communication, sensor 
readings, and outputs. 

Ubidots  

Ubidots is an Internet of Things (IoT) data 
analytics and visualization company. It keeps dots 
from devices into variables, and these dots have 
timestamps associated with them. A “dot” or a 
data-point is framed each time a gadget refreshes a 
sensor esteem in a variable. 
The following items are found in each dot: 
- Value: A numerical value. Ubidots takes values 

of up to 16 floating-point in length. 
- Timestamp: Unix Epoch time, in milliseconds. 

If not determined, then servers will assign one 
upon reception. 

- Context: A set of unlimited arrangement key-
value pairs with no restrictions. Latitude and 
longitude coordinates of GPS devices. 

It is the cloud by which the computing and storage takes place on servers in 
a data center, instead of locally on the user device. It enables users to access 
files and applications from almost any device. So, users can control their 
home anywhere. 
Sensor data is transformed into useful information for corporate choices, 
machine-to-machine interactions, educational research, and increased global 
resource economization. 

IFTTT 
Stands for “If This Then That”, known as IFTTT is 
a freeware web-based service that builds applets, 
which are chains of basic conditional statements. 

IFTTT helps connecting different applications and devices, manage them 
from Google assistant in phone. 

Database 
A repository for storing data collected from 
sensors and/or cloud services that has been 
processed. 

Utilized for data processing, data visualization, and data display for future 
usage. 

Google Assistant This service works with Google Home or Pixel 
devices. It's incredibly flexible.  

Used to create custom voice commands for home control, send updates, and 
more. 

Webhooks 
Webhooks are the way by which apps can send 
automated messages or information to other apps 
when something happens. 

Used for speaking between online accounts and receiving automatic 
notifications when something new occurs. It is used to send data from one 
application to another automatically. 

Sensors / Actuators 
Collect data from both inside and outside the 
home. They are connected to the home and to the 
gadgets that are connected to the home 

Used to capture data and send it to the smart home server on a regular basis 
across the local network. 

- Fingerprint It is one of the most secure methods for detecting 
and identifying authorized persons.  Used to make pretty sure about security needs.  

- Soil Sensor Determine the volumetric water content in soil.  It aids home owners Knowing their gardens' specific soil moisture 
conditions for helping them better managing their irrigation systems. 

- Temperature/humidity 
Measures the temperature/humidity and converts 
input data into electronic format for 
recording/monitoring.  

This sensor may simply be connected to any microcontroller, such as an 
Arduino or a Raspberry Pi, to measure temperature and humidity in real 
time. 

- Motion Designed to detect and measure movement. Used to detect the movement of home owners to perform highly specific 
functions. 

- Photoresistor 
Light sensitive resistors most often used to indicate 
the presence or absence of light, or to measure the 
light intensity. 

Utilized when it is required to detect the presence and absence of light or 
measure the light intensity. 

- Gas Sensor The gas sensor is an electrical device that detects 
the presence of gas in the atmosphere. 

Utilized to detect the presence of gases such as LPG, propane, methane, 
hydrogen, alcohol, smoke, and carbon monoxide in the air. 

- Keypad 

A keypad is a set of buttons arranged in a block or 
"pad" which bear digits, symbols, or alphabetical 
letters. Pads mainly include numbers are called 
a numeric keypad.  

Used for the entry of PINs including Point of Sale payment devices, ATMs, 
vending machines, combination locks and digital door locks. 

- Rain sensor 
The rain sensor module is a simple tool for 
detecting rain. It is a rain-activated switching 
gadget.  

When a raindrop falls through the rainy board, it can be used as a switch, as 
well as for gauging rainfall intensity. Rain sensors have two primary 
applications: (1) is a water-saving device that is attached to an automatic 
irrigation system and causes the system to shut down if it rains. (2) is a 
device that protects the interior of a car from rain and allows windscreen 
wipers to operate in automated mode. 
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TABLE IV            SHS MAIN ACTIVITIES AND ACTIONS 

Service Activity Initialization Sensor/Device Input Processing Output/Action 

Sm
ar

t L
ig

ht
in

g 
sy

st
em

 

Inside home. 

Owner enters 
the home. 

Owner 
movement. 

A passive infrared 
sensor (PIR). 

Signal from 
the motion 
detection 
sensor. 

The system detects 
there is a movement. 

The light automatically turns 
on. It will be opened and 
closed using Google assistant 
or Ubidots cloud. 

Outside 
home. Sun set. Photoresistor 

sensor. 

Signal from 
the 
photoresistor 
sensor. 

The system detects 
that it is night. 

Lights out-of-doors will be 
turned on only in the night. 

Sm
ar

t S
ec

ur
ity

 sy
ste

m
 

Fingerprint 

A person puts 
his/her finger 
on the 
fingerprint 
sensor. 

Detecting finger 
on fingerprint 
sensor. 

Fingerprint sensor. Person 
fingerprint. 

The system compares 
between this 
fingerprint and 
enrolled fingerprints; 
then sends a signal to 
door lock and alarm. 

1) If the fingerprint/password 
is known: the door will open.  
2) If a wrong 
fingerprint/password was 
entered three times: turn 
alarm on and send owner a 
message that there was an 
attack. Keypad 

A person enters 
his/her 
password. 

Entered 
password in the 
keypad. 

keypad 4*4 
standard 
device. 

The entered 
password.  

The system compares 
between the entered 
password and saved 
ones, then sends a 
signal to door lock 
and alarm. 

Smart watering 
system. 

No or less water 
in soil. 

The quantity of 
water soil 
decreases. 

FC-28 
Soil moisture 
sensor. 

The value of 
soil sensor. 

Solenoid valve of 
water opens. 

The solenoid valve of water 
will be opened until the value 
of sensor increases. A 
message to owner will be sent 
to monitor the conditions of 
soil through the cloud. 

Smart Rain system Rain drops fall 
on the sensor. 

The rain drop 
fall. Rain sensor. The value of 

the rain sensor. 
The sensor detects 
that it's raining. 

A message will be sent to the 
owner that it’s raining. Store 
that in the database weather 
session. 

Smart Temperature 

A certain 
temperature 
degree has 
reached and 
there is a 
movement. 

The temperature 
degree increases 

DHT11 Precision 
humidity & 
temperature. 

Temperature 
degree and 
movement in 
the room. 

Temperature will 
adjust by opening air 
conditioner. 

Temperature will adjust by 
opening air conditioner and a 
message was sent to inform 
the owner. 

Smart Gas system 
A gas leak is 
detected by the 
gas sensor. 

There is a gas 
leak in the home. 

MQ2 smoke, gas, 
liquid-field 
module.  

The gas 
sensor's value. 

The gas sensor 
detects the leak and 
alerts the alarm 
system. 

The owner will receive an 
alert message, and the alarm 
is fired. Data is stored in the 
database. 

Smart Garage door Detecting car in 
the garage. 

A person asked 
to open the 
garage door. 

Infrared obstacle 
avoidance sensor 
module. 

Number of 
cars inside. 

Detect if there is car 
inside or not and send 
a signal to door lock. 

Unlock the garage door if 
there's no care inside using 
Google assistant. 

IV. CONCLUSION 
Smart homes are large systems that comprise a variety of 

technologies and applications that can be utilized to provide 
home protection and control. They have wireless 
communications, sensors, monitors, and tracking connections. 

An efficient technique for smart home systems was 
presented and implemented in this paper. The proposed 
architecture shows how to combine benefit features from IoT, 
Context-Awareness, Cloud Computing and Rule-based event 
processing systems paradigms to facilitate the building of 
Smart Home systems in a more systematic manner. 

The implemented system has been subjected to a range of 
tests and experiments. These experiments demonstrate the 
concept of employing ultrasonic sensors to create a house 
navigator that can measure and control temperature in all 
rooms, detect any fires, water leaks, smoke, and/or detect any 
motion in the home. Furthermore, these experiments 
demonstrate how to observe and track the home by sending 

messages to the owner about actions that have occurred, as 
well as how to secure it using an access code. 

Three microcontroller system designs were used to create a 
central control system for the entire house. These designs were 
for home access control, temperature validation, and a control 
board system that would connect all of the security and control 
circuits. 

V. FUTURE WORK 
Regarding the proof-of-concept system developed by this 

work, it is understood that it provides a subset of a fully 
functional smart home system. Therefore, the first 
recommendation would be to develop and implement other 
areas. Additionally, future work should also include the 
implementation of the core as a web service and the 
development of a web-based user interface to accommodate 
heterogeneous web-based clients. 
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There are several improvements that might be made to the 
existing system to improve sensing and detection accuracy. 
There are also a variety of different sensors that can be utilized 
to improve the security and control of the home. 
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Abstract—In many cases, especially at the beginning of 
epidemic disaster, it is very important to be able to determine the 
severity of illness of a given patient. Picking up the severe status 
will help in directing the effort in a proper way. At the beginning, 
the number of classified status and the available data are limited, 
so, in such situation, one needs a system that can be trained based 
on limited data to give a trusted result. The current work focuses 
on the importance of the bioscience in differentiation between 
recovered patients and mortalities. Even with limited data, the 
decision trees (DT) was able to distinguish between recovered 
patients and mortalities with accuracy of 94%. Shallow dense 
network achieved accuracy of 75%. However, when a 10-fold 
technique was followed with the same data, the net achieved 99% 
of accuracy. The used data in this work was collected from King 
Faisal hospital in Taif city under a formal permission from the 
health ministry. PCA analysis confirmed that there are two 
parameters that have the greatest ability to differentiate between 
recovered patients and mortalities. ROC curve reveals that the 
parameters that can differentiate between recovered patients and 
mortalities are calcium and hemoglobin. The shallow net gives an 
accuracy of 92% when trained using calcium and hemoglobin 
only. This paper shows that with a suitable choosing of the 
parameters a small decision tree or shallow net can be trained 
quickly to decide which patient needs more attention so as to use 
the hospitals resources in a more reasonable way during the 
pandemic. All codes and data can be accessed from the following 
link “codes and data”. 

Keywords—COVID-19; pandemic; shallow net; deep learning; 
decision trees; ROC curve; PCA analysis; biomarkers 

I. INTRODUCTION 
During the early days of any pandemic, it is very important 

to provide a quick and sheep tool to detect infected people [1]. 
Also, it is very important to provide a tool to differentiate 
between the degrees of infection [2]. Moderate infections can 
be treated at home [4] but severe cases need to be under 
intensive care [3]. Intensive care needs huge resources that 
might not be available especially in areas that suffer from the 
low quality of health services [5]. Also, providing a service to 
differentiate between moderate cases and intensive cases 
should be with low cost for developing and especially for use 
[6]. 

This work will explore developing a cheap tool based on 
few data that can be collected at the early days of the 
pandemic. COVID-19 is an example of pandemic related to 
respiratory system but affects all body systems [7]. 

Many studies concentrated on detecting and clustering the 
cases based on images of lunges [8, 9, 10, 11]. Few papers give 

some interest to the levels of essential body parameters like 
hemoglobin, vitamins, and mineral levels as a tool to 
differentiate between categories of severe and light infections 
[2, 12, 13]. Most of these papers consider only one aspect to 
analyze and use as a tool of detection. Few papers discussed or 
proposed an intelligent tool to classify the infection degree [2, 
14, 15]. No work discussed the computation cost of such tools 
and its validity to be applied in poor areas where health 
services might not be available. 

In this work, the proposed solution can be applied based on 
the available resources, (Resources here means the availability 
of data and the availability of computing resources). Decision 
trees can be used in the case of availability of few cases with a 
good number of parameters, but it needs a suitable computing 
resource to be distributed over cloud or edge environments 
[16]. Another alternative is the shallow nets. Shallow nets do 
not need a big number of parameters and in many cases, it can 
achieve an accepted accuracy [17]. Based on experienced 
works in the pandemic domain, a suitable and limited number 
of parameters can be proposed to be used as the classification 
parameters. Providing such limited number of parameters 
might be expensive and cannot be provided in a suitable time 
[18]. So, getting a good sample of complete data to be analyzed 
using “reduction dimensionality tools” will help to reduce the 
number of parameters [19]. 

In this work, PCA and ROC curves will be used to 
determine the most important parameters. Also, the work will 
check the validity of training a shallow net on these limited set 
of parameters. The results ensure that training a shallow net on 
carefully reduced set of parameters will produce a light model 
that can differentiate between the patients’ classes with a high 
suitable accuracy. 

The remaining of this paper will continue as follows. 
Section II provides information regarding related works. The 
methods are explored in Section III. Detailed experiments and 
results are explored in Section IV. Finally, the whole paper is 
concluded in Section V. 

II. RELATED WORK 
This part will explore studies made to detect COVID-19 

using AI approaches and different studies based on the type of 
data. Some studies depended on X-Ray images, then studies 
that use a mix of X-Rays and other symptoms. Also, it will 
explore studies that either used an AI for purpose different 
from detecting COVID-19 or used a different type of data. 
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Finally, studies that tried to review works related to AI and 
COVID-19 will be reviewed. 

Based on images for X-Rays, some papers proposed a 
method to predict and detect COVID-19. For example, 
Qayyum et al. proposed a new depth-wise dense network to 
compete the ordinary convolutional layers in detecting 
COVID-19 based on analyzing image of lungs x-rays for 
suspected cases [7]. Sharma et al. proposed a deep learning 
model for quick identification of COVID-19 infected patients 
based on chest X-ray images. They implemented a variety of 
methods for data augmentations [8]. Jin et al. proposed a deep 
convolutional neural network for quick COVID-19 detection 
[9]. Vaid et al. developed a deep learning model that consists 
mainly of convolutional neural networks to improve the 
accuracy of detecting and predicting COVID-19 cases based on 
chest X-ray scans [10]. Based on Chest CT, Harmon et al. 
applied a series of deep learning algorithms to classify patients 
with COVID-19 [11]. 

Since the X-Rays images do not provide a quick tool to 
detect COVID-19 early enough, some works tried to combine 
X-Rays images with additional data in one model for more 
efficient system. For example, Ming et al. developed a method 
to separate between patients with COVID-19 and healthy 
individuals depending on clinical and laboratory testing data 
and imagining data. They developed a deep learning model for 
feature extraction then fed these data to three machine learning 
models for the classification process [2]. Attaullah et al. 
proposed a method that depends on X-Rays images and labeled 
patients’ symptoms for early detection of COVID-19. All 
features are fed to a deep learning model that can benefit from 
the characteristics of patients’ symptoms in early detection of 
COVID-19 and X-rays images that can define the type of 
infection [12]. Depending on a combination of chest CT and 
clinical symptoms, exposure history and laboratory testing, 
Mei et al proposed an AI algorithm for quick and accurate 
diagnosis of cases with COVID-19.[13]. Mario et al. proposed 
a machine learning method to detect risk COVID-19. They 
used historical data that include medical history, demographic 
data, as well as COVID-19-related information. The aim of 
their work is to differentiate between recovered patients and 
mortalities [14]. 

Some works tried to explore problems other than detecting 
or classifying COVID-19 patients. Also, some works 
implemented non-ordinary data for classifying or detecting 
COVID-19 patients. For example, JAMSHIDI et al. proposed 
intelligent framework to help physicians and researchers in 
detecting and treating COVID-19. The framework depends on 
unstructured and structured data that are fed to three types of 
deep learning net to implement each different data type [20]. 
Laguarta et al. proposed a method that depends on Cough 
Recordings only. Based on cough recordings of biomarkers can 
be extracted and used to monitor the patient in real time mode 
to detect COVID-19 in low cost [21]. Nawaz et al. used 
artificial intelligence methods to analyze hidden pattern in 
COVID-19 genome and then used these patterns to evaluate the 
ability of predicting nucleotide base(s) from historical data. 
Also, they used AI to analyze the mutation possibilities in the 
structure of COVID-19 genome [22]. Based on patients’ self-
reported symptoms, Obeid et al. proposed convolutional neural 

network for predicting COVID-19. The algorithm was fed by 
unstructured patient data collected through telehealth visits to 
predict COVID-19 possible infection [23]. 

Since there are a plenty of works related to AI and COVID-
19, many works presented a review for these works to define 
the main trends in these works and try to define the main 
factors that direct these studies and affect their results. For 
example, Ahmad et al. compared between methods for 
predication COVID-19 depending on decision tree properties, 
the method can predict COVID-19 cases although there is 
imbalance in data availability [24]. Vaishya et al. reviewed 
possible application of AI in COVID-19. The study aimed to 
define the important application and their possible usages in 
the future to deal with pandemic like COVID-19 more 
effectively. The study results show that there is a proper 
application for screening, analyzing, prediction and tracking of 
current patients and future patients [25]. Shi et al. focused on 
reviewing works done during COVID-19 pandemic focusing 
on the integration of AI with X-ray and CT. They reported 
COVID-19 research works in enhancing the available 
technologies in the field of image acquisition scanning and 
image protection methods. Some works provide means to 
increase the accuracy of segmentation diagnosis, and follow-up 
methods [26]. Swapnarekha et al. reviewed methods proposed 
on decision trees, SVM and neural networks as well as 
statistical and mathematical models for COVID-19 detection. 
The work analyzed the factors that affect the efficiency of the 
classification method like the classification method and the 
impact of COVID-19 on the nature of data. Also, they 
discussed important research directions on COVID-19 research 
[27]. Ilyas et al reviewed many works that tried to classify 
patients with COVID-19 based on chest x-rays. Basically, all 
studies tried to develop a method for automatic detection of 
COVID-19. Varieties of deep learning models were built to 
overcome the difficulty to decide if the pneumonia was caused 
by COVID-19 or another cause [28]. Albahri et al. performed a 
study to review the proper AI studies in the field of detecting 
and predicting COVID-19 infections. The study tried to 
propose a systematic model to evaluate AI techniques for 
COVID-19. The work revealed the importance of combining 
between multi approach in the classification process [29]. 
Murphy et al. evaluated AI system for detection of COVID-19 
based on chest X-Raya images. Six experts evaluated each 
testing image and their evaluation compared to the results of 
the AI system. AI system could outperform the experts and 
achieved an area 0.8 under ROC curve [30]. Piccialli et al. 
discussed the role of AI in facing COVID-19 pandemic. The 
work shows that AI alone cannot be enough without human 
clinical skills to detect or predict COVID-19. However, AI 
approved that it could play a significant role in health 
emergency and complex scenario of such pandemic. [31]. 

Recently, algorithms based on the intelligent behavior of 
animals and insects have been adopted in research and 
classification methods, such as the behavior of bees in swarm 
optimization techniques for medical diseases detection [32, 
33], which aims to predict and classify diseases. 

Also, depending on the characteristics of cooperative birds, 
hawks, methods for searching for preys by field detection have 
been developed [34]. The bat's radar feature was also relied 
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upon to develop research methods that depend on the concept 
of echo as a basis for the research process [35]. 

Despite huge amount of works presented to tackle the 
COVID-19 pandemic, few works concentrated on studying the 
importance of reasonable use of resources in hospitals 
especially in poor areas in the world. This work presents a 
cheap and quick approach that can be built quickly on a well-
chosen data set to develop a light model that consumes a little 
computation power and less data to differentiate between 
severe and light cases during pandemic. The proposed model 
enables the decision-maker stationed in the place of receiving 
infected cases to identify severely infected cases that need 
intensive care inside the hospital from those that can be sent 
home to complete treatment safely. 

III. METHOD 
Fig. 1 explains the steps followed in this work. A shallow 

net consists of three dense layers was used to classify a number 
of samples. Also, a decision tree was built for the same 
purpose. The results reflect a huge gap between the accuracy of 
decision tree and shallow net. A cleaning and investigation 
process based on PCA and ROC curve determine which 
parameters have the main role in discrimination between 
recovered patients and mortalities. The shallow net was 
retrained using the principal components to show that a 
shallow net with suitable and carefully chosen parameters can 

help effectively to separate early between patients who have 
light conditions and can easily recover with normal care and 
the severe patients’ instances who need a special care. 

A sample of 1000 recovered patients and 900 mortalities 
during 2020 from the records of patients in King Fasial 
hospital was retrieved to distill the data related to COVID-19. 
53 parameters were collected according to data availability and 
doctors’ recommendation for analysis. These data include 
information related to age, nationality, gender, blood analysis, 
minerals and vitamins levels. The main hypothesis in this study 
is to be able to differentiate between recover patients and 
mortalities based on a few numbers of samples. Also, with the 
aid of principal component analysis (PCA) and Receiver 
Operating Characteristic (ROC) curve a simple weak learner 
can be built to differentiate between recovered patients and 
mortalities. To this end a shallow net was designed as appears 
in Fig. 1. Also, a decision tree was built to support the shallow 
net. The decision tree was trained using only 10% of data to 
explore the validity of the data to be used in the case of 
availability of few samples especially in the beginning of the 
pandemic and the number of levels was tuned to be three. 

All codes were written using python 3.10; however, ROC 
curve was implemented using SPSS. A specific code was 
written for the decision tree, PCA and the shallow net. All 
codes were run on a machine “11th Gen Intel(R) Core (TM) i7-
1165G7 @ 2.80GHz 2.80 GHz” and 16.0 GB for RAM. 

 
Fig. 1. Method Steps and Stages. 
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IV. RESULT AND DISCUSSION 
The 53 parameters are divided into sets. Demographic 

parameters include (sex, age and nationality), vitamin sets, 
minerals set, extra. ROC curve was produced for each group 
and any parameter with area curve under the reference line was 
excluded. This gradual process leads to filter all the 53 
parameters into two parameters, namely, calcium and 
hemoglobin (HEMO). 

Table I says that hemoglobin and Calcium has at least one 
tie between the positive actual state group and the negative 
actual state group. Also, the area under the curve of calcium is 
0.963 and the area under the curve of hemoglobin is 0.938. 
This means that both calcium and hemoglobin have a high 
ability to discriminate between recovered patients and 
mortalities with Bayes to the calcium ability. 

Fig. 2 shows the structure of the used shallow nets used in 
the experiments. The first net used the whole 53 parameters as 
inputs while the next net used only two parameters. Fig. 3 
represents final ROC curve. ROC curve expects that based on 
only two parameters; the shallow net can achieve a compete 
performance using the whole parameters. This assumption has 
been proved in the following sections. 

A piece of code was written using python 3.10 to perform 
the PCA analysis to explore the nature of the data classes and 
determine the number of principal components. Fig. 4 gives the 
simulated graph of PCA results. The results ensure that there is 
a separable two classes and the fact that there are two principal 
components. This ensures the conclusion that was expected in 
Fig. 2 through gradual manual reduction of parameters using 
ROC curve. A 10% of the shuffled data using NumPy shuffle 
function was kept for training a decision tree and a shallow 
dense net. The decision was tuned to three levels. The final 
accuracy of the decision tree is 94% on test data. This result 
was expected since it is known that decision tree gives the 
optimal results if it is used with separable classes as given 
based on the PCA analysis. The shallow dense net failed to 
give a near result. Fig. 5 gives a comparison between the 
decision tree and the shallow dense net based on 10% of Data. 

 
Fig. 2. Shallow Net Model in the Case of 53 and 2 Parameters. 

 
Fig. 3. Final ROC Curve. 

TABLE I. AREA UNDER THE CURVE FOR HEMO, CALCIUM 

Test Result 
Variable(s) Area Std. 

Errora 
Asymptotic 
Sig.b 

Asymptotic 95% 
Confidence Interval 

Lower 
Bound 

Upper 
Bound 

HEMO .938 .006 .000 .927 .949 

CALClUM .963 .005 .000 .953 .972 

 
Fig. 4. PCA Results. 
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Fig. 5. Implementation of Decision Tree and Shallow Net using 10% of Data. 

The whole data was divided into 10 % for final testing and 
90% for training. Using 90% of the data, a 10-fold training for 
the shallow net was done. In each fold the training data were 
divided into 10 % for validating and 90 % for training as 
appear in Fig. 6. Then re-trained the resulting model using the 
whole training data (90 % of the whole data). Following this 
technique, a 99% of accuracy was achieved. Fig. 7 shows the 
loss and accuracy when applying 10-fold method. Usually 
during the early pandemic days, it is not easy to provide such 

huge number of parameters to be tested. The results show that 
we can get a close result under suitable choosing of the 
parameters (two parameters in the case under consideration), 
which might be done based on the advice of doctors 
responsible for monitoring the pandemic and will lead to 
optimal trained model or under quick analysis of carefully 
selected sample data. Fig. 8 shows the ‘accuracy and loss of the 
resulting model using only two parameters. 

 
Fig. 6. 10-fold Training Data for the Shallow Net. 
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Fig. 7. Loss and Accuracy of Final 10-fold Model. 

 
Fig. 8. Loss and Accuracy Training Results of Shallow Net using 2 Parameters. 

V. CONCLUSION 
This paper addressed the need of a light model with fewer 

data to differentiate between moderate patients and severe 
cases so as to use the hospitals resources more reasonably. The 
work begins using a real, officially collected and reviewed data 
under the supervision of expert doctors to determine which are 
the most suitable set of parameters that can be used to 
differentiate between recovered patients and mortalities. The 
number of parameters were 53. This number is not huge for 
ordinary computation available on any prepared machine for 
deep learning training and the results that achieved using 
decision trees (94% of accuracy) or 10-fold training (99% of 
accuracy) ensures that the used parameters can effectively 
differentiate between recovered patients and mortalities. 
However, it is better to get a light model with very few 
parameters (two parameters in this work) and achieve a 
reasonable result. Using the results of ROC and PCA analysis, 
the shallow net trained using two parameters achieved 92% 
accuracy on testing data. So, using a few carefully chosen 
parameters and a light architecture of shallow net, a light 
model that needs a very limited computation resources can be 
built to differentiate between moderate and sever patients 
during the early days of pandemic like COVID-19. 
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Abstract—Plant species identification helps a wide range of 
stakeholders, including forestry services, botanists, taxonomists, 
physicians and pharmaceutical laboratories, endangered species 
organizations, the government, and the general public. As a 
result, there has been a spike in interest in developing automated 
plant species recognition systems. Using computer vision and 
deep learning approaches, this work proposes a fully automated 
system for finding medical plants. As a result, work is being done 
to classify the correct therapeutic plants based on their images. A 
training data set contains image data; this work uses the Indian 
Medicinal Plants, Photochemistry, and Therapeutics (IMPPAT) 
benchmark dataset. Convolutional Neural Network (CNN) with 
DenseNet algorithm is a classification system for medicinal plants 
that explains how they work and what they're efficient. This 
study also suggests a standard dataset for medicinal plants that 
can be found in various parts of Manipur, India's northwest 
coast state. On the IMPPAT dataset, the suggested DenseNet 
model has a recognition rate of 99.56% and on the Manipuri 
dataset; it has a recognition rate of 98.51%, suggesting that the 
DenseNet method is a promising technique for smart forestry. 

Keywords—Indian medicinal plants; convolutional neural 
network; DenseNet; IMPPAT dataset 

I. INTRODUCTION 
In Siddha, Unani, Ayurveda, and homeopathic medicines, 

there are around 8,000 herbal cures. Herbal plants are used for 
medical purposes by nearly 75% of the migrant population, 
according to survey results [1]. Drugs are used to make herbal 
medicines in both developed and developing countries, and 
India's economic importance is taken into account. For 
accurate plant categorization, more taxonomic traits of a plant 
are collected from the images. 

The most prevalent approach for classifying medicinal 
plants is by manual identification. To begin, people use their 
eyes, noses, hands, or other human organs to obtain 
information about the full plant or specific sections (leaf, 
flower, fruit, or bark) [2, 3]. They will identify therapeutic 
plant species based on either references or personal 
experience. However, the practice has shown that such an 
identification approach is time-consuming, inefficient, and 
strongly reliant on people's knowledge and subjective 
experience. 

Computer-based automated image identification is now 
widely employed in practice, thanks to advancements in image 

processing and pattern recognition technologies. Because 
plant leaves are simple to gather, recognize, and catch, they 
are frequently employed as the primary foundation for 
identifying medicinal plants. To categorize medicinal plants 
and transmit their distinct medicinal purposes, this study 
employs a Convolutional Neural Network (CNN) with the 
DenseNet method. 

II. LITERATURE SURVEY 
This section discusses the method of systematic literature 

review for research published in Automated Medicinal Plant 
Taxonomy. Researchers have explored a variety of methods to 
extract traits and automatically identify plant species. Many 
characteristics, such as color, form, texture aspects, and so on, 
are combined in most of these approaches [4-6]. To acquire 
the optimum discriminant characteristics for recognizing 
unique plant species, the Hybrid Feature Selection (HFS) 
technique is applied [7,8].To classify the leaves, the system in 
[9] employs to train the dataset, use decision trees, and 
variables such as lengths, breadth, aspect ratio, dimension, leaf 
boundary, and form of property are extracted from the leaves. 

They introduced a new approach for categorizing plant 
leaves in [10, 11], which uses the Maximum Margin Criterion 
(MMC) to reduce the dimensionality and the Radial Base as 
new form storage. In [12-14], the researcher combined shape 
and textural features from leaf images to classify the medical 
plants. Researchers from India's Western Ghats reported on a 
computer vision approach for recognizing Ayurveda medicinal 
plant species in [15, 16]. Using the K-NN classification 
approach [17], a collection of SURF and HOG features were 
extracted from leaf pictures for identification. 

Researchers [18-20] devised a CNN-based plant 
identification tool called CNN codes to collect bottleneck 
features. Finally, SVM was used to train these CNN codes for 
classification. D-Leaf, fine-tuned Alex Net, and pre-trained 
Alex Net are three different Convolutional Neural Network 
(CNN) approaches used to pre-process the leaf images and 
extract the properties [21, 22]. According to the analysis, 
identifying several traits such as form, vein, color, and texture 
would also have a substantial impact on the classifier's 
accuracy. Higher accuracy may affect the development of 
medicinal plant use in medicine, as well as the automatic 
detection identification number, which would have a 
significant impact on environmental conservation and 
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preservation. Therefore, this work uses Convolutional Neural 
Network (CNN) with DenseNet algorithm to classify the 
medicinal plants and convey their respective medicinal uses 
[23-24]. 

III. PROPOSED METHODOLOGY 
The proposed DenseNet Classifier-based medicinal plant 

classification system is discussed in this section. The 
suggested system's block diagram is shown in Fig. 1. For 
classifying medicinal plants, the suggested system has four 
stages: image acquisition, image pre-processing, 
segmentation, and classification. 

A. Preprocessing Adaptive Vector Median Filter 
This research work used a combination of an Adaptive 

Vector Median Filter and an average detection filter to reduce 
high-density impulse noise from feature extraction. A 
windscreen is used to process a W (5x5) image that has been 
influenced by noise sources. Using the non-causal region, the 
non-causal linear forecasting error for the pixel in question 
will be computed initially. Let Ix be the pixel undergoing 
operation, y be the related non-causal area, and W (5x5) be the 
non-causal region. The pixel window of W (5x5) is calculated 
using equation (1). 

W (5 × 5) = P (a, b), x − 2 ≤ a ≤ x + 2, y − 2 ≤ b ≤ y + 2           (1) 

Where I (a, b) = Processing region of inside pixel. 

I (a, b) = [I(a, b) R, I (a, b)G, I(a, b) B]            (2) 

The R, G, and B channels make up each pixel in a color 
image. A substantial correlation exists between pixels in the 
two-dimensional surroundings. The current pixel value is 
calculated using this method as a weighted linear combination 
of the adjacent noise clean pixels. As an outcome, the 
particles' unity may be lost when aggressive input affects an 
image. The workflow for preprocessing is shown in Fig. 2. 

 
Fig. 1. Block Diagram of Proposed System. 

 
Fig. 2. Flow Chart of Pre-Processing. 

B. Segmentation –Fuzzy C Means Clustering 
In image processing, fuzzy C – Means clustering has 

proven to be a very useful strategy for segmenting elements in 
an image. Unlike other clustering techniques such as k-means 
segmentation that requires particles to belong to only one 
classification, FCM permits pixels to belong to several 
clusters with various class labels. The Fuzzy C - Means 
(FCM) algorithm is a widely used fuzzy inference approach. 
It's based on Ruspini's fuzzy partitioning technique; therefore 
fuzzy c- space for X is discussed below. 

For clustering, the Fuzzy C-Means (FCM) algorithm is 
commonly used. The FCM algorithm's performance is 
determined by the initial centroids and/or the initial 
membership value. If a better initial pinpoint the exact that is 
close to the actual final data point can be found, the FCM 
algorithm will converge very quickly, reducing processing 
time significantly. K-means is one of the most basic 
unsupervised learning algorithms for dealing with the well-
known clustering problem. The procedure follows a simple 
and easy method for classifying a given data set using a fixed 
number of clusters (assume k clusters). The central concept is 
to define k centroids, one for each cluster. These centroids 
should be housed cleverly. 

𝑀𝑓𝑐𝑚 = {𝑈 ∈ 𝑈𝐶𝑛:𝑢𝑘 ∈ [0,1]}            (3) 

∑ 𝑢𝑖𝑘∈
𝑖=1 = 1, 0 < ∑ 𝑢𝑖𝑘 < 𝑛}𝑛

𝑘−1             (4) 

Where 

Ucn = real c*n matrices c = integer Value with the range of 
2<c<n. 
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xk(k=1,........n) = vector in Rp, uik = membership value for 
k in cluster i(i = 1, .....,c) 

The primary purpose of FCM analysis is to find the best 
fuzzy c-partition and prototype while keeping the feature 
subset to a minimum. 

𝐽𝑚(𝑈,𝑉;𝑋) = ∑ ∑ (𝑢𝑖𝑘)𝑚𝑐
𝑖=1

𝑛
𝑘=1 |𝑋𝑘 − 𝑉𝑖|2            (5) 

Where 

V = cluster center (v1, v2, .........,vc) 𝑉𝑖 ∈ 𝑅𝑃 , ||. || = Norm 
of Euclidean  

m = Exponent of weighting [1,∞). 

 The FCM algorithm is a fuzzy constraint minimization 
technique that uses alternating minimization to minimize the 
criterion Jm. Choose a value for c, m, and a tiny positive 
variable; use a clustering U0 with t=0 as the iteration number 
in random design. The FCM algorithm is a fuzzy constraint 
minimization approach that minimizes the criteria Jm using 
minimization that alternates. Choose a value for c, m, and a 
tiny positive variable, then construct a clustering U0 at random 
using t=0 as the number of iterations. It's a two-step 
incremental method; approach is illustrated in the diagram 
below. The U (t) i (i=1, c) method is used to determine the 
membership values. 

𝑉𝑖
(𝑡) =

∑ (𝑢𝑖𝑘
(𝑡))𝑚𝑋𝑘

𝑛
𝑘−1

∑ 𝑢𝑖𝑘
(𝑡))𝑚𝑛

𝑘−1
             (6) 

Given the new cluster centers 𝑉𝑖
(𝑡) update membership 

values𝑢𝑖𝑘
(𝑡) 

𝑢𝑖𝑡
(𝑡+1) = [∑ (|𝑥𝑘−𝑣𝑖

(𝑡)|2

|𝑥𝑘−𝑣𝑖
(𝑡)|2

)
1

𝑚−1𝑐
𝑗=1  ]            (7) 

The | U (t+1)-U (t)| is the difference of Gaussians Pyramid. 
By deleting a low pass filtered copy first, the image's pixel-to-
pixel correlation is decreased. The variance and entropy of the 
difference or error image are low, and the low pass filtered 
image can be described with a lower sample density. When 
you cycle the procedure at large enough scales, you have a 
pyramid data structure. Assume that I represent the original 
image and J represents the applied low pass filter. The method 
ends when the specified number of repeats is reached. The 
term "Laplacian Pyramid" is misleading because each level 
(i.e., image) is created by smoothing with two Gaussians of 
different sizes, then deleting and subsampling. 

C. Convolutional Neural Network with DenseNet Classifier 
 Deep Learning (DL) is proposed because approaches can 

learn substantial characteristics from input images at multiple 
convolutional levels, which is comparable to how the real 
brains functions, this is the most prevalent architecture. DL 
can tackle complex issues successfully and quickly, thanks to 
its high classification accuracy and low error rate. The 
composed view of DenseNet architecture is shown in Fig. 3. 

The convolutional layer, pooling layer, fully connected 
layer and activation functions are the essential components in 
the DL model. In this study, CNN was combined with the 
DenseNet Classification approach to acknowledge plants. The 

vanishing gradient problem induced by network depth is 
likewise addressed by this network. The connection designs of 
all layers are employed to ensure that the maximum amount of 
information may travel across levels. Each layer gets input 
from the layers above it and communicates its feature maps to 
the layers below it in this configuration. By concatenating the 
local characteristics at each layer, information is transmitted 
from one level to the next. This network architecture 
minimizes the need to remember redundant data, reducing the 
number of parameters to learn significantly (i.e., parameter 
efficiency). 

DenseNet121 does not suffer from generalizing and 
performed admirably for categories with a little training data 
set. In this work, Dense Net was used, and Fig. 4 shows a 
compressed version of it. DenseNet alternates dense and 
transition blocks with fully-connected layers and a nonlinear 
activation classifier. So based on this BN layer, Convolutional 
Layer (Conv) and leaking rectified linear unit layers are 
merged with the cascaded format in a dense block such as BN-
Conv-LReLU. 

The first BN-Conv-LReLU is generating 4r output features 
using 1x1 kernels, where r is a pre-defined value of 32 in this 
work. The dense block increases the number of maps by 
connecting output feature maps to the ability to segment. 
During the transition, a convolutional unit is used, followed by 
average max pooling with a pool size of 2x2. The transition 
construction's goal is to find the best combination of extracted 
characteristics produced by a large number of convolutional 
layers while saving time and money. The number of output 
feature maps in the transition block in this exercise is equal to 
the number of input nodes. 

 
Fig. 3. Composed View of Dense Net Architecture. 

 
(a) Transition Block. 

 
(b) Height, Width, and the Number of the Input Feature Maps, Respectively. 

Fig. 4. Details of Dense Block 
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TABLE I. DENSE NET STRUCTURE AND OUTPUT 

Module  Detail  Output 

Convolution 1 x 1 x64 conv 128 x128x 64 

Max-pooling 2 x2 pool 64 x 64 x 64 

Dense block 1 1 x 1 x 128 conv ,3 x 3 x 
32 conv x 2 64 x 64 x 128 

Transition block 1 1 x 1 x 128 conv, 2 x 2 
pool 32 x 32 x 128 

Dense block 2 1 x 1 x 128 conv, 3 x 3 x 
32 conv x 3 32 x 32 x 224 

Transition block 2 1 x 1 x 224 conv, 2 x 2 
pool 16 x 16 x 224 

Dense block 3 1 x 1 x 128 conv,3 x 3 x 
32 conv x 4 16 x 16 x 352 

Transition block 3 1 x 1 x 352 conv,2 x 2 
pool 8 x 8 x 352 

Dense block 4 1 x 1 x 128 conv,3 x 3 x 
32 conv x 2 8 x 8 x 416 

Global average pooling  1 x 1 x 416 

Full-connection 416 x 𝜃full-connection 𝜃 

Softmax softmax classifier 𝜃 

Table I shows the DenseNet structure and output, 
assuming that the input images are 128x128 and the input 
image size is 128x128, respectively. The algorithm uses the 
Indian Medicinal Plants, Phytochemistry, and Therapeutics 
(IMPPAT) benchmark dataset to classify medicinal plants, and 
it also has a dataset from the Manipuri district. 

IV. RESULT AND DISCUSSION 
The proposed medicinal plant classification system's 

implementation results and performance analysis are discussed 
in this section. Table II contains information about the dataset 
utilized in this study. 

The simulation result of training and validation accuracy 
and Training and Validation Loss of proposed CNN with 
DenseNet classifier is shown in Fig. 5 and Fig. 6. By using 
CNN DenseNet the training and validation accuracy is 99.45% 
and 99.26% against IMPPAT Dataset. By using CNN 
DenseNet with IMPPAT dataset the training and validation 
loss is 0.05MSE and 0.065MSE. By using CNN DenseNet the 
training and validation accuracy is 99.68% and 99.41% 
against own dataset. By using CNN DenseNet with its own 
dataset the training and validation loss is 0.041MSE and 
0.052MSE. 

TABLE II. DATASET DETAILS 

Dataset Name IMPPAT database Own database 

Number of Images 1742 200 

Training Images 1404 160 

Testing Image 338 40 

Software Used Python Python 

 
(a) Training and Validation Accuracy. 

  
(b) Training and Validation Loss. 

Fig. 5. Accuracy and Validation Loss of Impact Dataset. 

 
(a) Training and Validation Accuracy. 

 
(b) Training and Validation Loss. 

Fig. 6. Accuracy and Validation Loss of Own Dataset. 
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A. Performance Analysis 
The classifier's performance is assessed by different 

statistical measurements, such as sensitivity, specificity, 
accuracy and F1-score. Table III shows the comparing the 
suggested CNN-DenseNet Classifier-based medical plant 
classification with existing approaches in terms of total 
classification ratio analysis. CNN-DenseNet gives good 
results compared with conventional methods. The sensitivity, 
specificity, accuracy, and F1-score of CNN-DenseNet against 
the IMPPAT dataset are 99.25%, 99.56%, 99.78%, and 0.61. 
The sensitivity, specificity, accuracy, and F1-score of CNN-
DenseNet against own dataset is 98.12%, 97.56%, 98.01%, 
and 1.25. 

TABLE III. PERFORMANCE ANALYSIS OF CLASSIFICATION 

Methods 

Classificati
on 
Sensitivity 
(%) 

Classificati
on 
Specificity 
(%) 

Classificati
on 
Accuracy 
(%) 

F-
Measu
re (%) 

SVM 89.46 91.23 89.49 15.03 

SVM-PCA 90.06 91.56 89.11 12.06 

SVM-GA 92.13 93.20 90.27 10.23 

AUSP 97.29 97.41 97.73 5.01 

CNN-Google Net  98.16  98.08  98.26  2.65 

CNN-
DenseN
et 

IMPPA
T 
Dataset   

99.25 99.56 99.78 0.61 

Own 
Dataset 98.12 97.56 98.01 1.25 

B. Real Time Experimental Evaluation 
This section discusses the working function of real time 

medical plant recognition using Mat-lab with webcam of 
proposed CNN-DenseNet Method. 

The Real Time Experimental Evaluation of the proposed 
CNN-DenseNet Method-based medical leaf identification 
system is shown in Fig. 7. By using the CNN-DenseNet 
Method, the medical plants are identified and also suggest the 
bioactivity of that particular plant. In Fig. 7 the identified leaf 
name is a Gale of Wind and it’s widely used to clear jaundice. 

 
Fig. 7. Real Time Experimental Evaluation. 

V. CONCLUSION 
A unique deep learning-based technique for automatically 

identifying and detecting medicinal plants and their 
applications was examined in this study. The Indian Medicinal 
Plants, Phytochemistry, and Therapeutics (IMPPAT) 
benchmark dataset were used in this study and used its dataset, 
which is common in Manipuri, a state on India's northeastern 
coast. From gathering the images required for training and 
validation to data preprocessing and segmentation, and 
eventually training and perfectly alright the deep CNN-
DenseNet, the entire method was covered. The performance of 
the newly designed model was evaluated through a series of 
experiments. CNN-DenseNet has 99.25% sensitivity, 99.56% 
specificity, 99.78% accuracy, and 0.61 percent F1-score 
against the IMPPAT dataset. CNN-DenseNet's sensitivity, 
specificity, accuracy and F1-score against the own dataset are 
98.12%, 97.56%, 98.01%, and 1.25%, respectively. The 
challenge of recognizing medicinal plant species was also 
solved in this study by analyzing leaf photos taken straight 
from their habitat, regardless of lighting conditions. We intend 
to build and develop a system that automatically recognizes 
plant species by analyzing not just leaf photos but also images 
of other sections of the plant taken directly in their 
environment, regardless of complicated backdrops or lighting 
conditions. 

VI. FUTURE WORK 
A deep learning based detection approach is proposed in 

future work to recognize and classify the different types of 
plant actions. Future capturing the abnormal leaf image that 
contains activation of different leaf and finding specific part of 
area with more improved efficiency (per-packet 
classifications) and accuracy of these detections. 
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Abstract—Writer identification is the domain of documents 

image analysis which is popularly sound in many applications 

like banking, academic professional in Optical Character 

Recognition (OCR) Signature verification remains one of the 

most important entities to authenticate document in these 

applications. In view of technical breakthrough, we have focused 

on short words signatures which are very hard to verify as they 

raise issues of ambiguities. From the geometrical studies of 

signature-based images, it is stated that the morphology of 

directional transformations (MDT) is right to extract the suitable 

features in case of short words for writer identification. MDT 

takes the data in the form of Structure Element (SE). The 

directional morphological structures (DMS) of SE are used as a 

key factor for performing morphological operations on the 

signature images. We have adopted Markov chains and Fisher 

Linear Discriminant (FLD) for computing the gradients from 

line features corresponding to the word. Neural network is used 

to evaluate the proposed model. In case of training and testing of 

the signature, images of short words leave-one-out are followed. 

Our purposed model is tested on NIST database for extracting 

the words length with three letters. It is observed that a very 

simple architecture of neural network achieved 100% 

satisfactory results using short words. 

Keywords—Human signature verification; morphological 

directional transformations; structuring element; optical character 

recognition; fisher linear discriminant 

I. INTRODUCTION 

The document in digital world can be authenticated from 
unique and confidential mark referred as signature. For 
developing an automated hand signature based authentication 
system, the researchers have supported at large scale to several 
real life applications used in banking, academic and defense. 
Their main objective is that the documents are kept safe from 
illegal access and forgery. From a decade, it is observed that 
many cases of forensic and legal research paid serious attention 
to develop an automated signature verification system. The 
research of hand written signature matches with the problem of 
Optical Character Recognition (OCR), which is a broad area of 
computer vision and image processing domains. In OCR, the 

algorithms used for signature verifications follow the 
segmentation of signatures into characters, then by formatting 
the characters, it finds the word with highest matching score. 
For the developing system of writer verification, both 
signatures and handwritten text are used as complimentary 
components. From the mechanism of the information collected 
from the users, the verification system can be categoried as 
static and dynamic. When, text used for authentication is 
extracted from any document, it is referred to as static 
signature verification whereas, in dynamic verification the 
users‟ information is collected with help of electronic devices 
like sensing tip-pressure, pen-based computer screening etc. 
Dynamic signature verification requires more processing 
efforts as compared to static signature verification. Dynamic 
verification considers the complex information like 
neurological health and real-time circumstances when 
signature is collected. Chaabouni et al. (2011) also observed 
that more reliability and robustness can be added in signature 
verification with dynamic approach [1]. 

The research of writer identification is the main motive 
behind the task of signature verification. In image processing 
literature, every object may have important pattern to 
characterize the feature of the objects. The pattern recognition 
recommended several sets of algorithms which can support to 
avoid the complex process of dynamic verification. But 
reliability remains a challenging issue with all pattern 
recognition based static approaches since document is 
generally affected due to its chemical dating process which 
badly impacts the static signature verification system. Lorigo et 
al. (2006) [2] also mentioned important significances by 
designing various pattern recognition based verification 
systems. All the approaches focused on the basics presented in 
[11] for developing a better pattern recognition system. 
Further, Wu et al. (2014) [3] performed experiments in offline 
mode with text-independent approach. They experimented 
three major languages, English, Arabic and Chinese. Another 
approach presented by Newell et al. (2014) [4] utilized basic 
image features which are referred to Oriented Basic Image 
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Feature Columns (OBIF) for developing a writer identification 
system. 

The remaining structure of the papers is as follows: 
Section II illustrates the descriptive analysis of recent state-of-
the-art on signature verification. Section III represents the 
proposed mythology of short signature verification model. The 
dataset along with experimental settings is presented in 
Section IV. After giving a detailed insight on result and 
discussion, the Section IV concludes the signature verification 
system with the future recommendation. 

II. RELATED WORK 

Signature verification can be considered as a collective 
project of different schemes of optical character recognition. 
Every character in a particular signature preserves the unique 
identity of the users. Detecting such a unique identity of every 
individual user for the authentication of a digital verification 
system is quite a tedious task. For the sake of convenience, the 
morphological studies of short signature can utilized to verify 
the user. Kumar et al. (2014) [5] proposed a writer 
authentication system referred as graphemes which extracts the 
documents‟ features using wavelet and Fourier descriptors. 
Taking the advantages of morphological features, Zois et al. 
(2000) [7] derived the feature vector from the horizontal profile 
of the projection from the given signature images. The 
developed projection function can easily match the signature 
image verification. Online text-independent scheme for 
signature verification ensured more advantages against offline 
system. Zhang et al. (2016) [8] proposed an end-to-end 
framework which verifies the users in text-independent online 
mode. They used recurrent neural network (RNN) for matching 
the short words in signature image. Looking towards avoiding 
the overhead in online mode, Wu et al. (2014) [9] followed 
offline text-independent scheme for writer verification. They 
mainly focused on handcrafted Scale Invariant Feature 
Transform (SIFT) and final outcome goes through training, 
registration and identification of signature images. In both the 
cases, offline and online schemes, neural network and machine 
learning algorithms play a very important role. Kumar et al. 
(2019) [12] presented a detailed state-of-the-art neural 
networks with deep learning methodology. According to 
Lippmann et al. [13], the author discussed the significance of 
optimal transformations and emphasized on the consideration 
for the advancement of control structure of data items which 
reduce the signature image quite hard to process. 

In the early stage of authentication system, offline signature 
verification has been quite popular in several departments of 
academic and administration [17]. At that time, classical 
feature extraction methods have produced satisfactory results 
[18, 15]. But for matching the recently raised issues, automated 
feature learning is incorporated with deep network 
architectures [6]. Among all, deep network, the convolution 
neural network (CNN) remains a buzz technology. In [19], Day 
et al. developed a loosed Siamese Convolution Network (SCN) 
which follows the contraction of signature images for user 
verification. Following deep learning as an agent of higher 
performance, Shariatmadari et al. [20] proposed a hierarchical 
CNN easily capable to extract the signature patches from the 
given images. In same direction of research, hybrid CNN with 

two-channel is presented in [21] which produced satisfactory 
performance in offline signature verification. Image surface-
based deep learning methods are referred to as region based 
signature verification algorithms [22]. For real-time signature 
verification system, a human neurology based motor signature 
model is developed [23]. The motor signature CBCapsNet 
model works on capsule based CNN for offline signature 
verification [24]. Another Graph based CNN (GCNN) 
improved the task coevolution kernel for signature verification 
[25]. 

The concept of short length words with machine learning 
addressed the issues discussed in the literature. In our proposed 
writer verification system, the feature elements are the 
transition matrix of Markov chains. These features mark the 
alternation of the morphological directional transformation 
(MDT) from the line features and accordingly the gradient 
updates along with the image of the word. The neural structure 
of signature images helps in accessing the separability of the 
clusters which are designed on high dimensional space. In case 
of deciding the regions formation, a theoretical insight is 
presented based on the limitation of perceptron. The input 
layers of perceptron draw the linear (N-1)-D subspaces from 
the feature space of N-D dimension. In the base work presented 
by Stanley et al. (2007) [14] NIST Special Database is used for 
19 features components. The noticed gap of the research is 
highlighted in extracting few short words like “the” or “end” 
for test training a very simple neural network. Another side, for 
developing a digital signature verification system security 
issues can motivate the researchers extend at higher state-of-
the-art [16]. 

III. PROPOSED METHODOLOGY 

The proposed writer verification system follows the short 
signature images. In testing the proposed model NIST database 
is used for extracting these words where total ten writers are 
allocated as source of data collection. In this dataset, the 
signature of unknown person is also considered and classified 
according to the person belonging to the group of signatures. 
The methodology is slightly irrelevant of the literature used 
and followed in baseline of research. The following steps are 
considered while designing and developing the proposed 
signature verification model: 1) Preprocess steps of the 
signature images of the short word capture from unknown 
person, 2) The step of thresholding to isolate the short words 
from the background, 3) Extract the orientation features by 
means of MDT. The descriptive short words signature 
verification algorithm can be pointed as follows- 

 Develop a feature descriptor by updating orientation 
with Markov chain. The feature vector is generated 
from the components used in transition matrix. Fisher 
Linear Discriminant (FLD) approach encourages 
reducing the dimension of signature image. 

 The capability of cluster separability is enhanced by 
simplest neural architecture in the predetermined 
feature space. The performance is enhanced when 
morphological transformation is applied at different 
lengths of line segments. 
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 The feature space is characterized to the clusters 
separability with architecture of neural network. 

A. NIST Database-19(SD-19) 

The NIST database is generated from the thousands of 
writers with repeating single text only once. SD19 is the 
updated web released NIST special dataset. SD19 consists of 
binary images of 3669 (ref. Fig. 1) samples of handwriting 
forms (HSF). The text page consists of the hand printed digits 
and alphanumeric characters. The detailed information of text 
is explained for characteristic of signature images by Stanley et 
al. (2007) [14]. HSF from NIST-SD-19, special database 
provide an opportunity to discriminate the text with short 
length coming very frequently from the different writers. This 
helps in generating cluster of the words appearing many times 
from each writer. 

Specially noted from Fig. 1, the text word 'the' is repeated 
six times and the text word 'and' is repeated three times. In case 
large number of writers, the verification with short words is 
expected suitable to develop a robust system. 

 

Fig. 1. Six Replicas of the Word "the" and Three for the Word "and" 

have been Extracted to Uniquely Represent the Specific Writer. 

B. Directional Morphological Transformations 

The task of preprocessing targets the isolation of the text 
word taken from HSF form. For preserving the important 
information, the background image of text and directional 
features are transformed into thin line. The results of 
preprocessing steps performed on short word are shown in 
Fig. 2. 

 

Fig. 2. The Thresholding of Word Image after Applying the 

Negative and Line-thinning Operations. 

The approach of applying MDT on processed short word 
included generating the negative of the word image. On the 
black background of word image, the thinning operation is 
performed using morphological operations. This helps in 
maintaining the strong line features of the word. Fig. 2 refers to 
the thinned image after applying MDT with structure element 

(SE). In this way, the feature localization of dominating 
directionality is achieved to perform easiest clustering. Fig. 3 
shows the directional structure elements of length three. The 
fitting of SEs on any part of the line image indicates that the 
image is oriented towards the SE. The measures of fitness 
function of SE on line image are determined by morphological 
operation called opening [6]. During the process of opening, 
fitting of SE on line image also measures the originality of the 
line image. Fig. 4 demonstrates the impact of fitting SE with 
length three on vertical line image, contains the text letter „h‟. 

 

Fig. 3. Directional Morphological Structuring Elements with Length 

3 Pixels, from Left to Right: Vertical, Horizontal, 45 Degrees, and 

135 Degrees. 

 

Fig. 4. Processing of the Letter „h‟ in the Word „the‟ with 

Morphological Opening using a Vertical Directional Structuring 

Element of Length 3. 

In detail, morphological operation „opening‟ is responsible 
for the directionality of line image in each location the specific 
word. Here in our experiment the word „the‟ is chosen from 
HSF form. Fig. 4 shows the pixel by pixel scanning from left to 
right. As shown in Fig. 3, each strip follows the opening 
operation separately with each of the four given directional 
SEs. The operation of opening is adopted as a margin by 
adding the one line of pixels around the strip. The selection of 
best SEs is determined by the strip which remains unaffected 
after applying operation with majority of pixels on word 
image. The set of SEs determines the specific strip responsible 
for signature verification. The best fit of SEs can be determined 
in alternation from the stochastic process of Markov model. In 
this way, Markov model enables the selection of SEs and strips 
for better designing for signature verification. 

Fig. 3 represents the sequence of 4 best fitting SEs on line 
image. The sequence of four SEs adopts morphological 
operation on word image „the‟. Fig. 5 presents the line image 
of word „the‟ along with its best sequence of the fitting with 
directional SEs. Each number of the sequence corresponds to 
structuring elements, e.g., zero corresponds to the blank space. 
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Fig. 5. The Word „the‟ in the Image „f0000_1_1.tif‟ from the NIST 

SD-19 and the Related Sequence Directed SEs of Figure 3, which fits 

along the Word. 

First order Markov Chain models (FMCs) are used to 
generate feature vector for writer identification. The various 
orientations of SEs are governed by alternation with FMCs to 
the best fit of specific location of word in line image. The 
different states in Markov chain map the oriented SEs 
following the property of probabilistic states. That means (ref. 
Equation-1), every previous strip determines state of SEs in the 
following strips. 

  (                             )    (           

  )   (  ⁄ )              (1) 

Where the subscript rn stands for the various oriented states 
of the SEs. In this work, the oriented states take five values 
from 0 to 4 and k is spatial variable corresponding to the 
movement performed around the word image. State 0 refers to 
blank space or SE does not present in that state. Fig. 5 shows 
all possible sequence the oriented SEs of word image „the‟ 
from SD19 database. It is informative to note that absences of 
SEs indicate the blank which means the gap is between the two 
words. As represented by Equation-2, the matrix T allocates 
the all possible probabilities t (i/j) making a square matrix 
referred as the transition matrix T. The i

th
 row of the transition 

matrix T assigns each of the previous states to j
th
 column of the 

next state. The specific probability value in transition matrix T 
verifies the signatures. 

The transition T allocates the second order statistics of 
oriented SEs. From the experiments performed, it is observed 
that the feature vector writer identification follows Equation-3, 
which transforms the transition matrix into one Dimensional 
vector v of length 25. 
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The dimensionality reduction is achieved by performing a 
linear transformation W. Here we used Fisher Liner 
Discriminant (FLD) transformation for accomplishing the task 
of dimensionality reduction. The vector space generated wi 
vectors generate a new spaces in which every vector 25-
dimensinal. 

                      (3) 

Where each vector yi is transformed into vi. The 
transformed function      (ref. Equation-4) is maximized with 
the concept presented in [10] which helps for separating all the 
clusters. 

     
     

     
               (4) 

The Eigen vales solution of transformed vector spaces of W 
follows Equation-5. 

                          (5) 

where, SW is referred as the Within-Scatter-Matrix(WSM) 
and SB the Between-Scatter-Matrix(BSM). From the solutions 
of Eigen value problems, the most important concept is the 
significance of the largest eigenvalue. It means the sum of the 
first two largest eigenvalues can indicates the cluster 
separability among the reduced 2-D feature matrix. Therefore, 
the capabilities of clustering of the directional SEs with length 
three and five are useful to demonstrate short words „the‟ and 
„and‟ in SD19 dataset. The combination of these SEs gives a 
50-D feature vector correspondence to the largest eigenvalue. 
For the word „the‟ Table I show sequences of Eigen values. 

The information of separability of words gives the square 
root of the relevant eigenvalue. It is observed that 
approximately, 65% of the information for cluster separability 
is determined by three directions related to the first three 
largest eigenvalues. Fig. 6 presents the difference among the 
clusters generated against ten writers. It is clearly noticed that 
all the clusters are separable. But we target to three largest 
eigenvalues. The remaining Eigen values can be utilized to 
support the separability. Fig. 6(a) and Fig. 6(b) demonstrate the 
objectives of ten clusters summarized in three most suitable 
directions. All the available inputs of separability information 
to the neural network enhance the higher separability 
performance with short words. 

TABLE I. TEN LARGEST EIGEN VALUES CORRESPONDING TO MOST 

PROMINENT DIRECTIONS OF CLUSTER SUPERAGILITY IN 5-D FEATURE 

SPACE FOR THE WORD PERCEPTRONS 

  363 121 47 32 14 11 7 5 4 1 

Sqrt(   19 11 6.8 5.6 3.7 3.3 2.6 2.2 2 1 

 

Fig. 6. Two different Aspects of the same 3-D Feature Space are 

given in (a) and (b). 

Table 1.Ten largest Eigen values corresponding to most prominent 

directions for cluster superagility in 5-D feature space for the word 

„THE‟ 
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C. Space Seperability 

The limitation of classical multilayer Neural Networks 
(NNs) has been addressed by Lipmann et al. [11]. In their 
work, the following things can be summarized as key points: 

 The first layer of perceptron considers the linear 
subspaces of (N-1)D dimensional from that of N-D 
dimensional feature space. 

 The upper layers second and third target to create 
convex and non-convex decision regions from the 
original surface by combining all the linear subspace of 
the above layers. 

The simplest neural structure is supposed to be more 
suitable to separate the feature space by separating the 
populations of clusters. The same concept is explained in 
Fig. 6. More clearly to understand this concept of separability, 
the subfigure of Fig. 7 gives a suitable example. Fig. 7(a) 
shows the requirement of one linear subspace while two 
different populations are separated, whereas four populations 
require two subspaces (ref. Fig. 7(b)). In Fig. 7(c), it is shown 
that there subspaces divide the 2D feature space into seven 
regions. 

From this study, it is a very basic question to ask how many 
separable regions can be generated from a given n-dimensional 
feature space. It can be answered that by considering a region 
A with n dimensions in which m hyperplanes with n-1 
dimensions can occupy the normal position. Then the separated 
regions r(A) can be determined accordingly the Equation-6. 

       (
 
 
)  (

 
 
)     (

 
 
)    (

 
 
)           (6) 

For understanding the concept of separability of region, it is 
clear that (n-1)-D subspaces are needed to separate ten 
populations. According to this inference, Fig. 6 should have 
more than three subspaces for generating ten separated regions. 
But, this is not a valid inference in case the structure combines 
the (n-1) D linear subspaces which are generated from the first 
layer of the perceptron. 

The same concept is presented in Fig. 6 that the clusters 
having best separability in 2D space follow Fisher Linear 
Discriminant as given in Equation 5. The Fig. 8 shows the 
position of cluster which are separated by two dimensional 
subspace. The population is separated by utilizing only two 
layers in which three and four perceptron are used (ref. Fig. 9). 
It is clear that shape of the clusters reduce the linear subspace 
into curved shape for separating the population. The writer 
separability is nicely visualized in Fig. 8. 

 

Fig. 7. Maximum Number of Separable Regions in a 2-D Feature 

Space. (a) Two Regions are Defined with One Linear Subspace. (b) 

Four Regions are Defined with Two Linear Subspaces. (c) Seven 

Regions are Defined with Three Subspaces in General Position. 

 

Fig. 8. The 2-D Space Representation with Maximum Separability 

Received by Applying FLD. 

 

Fig. 9. The Separated Feature of Fig. 8, after Applying Simple 

Neural Network Architecture with Two-layer Containing 3 and 4 

Perceptrons. 

IV. RESULT AND DISCUSSION 

In our experimental set up, the classification of the 
signature verification is performed with very simple neural 
networks. Two words „and‟ and „the‟ with the three unit length 
of SE from NIST DB19 database are considered for the 
experiments of signature verification. Another set of 
experiments are performed on the word „the‟ with joint of SEs 
with length of three and five units. Following data statistics 
were used for performing the experiments to discriminate the 
writers based on short signature. 

 Total ten writers are selected from NIST DB19 
database. Each of writers generates the words „and‟ and 
„the‟ three and five times separately. 

 DMT is applied on SEs of length of three and five units 
to generate a 25-D feature word vector. It helps to test 
classification separability. 

 The vector generated the SEs length of three and five 
units which are merged to perform writer identification 
only with one 50-dimensional vector. 

 The generalization and clarification capabilities are 
tested using classical neural network by training from 
50-D vectors with leave-one-out method. 
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1) Classification with word ‘and’: In case of simple 

classification with word „and‟, total ten clusters are generated 

in which each vector is 25-D belonging to feature space. 

According to the appearance of the word „the‟ in NIST 

database, the strength of cluster is decided. In our experiments, 

„the‟ appears six times so, each cluster contains six members. 

The training of neural network follows the complicated neural 

architecture of the perceptions. We extend the set of 

experiments by adding more layers and neurons in each layer. 

The selecting strategy of the clusters out of ten members 

depends on the training of neural network. Therefore, 5five 

members from the clusters are used for training. In second and 

third layers, 3-4 neurons are considered suitable to separate the 

ten clusters. From the training and testing results, it is observed 

that clusters correctly classified are excluded from this 

network. It excluded the specific members from the clusters 

with random frames. 

2) Classification with word ‘the’ and SEL-3: In case of 

classification of the word „the‟, proposed model produced 

similar results to discriminate the writers. Accordingly three 

times appearance of the word „and‟, each of ten clusters 

maintains the word „and‟ 3 times. The structure of this network 

also follows two-layer architecture with three and four neurons 

respectively. All the excluded clusters are classified with leave-

one-out method from the trained neural structure. 

3) Classification with word ‘the’ and SEL-5: In this 

network model, each of the ten clusters is generated with six 

members with the word „the‟. Each of the word is dynamically 

replaced since the new information is added using DMT on 

SEs with 5 unit length. Ten writers corresponding to 10 

clusters are separated by using two-layer architecture of three 

and four neurons respectively. In this case also, the satisfactory 

performance is achieved by leave-one-out method. 

V. CONCLUSION AND FUTURE RECOMMEDATIONS 

The research problem of signature verification requires 
developing an authentication system for making digital media 
safe and secured. In this paper, we proposed the solution of 
signature verification based on the information contained in 
short text of signature. More specifically, the concept of short 
signature is attributed to that particular person for asking 
simply key letter of the signature. Proper matching of lowest 
features extracted from the short signature suits better to train 
with simple architecture of neural network. Before the 
classification process, morphological transformation is applied 
on the lines of the short word. Markov chain model is adopted 
for the alternation of the directional information of short 
signature. Fitting all the directional structuring elements 
provide normalized information to analyze the performance of 
signature verification. The feature space generated from the 
elements of transition matrices of Markov model is the 
outcome of fitting directional structuring elements. For 
resolving the issue with high dimensionality features Fisher 
Linear Discriminant is ensured to provide suitable insights in 
reducing the dimension. It results in better separability of short 
words verification. 

We also achieved the significant improvement on the 
separated writers‟ clusters. This proposed network of ten user 
writers is very simple with two layers consisting of three and 
four perceptrons for developing signature verification system. 
Dimensionality issues can be entertained as sounding future 
recommendation to deal with the problem of large samples 
collected from the users of different ethnicity. There is another 
side open for tackling the problem of neurological conditions 
in dynamic signature verification. 
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Abstract—A Face Mask Wear Detection Device for Entrance 
Authorization is designed to ensure that everyone wears a face 
mask at all times in a confined space. It is one of the easiest 
methods to lower the rate of coronavirus infection and hence save 
lives. Asthma, high blood pressure, heart failure, and many other 
chronic conditions can be fatal to those who are infected by the 
novel Coronavirus (nCoV-21). Consequently, the goal of this 
research is for face mask wear detection devices that help to 
reduce the rate of Novel Coronavirus infection on-premises or in 
public places by ensuring that customers comply with Standard 
Handling Procedures (SOP) set by the Ministry of Malaysian 
Health (MOH). Customers' faces are recognized by this device 
whether or not they are covered by a face mask upon entry into a 
facility. Additionally, the use of this device can contribute to 
ensuring compliance with the maximum number of customers 
allowed on the premises. A facial recognition system is the goal of 
this study that uses technology designed as an individual 
disciplinary aid and follows the safety procedure at this critical 
time. This research was developed using the engineering design 
process development model which has four phases namely; 
identifying the problem, making possible solutions, prototype 
development and testing and evaluating the solution. Results 
indicate that the developed product can function effectively. 
Experts have discovered that using this product helps people 
stick to their face mask routines. The design of this product has 
improved, which means that the overall quality of the product is 
elevated to be capable of performing as intended in terms of 
intelligent technologies. 

Keywords—Face recognition; face detection; face mask; 
coronavirus; intelligent system 

I. INTRODUCTION 
COVID-19 is the group of viruses that infect humans 

through inhalation and contact to the point of death which is 
transmitted by the SARS-CoV-2 virus, which is a new type of 
virus from Novel Coronavirus (2021-nCoV). This can lead to 
lung injury (ALI) and respiratory distress syndrome (ARDS) 
which affects lung failure and results in death [1]. The current 
COVID-19 pandemic caused by the novel SARS-CoV-2 
Coronavirus (2021-nCoV), first detected in late 2019 in Wuhan 
province, China, has spread rapidly worldwide and has infected 
more than 10 million individuals on 29 Jun 2020 [2]. 

Standard Operating Procedures (SOP) are work instructions 
and detailed guidelines for work that are documented in writing 
by the responsible party. SOPs detail the repetitive work 
processes that will be carried out or followed in the 

organization. They keep a record of how activities are carried 
out to support and facilitate quality data as well as consistent 
compliance with technical and quality device requirements [3]. 
The development and application of SOPs are an essential part 
of a successful quality device since it provides information to 
individuals performing tasks effectively, and facilitates 
consistency in the quality and integrity of the product or result. 

Face masks are made of fabric that works to prevent germs 
from entering the human body through respiration. Face masks 
are respiratory protection used as a way to protect individuals 
from inhaling harmful substances or contaminants in the air. 
Respiratory protection or face masks are not intended to 
replace the preferred method of eliminating disease but are 
used to adequately protect the wearer [4]. However, hygiene is 
a widely accepted method of preventing the spread of disease 
infection. Washing hands with soap have been recommended 
as a primary and cost-effective preventative measure to prevent 
bacterial infections that cause influenza-related respiratory 
illnesses [5]. 

The National Health Council (NSC) issued Standard 
Operating Procedures (SOP) to ensure the reduction of Novel 
Coronavirus (2021-nCoV) infections among Malaysians are 
still not fully complied with. The National Security Council 
(NSC) in Malaysia still has a few citizens who don't abide by 
the NSC's SOPs. It is necessary to conduct surveillance at all 
building entrances to address this issue. However, a large 
number of people will be affected by this change. The current 
staff is unable to monitor and care for all of the areas that the 
public uses. 

Consequently, this study is intended for customers who 
enter a business. The purposes of this study, which focus on 
three key areas, are as follows: 

• Design a face mask wear detection device. 

• Develop a face mask wear detection device. 

• Test the functionality of this device designed to detect 
faces and to determine whether the customer is wearing 
a face mask properly or not. 

Artificial Intelligence (AI) must be utilized to simplify 
efforts to halt the spread of the COVID-19 virus and find 
solutions to all of the challenging detection issues outlined 
above. 
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II. RELATED WORK 
Facial recognition is a technology that is becoming 

increasingly prevalent today. Images taken with this 
technology can be compared to a database of reference images. 
In addition, pattern recognition is an important aspect of the 
field. Automatic Teller Machines (ATMs), e-banking systems 
like Maybank2u and CIMB Click, and computer logins for 
security gates and computer networks are just a few instances 
of security systems that rely solely on pass numbers. 
Unauthorized individuals who come into possession of this 
route number will be able to use it in place of the original 
owner. However, one's face is inalienable as one's own. In this 
way, the current security system can be enhanced by utilizing 
facial recognition technology. As stated by Lee, H.S et al., if 
the facial image recognition path number is compromised, it 
will constitute the best security feature [6]. 

According to Yaaseen, M. S. et.al, facial recognition is the 
most difficult aspect of picture analysis since it involves the 
human body [7]. Facial recognition is a problem of pattern 
recognition, and its primary goal is to identify reasoning from 
facial expressions that are not fixed. Since the 1980s, facial 
recognition has been a widely discussed topic aimed at solving 
several practical problems. Face recognition uses biometric 
methods, which is a distinguishable and quantifiable 
characteristic that is used to label and describe specific 
individuals to identify personalities primarily by their faces. 

It is shown in Fig. 1, how the basic structure of face 
recognition works in its simplest form. The facial features are 
captured and stored in a database during the first stage. It is 
performed in the extraction stage to find or remove specific 
facial features. The database will be evaluated by comparing it 
to previously captured facial features for reference. A 
comparison is made between the features that were captured 
and the features that were registered in the database based on 
the extraction and process reference [8]. According to previous 
studies, several conclude that there are numerous facial 
recognition techniques, including: 

A. Holistic Matching Method 
Sereen et al. [9] used this method to make a match when 

the captured facial features are crooked or the facial 
expressions don't match the database system. This method has 
unique characteristics, such as pattern points. The difference 
between the distances between the two eyes will aid in 
distinguishing the various facial angles of each individual. This 
method makes use of 2D technology to aid the expertise. 

B. Feature-Based Method 
Shen Li et al. [10] discussed this type of feature-based 

recognition which is an improvement on previous methods of 
recognition technology. Features detected on 2D images use 
geometric classification and facial structure in terms of points, 
lines or areas. The data obtained from those features are 
converted to mathematical data. 

 
Fig. 1. Basic Structure of Face Recognition. 

C. Hybrid Method 
HiviIsmat Dino et al. [11] designed a system using the 

holistic matching method and the feature-based method, this 
hybrid method employs 3D technology. The hybrid model is 
the result of the advancement of the previous two methods, 
with the exception that it uses more accurate and sophisticated 
recognition. This type of hybrid recognizes more features on 
the face known as facial node points and identifies the face 
more deeply. 

D. Skin Texture Analysis Method 
Shepley developed a Skin Texture System Analysis using 

facial recognition technique by converting unique lines, 
patterns, and spots visible on an individual’s skin translated 
into mathematical space. Therefore, skin texture analysis is 
more sophisticated compared to the Hybrid type [12]. 

E. Thermal Cameras Method 
Arthur et al. [13] proposed thermal face verification to 

recognize faces using thermal cameras, which is a more 
advanced face recognition method. As shown in Fig. 2, this 
technique measures the rate at which heat is emitted from 
individuals or other sources of heat. The object's heat output 
determines the image that is produced. 

 
Fig. 2. Camera Thermal. 

A number of previous studies employing various face 
recognition-related technologies have been identified in the 
Table I. Nonetheless, the study has provided suggestions for 
improving this system. Among previous research are shown in 
the following tables [14]-[16]. 

Table II depicts the commercially available products that 
are relevant to this study. An overview and theoretical 
description of the face mask wear detection device for 
determining whether a person can enter a building has been 
presented in this review. The researcher can use this literature 
review to identify the hardware, equipment, and software 
required to continue the study. 
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TABLE I. REFERENCES LIST PREVIOUS RESEARCH  

No 
Innovation System 

Author Product 
Name Description 

1 
Hung-Che 
June 30, 
2020 

Facemask 
ATM and 
Reminder 

• The ATM and Reminder 
Facemask was developed to 
discipline each individual to wear a 
face mask when leaving the house 
and premises. 
• The method used is Motion Sensor 
and Piezo Buzzer, it works to detect 
the user's movement when crossing 
the device while the Piezo Buzzer 
will buzz very loudly. 
• The ultrasonic sensor works to 
calculate the number of face masks in 
the device.  
• Furthermore, the LCD serves to 
display the number of face masks. 
Finally, it uses the Arduino Uno in 
this research. 

2 

Julian- 
grodzicky 
Dec 1, 
2018 

Face Tracking 
and 
Recognition 
using Matlab 

• Face Tracking and Recognition 
using Matlab and Arduino is a study 
of various image preparation 
procedures to better extract half of 
the face and upgrade RGB images to 
GRAY. 
• Customization of channel 
combinations for Find Neighbor 
extraction via a pre-adjusted 
interface.  
• With this technique, the use of 
these coordinated channels can be 
analyzed and thus guarantee facial 
recognition 

3 
Khanday & 
Bashir, 
2018 

Face 
Recognition 
Techniques: 
Critical 
Review 

• This article discusses the study of 
the types of face recognition and the 
challenges of how to improve the 
efficiency and rate of recognition for 
face identification in large databases. 
• Then, it is compared with the 
accuracy or rate of recognition. This 
study stated 
• The advantage of using the 
biometric artificial intelligence (AI) 
method is easier when compared to 
the biometric method which requires 
special help from people for 
authentication. 
• This biometric artificial 
intelligence (AI) has challenges in 
recognizing faces in moving face 
conditions, twin poses variations and 
good lighting conditions for face 
recognition to be made. 

TABLE II. CURRENT PRODUCT IN THE MARKET 

No 
In-Market  

Product Image Product 
Name Description of product 

1 

 

Barth 
People 
Counter 
PC-10  
 

-The maximum limit of people can 
be set easily via Touch Display 
-High-quality aluminium stele with 
stainless steel base 
-Fast and easy setup in less than 5 
minutes 
shortcomings: 
• Need large and heavy space 
• Affordable cost (~RM 7,497.95) 

2 

 

Face 
recognition 
system 

-Supports face mask detection 
-Record staff entry and exit times 
-Record both staff and visitor 
records 
-Supports door/door access control 
protocol 
shortcomings: 
• Cannot limit the number of 

customers 
• Cost is quite expensive (~ 

RM3,500.00) 

3 

 

Automatic 
infrared 
heat scanner 

-Shorter filtering period 
shortcomings: 
• Cannot limit the number of 

customers. 
• No automatic doors. 
• Price in the range of RM8,000.00 

III. METHODOLOGY 
The methodology section describes all the necessary 

information that is required to obtain the results of the study. 
Six work steps need to be done by the researcher to develop a 
Face Mask Wear detection Device. There are four phases 
underway to develop a face mask wear detection device for 
entry into the premises. Phase 1: Determining the Problem and 
Background of the research, Phase 2: Making Solutions 
Possible, Phase 3: Prototype Development and Phase 4: Test 
and evaluate the solution. 

A. Research Design 
Problem analysis is the initial phase of the study conducted 

to identify problems that arise and set the direction of product 
development as well as identify the function of the product to 
be developed. At this stage, the objectives and goals of the 
study are determined based on the problem factors that exist. 
This determination is made to ensure that the development 
process is carried out following the objectives and purposes of 
the study and is used as a guide throughout the development 
period. 
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Furthermore, suggest solutions to problems encountered. 
Problem-solving in the study conducted is a step taken to 
propose appropriate solutions and methods to be applied 
throughout the development process done by developing or 
proposing some solutions that are capable of overcoming the 
problems encountered. 

Data collection has been done for customers that follow 
SOPs when entering premises. Based on the data, most of the 
customers failed to wear mask properly when entering a 
premise. This also violates the limit of customers on a premise. 
Thus, the customer's failure to comply with SOPs during the 
endemic is the problem statement for this research. 

The selection of this problem-solving method consists of 
several factors that influence the development process of the 
Face Mask Wear Detection Device by using the Facial 
Recognition System for Entrance Authorization which consists 
of the design method, material to be used, required 
functionality and complexity of the development method. 
Lastly, create a form of control model capable of solving the 
problems encountered by developing a prototype. 

B. Development Procedure 
Engineering Design Process (EDP) is a process for solving 

problem statements that occur and can be used in almost any 
situation [17]. The use of this model helps to study and 
understand the problem and its possible solutions at each step 
or phase of the research process. EDP is a process that includes 
steps that can be repeated, although not always in the same 
sequence but still guided by the objectives of the study. 
Furthermore, several steps cover several aspects such as 
planning, designing, testing, and refining the design. This 
process is often initiated based on clear research objectives and 
goals and is a journey process aimed at solving problems 
(National Academy of Engineering, 2020). Based on Fig. 3, six 
work steps need to be done by the researcher to develop a Face 
Mask Wear Detection System for Premises Entry Permission. 
There are four phases carried out to develop the system [18]. 

The stages of product development that have been 
completed in the creation of the face mask wear detection 
system. By adhering to this methodology, the success of 
product development is made more systematic [19]-[21]. 

 
Fig. 3. Phases in Product Development. 

 
Fig. 4. Product Development Process. 

Fig. 4 illustrates the stages of the product development 
process of the SOP Compliance Testing Device and the 
Application of Face Mask. 

C. Model Development 
The model development is influenced by suitability and 

user-friendliness. It is always used according to the objectives 
of the study. The design produced must be durable, easy to 
move, lightweight, affordable and easy to work with users. 
Therefore, the researcher proposed a model for the use of face 
mask detection device for entry into the premises based on the 
suitability and needs of users. Fig. 5 shows a model sketch of a 
face mask wear detection device for entrance authorization. 

D. FaceMack Detection Method 
The system will start by tracking the physical distance with 

the device using an IR sensor. Then proceed with the 
recognition of the physical face by using the ESP32-CAM 
module. The client image is detected and matched with the 
image that is in the user database but if, the distance setting is 
not reached by the IR sensor, the ESP32-CAM Module is 
inactive and the LCD will display “Take a step back to re-
scan”. 

 
Fig. 5. Model Sketch of A Face Mask Wear Detection Device for Entrance 

Authorization. 
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On activation of ESP32 - CAM, it will detect the physical 
face whether the customer is wearing a face mask or not. The 
calculation of the percentage of customer face recognition 
implemented by the ESP32-CAM will be sent to the Arduino 
Uno for further decision. 

If, the percentage is equal to or greater than 99%, the LCD 
will display “Mask: (percentage)” and “ENTER ALLOWED” 
and the Servo will rotate 90 degrees clockwise and it will rotate 
90 degrees counterclockwise after a few seconds delay. While 
the percentage is less than 99%, the LCD will display “Mask: 
(percentage)” and “PLEASE WEAR MASK” as well as the 
Servo will not rotate. The process is illustrated in Fig. 6. 

 
Fig. 6. A Fowchart for Methods Aiming to Identify Wearing Mask 

Conditions. 

IV. RESULT AND DISCUSSION 
The face mask wear detection device for entry into the 

premises has several key components required to complete the 
entire system and be able to operate properly and effectively. 
This main component has been conducted a functionality test 
so that researchers can identify whether it can operate well and 
under the requirements of the operation. 

A. Facial Recognition Functionality Analysis (ESP32-CAM) 
In the development of this product, facial recognition 

technology is utilized to compare database images with 

captured images. The researcher has devised a testing method 
that involves measuring the distance between the prototype and 
the human face to determine the functionality and effectiveness 
of facial recognition. Setting the test distance scale from 0 cm 
to 100 cm and measuring the recognition time required to 
detect the face yielded data from three different angle view 
which is left, front and right  angle view. The data collected 
was recorded for the front angle view, left angle view and 
right angle view of the facial recognition effectiveness test in 
Table III, Table IV, and Table V, respectively. 

Based on the collected analytical data, the researcher can 
identify the distance that must be determined for the system to 
initiate facial recognition. This is to ensure that face 
recognition is performed by a single person at a distance from 
the customer in front of the device. The researcher used an IR 
sensor to support the system by setting the distance between 
the customer's face recognition and the distance set by the 
customer. Fig. 7 shows the IR sensor's detection distance for 
initiating facial affirmation in the following way. 

TABLE III. LEFT ANGLE VIEW OF FACIAL RECOGNITION EFFECTIVENESS 
TEST 

No 
Left Angle View  

Distance (cm) Detected Time to detect(s) 

1 0 No - 

2 10 No - 

3 20 No - 

4 30 No - 

5 40 Yes 4.0 

6 50 Yes 4.5 

7 60 Yes 4.3 

8 70 Yes 4.0 

9 80 No - 

10 90 No - 

11 100 No - 

TABLE IV. FRONT VIEW OF FACIAL RECOGNITION EFFECTIVENESS TEST 

No 
Front View  

Distance (cm) Detected Time to detect(s) 

1 0 No - 

2 10 No - 

3 20 Yes 4.2 

4 30 Yes 4.0 

5 40 Yes 4.1 

6 50 Yes 3.6 

7 60 Yes 3.6 

8 70 Yes 5.4 

9 80 No - 

10 90 No - 

11 100 No - 
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TABLE V. RIGHT ANGLE VIEW OF FACIAL RECOGNITION EFFECTIVENESS 
TEST 

No 
Right Angle View  

Distance (cm) Detected Time to detect(s) 

1 0 No - 

2 10 No - 

3 20 No - 

4 30 No - 

5 40 Yes 4.3 

6 50 Yes 4.5 

7 60 Yes 4.2 

8 70 Yes 4.1 

9 80 No - 

10 90 No - 

11 100 No - 

 
Fig. 7. Operating Face Recognition Area. 

Another aspect of facial recognition that requires 
investigation is the rate of recognition. This is since researchers 
must examine the percentage of faces detected in clients who 
wear face masks in a variety of ways. As a result, the 
researchers created various face mask wear variations and 
tested the detected face rate to reduce the device's error rate in 
determining which customers were correctly wearing face 
masks. 

Fig. 8 presents the fact that the consumer is not concealing 
their face resulting in 80% of displays on the LCD. 

 
Fig. 8. The Device Displays “Please Wear the Mask”. 

  
Fig. 9. The Device Displays “Enter Allowed”. 

Since the customer is concealing their identity with a face 
mask, the LCD has a display rate of 100% as shown in Fig. 9. 

 
Fig. 10. Side View of Customer's Face. 

Since the customer is not wearing a face mask, 60% of the 
displays on the LCD are visible even inside view as shown in 
Fig. 10. Data analysis is to determine the percentage value of 
wearing the mask for the proper way of wearing the mask. The 
images recorded by ESP32-CAM were compared to face 
shapes in the database and made face detection results. The 
percentage value of wearing the mask for the prototype to 
allow the customer to enter the premises is above 98%. The 
gate was controlled by a servo motor the rotation is 90°. 

Arduino Uno programming is carried out using an Arduino 
IDE where the Arduino Uno circuit is connected to a face mask 
wear detector device for premise entry permission and 
connected to the laptop port using a Universal Serial Port 
(USB) cable. In this product two components need coding 
namely ESP32-CAM and also Arduino Uno it is written in C 
++ language through the Arduino IDE platform. ESP 32 CAM 
needs to use CH340G USB to TTL Serial Converter to send 
code from PC into ESP32-CAM while Arduino Uno only uses 
USB Printer Cable B Type for Arduino Printing to transfer 
code from PC to Arduino Uno. 

V. CONCLUSION AND FUTURE WORK 
The purpose of the face mask wear detection by using a 

facial recognition system for premise entry permission is to 
assist customers in determining whether they are wearing a 
face mask or not. The overall functionality of this system, 
which is designed to detect this face, has been thoroughly 
tested so that it can perform as expected. The percentage of 
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customer face recognition achieved using the codes (coding) 
set in the ESP32-CAM will be sent to the Arduino Uno for 
further consideration. If a percentage equal to or greater than 
99% is calculated, the bar will be raised to allow entry into the 
premises. While calculations with a percentage less than 99% 
are not permitted. 

The development of a product necessitates careful and 
systematic planning to be successfully implemented. 

The researcher can learn about the benefits and drawbacks 
of the product development process based on this discussion. 
As a result, the study contributes to create a face mask wear 
detection device and follow SOPs to self-discipline to properly 
wear face masks. The study produces a face mask wear 
detection device to improve the efficiency and ease of use of 
Covid-19 transmission. The system's functionality is being 
tested to detect faces and determine whether or not the 
customer is wearing a face mask. Ensure that the number of 
customers does not exceed the limits set by the premises' 
owner by reducing the labour cost. Another contributions that 
can be highlighted in this manuscript is the use of real data 
obtained by testing the level of effectiveness face-to-face and 
the provision of accurate results. Furthermore, the two levels 
emphasised which are proper and improper, are to form a 
system that will be used to assist researchers in taking into 
account the mask's position factor. 

Since there is currently a limit to how far a sensor can 
detect, the results may be skewed if we don't make the above-
mentioned improvements. However, without the above-
mentioned body temperature monitoring system, the objective 
and interpretation of the results will not be affected because the 
scope of analysis will be different. It is only beneficial to 
enhance the functionality of the system. 

In the future, some improvements and refinements to this 
existing system have been proposed by researchers as 
opportunities for others to participate. The following 
suggestions can be implemented such as combining this facial 
recognition technology with a body temperature monitoring 
system for online health monitoring and;it is advised to include 
a product efficiency analysis by calculating the average error 
rate of face detection at a distance. 
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Abstract—With the increasing of criminal actions, people use 
various surveillance techniques to create a sense of security. One 
of the most widely used surveillance technique is installing CCTV 
cameras at various locations. On the surveillance systems, there 
are other supporting devices apart from CCTV cameras. One of 
such supporting devices is a hard disk to save the recorded data. 
The recording on CCTV has two modes:  motion detection mode 
and continuous mode. The continuous mode will record 
continuously, which affects the amount of hard disk space used. 
Motion detection mode records one event only, not all recordings, 
saving hard disk space, however, it may miss some events. Based 
on these two modes, compression technology is required. The 
current compression technology applies the ROI method. A ROI 
(Region of Interest) is the part of the image that wants to filter to 
form some operations against it. ROI allows coding differently in 
certain areas of the digital image to have a higher quality than 
the surrounding area (background). This paper offers a novel 
approach to saving the foreground frame generated from the 
ROI method and compressing it. The novel approach will be 
applied to the AVI, MJPEG 2000, and MPEG-4 video formats. 
The decompression process is used to restore the original video 
data to measure the method's performance. To measure the 
proposed method's performance, it will compare the compression 
ratio and Peak Signal-to-Noise Ratio (PSNR) with the traditional 
method without implementing the ROI-based method. The PSNR 
value in this paper, that measures the quality of the compression 
result,s are above 40 dB. It indicates that the resulting video is 
similar to the original video. The ROI-based compression method 
can increase the compression ratio 5-7 times higher than the 
existing method for lossy AVI format video. While on MJPEG-
2000 and MPEG-4 format video, it increases the compression 
ratio 7-15 times and 1-3 times, respectively. The PSNR value for 
the proposed method is above 40 dB, which indicates that the 
reconstructed video is similar to the original video, even though 
the pixel values have changed slightly. 

Keywords—Compression; decompression; foreground; region 
of interest; video surveillance systems 

I. INTRODUCTION 
The increasing criminal actions result in people using 

various surveillance techniques to ensure security and manage 
communities to create a sense of security [1, 2]. One 
commonly used surveillance technique is to use video 
surveillance cameras installed in several places [3]. The 
development of the internet also supports the increase in 
surveillance cameras to analyze the recordings [4]. Video 
surveillance is currently an active field of research that aims to 

analyze video captured by cameras. This functionality makes it 
suitable for security applications, object identification and 
tracking, gender classification, et al. [5]. 

Nowadays, CCTV is facilitated by remote location 
monitoring with mobile phones. CCTV does not stand alone 
but has other supporting devices [6]. These supporting devices 
are used to monitor and record image objects seen by CCTV 
cameras [7]. CCTV cameras that produce a low-quality video 
which is generally recorded at a resolution of 352x240 and 
have a frame rate of 30 fps, occupy 10 GB of storage in one 
day [8]. 

The footage on CCTV is mainly stored on secondary 
storage devices. CCTV recording equipment has two modes, 
continuous and motion detection [9]. In continuous mode, 
CCTV will record continuously so that the hard disk capacity 
runs out quickly because it stores all the information captured 
by the camera without choosing whether the data is needed or 
not. In motion detection mode, also called event recording 
mode, CCTV only records when specific events occur. 
Because it only saves when an event occurs, the hard disk 
capacity does not run out quickly. Its limitation is that not all 
events are held because CCTV only stores when an object is 
moving, so some information is lost [10]. A video compression 
technique is needed that can combine the two modes' 
advantages. 

Several types of video compression used in CCTV are 
Motion JPEG (MJPEG), Motion JPEG 2000 (MJPEG 2000), 
MPEG-4, and H.264 [11, 12]. MPEG-4 can be three times 
more efficient in compression than MJPEG. When the number 
of frame rates is less than 5-6 frames per second, then MPEG-4 
will be less favorable. MPEG-4 uses H-264 video compression 
and will be efficient when bandwidth conditions are limited 
and stable. MJPEG uses the Discrete Continuous Transform 
(DCT) algorithm, while MJPEG 2000 uses the Discrete 
Wavelet Transform (DWT) algorithm to produce better image 
quality at higher compression levels. On MJPEG 2000 it is 
possible to perform a decompression process with a lower 
resolution representation than the original image, so it is 
suitable for motion detection algorithms [12]. 

Video contains data redundancy by which the differences 
can be recorded within frames or between frames. There are 
two types of video compression, based on the structure’s color 
component (spatial redundancy) and based on changes between 
frames (temporal redundancy). The first type is based on the 
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fact that the human eye cannot distinguish colors well enough 
because it is affected by the object’s brightness. While the 
other type only encodes the changing frames and directly 
stored the rest data [13]. 

The frame changes because there is movement in the object 
(foreground) captured in the video. Each frame in video data 
generally contains objects (foreground) and background. The 
foreground and background detection processes are based on 
Region of Interest (ROI) that was chosen. It allows different 
encoding in some regions of the digital image to have a better 
quality than the surrounding area (background) [14]. ROI is a 
part of the image that you want to filter to perform some 
operations. 

The application of ROI uses the Max-shift method. In [15], 
the Max-shift method is used to choose the ROI on an image. 
The Max-shift method works by shifting the bit-plane from the 
selected ROI so that it occupies a higher position than the 
surrounding bit-plane (background), where the shift is 
conducted to the maximum extent resulting in the maximum 
quality on foreground compared to the surrounding area. ROI 
can also reduce the size of the data volume. 

Based on these descriptions, this research offers a 
compression and decompression technique for video 
surveillance systems by applying a modified ROI method. 
Modifications are made by using a cropping process to the 
foreground by implementing the ROI method. And then 
compress the foreground frame so that the background does not 
change. The proposed method is implemented on three types of 
video compression format, lossy video compression in AVI, 
MJPEG 2000, and MPEG-4. 

The rest of this article is as follows; Section II describes the 
related works of the proposed method. Section III describes the 
dataset and explains the detail of the proposed method. Section 
IV describes the results and discussion. The paper is concluded 
in Section V. 

II. RELATED WORK 
In a technical review paper conducted by Seagate in 2012 

showed that the compression techniques, used to store CCTV 
footage, can result in a decrease in quality and have little effect 
on video size [8]. Seagate conducted the review using a very 
large variation in hard drive recording capacity based on 24x7 
video streaming resolutions. With many security applications 
requiring dozens of cameras and streaming 24x7 video, this 
can result in storage volumes reaching hundreds of gigabytes. 

Cisco estimates that bandwidth usage for data globally will 
grow 71% in 2017 and forecasts an annual growth rate of 46% 
from 2017 to 2022 [16]. A CCTV camera connected to the 
internet with a stable video stream to the cloud will share a 
usage share of 2% and will grow seven times to increase to 3% 
by 2022 [17]. Based on the growth of data usage from 2019 to 
2020, it is predicted in [18] that video data usage will continue 
to increase until 2025. It is due to the size of the recorded 
storage capacity depending on the hard disk installed (typically 
160 GB, but some are up to 1 TB), whereas many security 
applications require dozens of cameras and 24x7 video streams 
and result in storage volumes running up to hundreds of 
Gigabytes. 

Recordings are mostly stored on secondary storage devices 
such as hard disks. So, to reduce storage space, a compression 
technique is applied. In some research, it is recommended to 
use cloud storage for CCTV footage using IP Camera and 
storage using NVR (Network Video Recorder) [16, 19]. The 
limitations are that it requires a fast internet connection on each 
CCTV camera and requires a large bandwidth when 
transmitting. So, the storage method using DVR is still being 
used. 

Research on compression to reduce data volume has been 
conducted by developing motion detection recording modes 
[20]. In [21], other providing motion detection information, the 
CCTV video processing also provides two other output that is 
face detection information and identification information. ROI 
based method to classify and detecting vehicles was given in 
[22]. 

In [23], the author designs a lossy and lossless algorithm by 
applying ROI to video compression. This algorithm design 
applies lossy and lossless video compression to raw video. 
Raw video in the form of cif or qcif is an uncompressed image 
file. The proposed approach is in which the selected ROI area 
is based on the human face (face detection). The limitation of 
this study is that it does not show any effect on data volume. 

III. MATERIAL AND PROPOSED METHOD 
Fig. 1 is describing the research framework. There are two 

stages in this research, the compression stage, and the 
decompression stage. This stage is generating a modified 
algorithm design from the proposed research topic. The result 
of this algorithm design will be implemented in MATLAB 
software. 

 
Fig. 1. The Research Framework. 

The research phase begins with video acquisition. Video 
acquisition here is intended to collect video data used in this 
research. The next stage is to separate the video into some 
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consecutive frames (sequential frames). Frames (digital 
images) are collection of pixels such as RGB or YCbCr. It is 
continued by video compression process. The difference 
between this proposed method and the common traditional 
compression method by AVI, MJPEG 2000 and MPEG-4 is 
that on this research the compression was implemented on the 
cropped frame. Based on the ROI method, the cropping process 
was held on the foreground frame that separates it from the 
background. At the compression stage, there are three stages: 
object detection by applying the background subtraction 
algorithm, followed by determining the ROI area to be 
separated between background and foreground, and third one is 
cropping process. The DCT algorithm will compress the 
foreground cropping results for AVI and MPEG-4 video 
formats and the DWT algorithm for MJPEG 2000 video 
format. 

The decompression stage consists of three stages, namely, 
reading the compressed video, merging the foreground and 
background of each sequential frame, and generating the 
reconstructed video. The merging of the foreground and 
background of each sequential frame begins with the pre-
processing stage. The pre-processing process is performed by 
reading the length of the video, determining the minimum and 
maximum of the width and height of each sequential frame. 
Next, separate the video data into sequential frames. After 
getting the sequential frames, read the background frame and 
combine it with the sequential frames based on its maximum 
width and height. Perform an error check on the mixed results 
to see whether each frame can be merged correctly. 

A. Video Acquisition 
Video acquisition is the process of capturing or scanning 

video so that digital video will be obtained [24]. In the video 
acquisition process, several factors need to be the main concern 
in the process. These factors are the types of acquisition tool, 
camera resolution, lighting techniques, zooming techniques 
(enlarge and reduce the camera) and the angle of data 
collection [25]. 

Each type of camera has its characteristics. Therefore, this 
research uses some different cameras. It consists of 1 CCTV 
camera and two non-CCTV cameras with different camera 
resolutions, i.e., 1.3 MP for CCTV cameras and 5 MP and 13 
MP for Non-CCTV cameras. The video capture process is 
conducted simultaneously. The three cameras are placed at the 
height of one meter from the ground and distances two meters 
from the observed object. The dataset at the research location 
was taken at night, requiring additional artificial light. The 
object of this research focuses on the coordinated movement of 
objects that move at a certain speed that can be captured by the 
camera and it consists of an object only, a remote-controlled 
toy car. 

B. Sequential Frames 
Video is a collection of images that are recorded 

sequentially, and their movements are according to a function 
of time. After the video acquisition process, frames from the 
video will be separated [26]. The frame splitting stage begins 
by reading the length of the image on the video to find out how 
many frames the video has. Next will be determined the size of 
the image that is the width and height of the image. 

C. Object Detection using Background Subtraction Method 
After sequential frame stage, next is detecting the object. 

Video acquisition in this research uses a static camera so that it 
does not move and the point of view of taking the objects is 
fixed. The resulting background remains same from the 
beginning of the video to the end. It makes the research 
direction focuses on the movement of objects, so the algorithm 
used for object detection is the background subtraction 
algorithm [26]. 

The initial step to be conducted is to read the first frame of 
the video data. This initial frame will be used as the 
background frame. The next step is to apply edge detection 
using the background subtraction method to produce a 
foreground mask. This foreground mask will be used as a 
reference for the next stage. The background image is the 
frame that will be compared with the next frame (second 
frame, third frame, etc.), and then the result is reduced to get 
the difference. The difference will be used to detect the 
movement of the object. The result of image reduction is 
converted into a greyscale image. If there is a change in the 
value of a particular pixel, assign value 1 (marked in white). If 
there is no change in the pixel value, give the value 0 (marked 
in black). The difference from this greyscale image will 
produce a foreground mask. 

D. Region of Interest 
After getting the foreground mask by applying background 

subtraction algorithm, it will use the foreground mask as the 
area of interest for ROI. ROI area is marked by a bounding 
box, which is a box with x and y coordinates representing the 
width and length of the detected object [27]. Building the 
bounding box requires a background image, foreground image, 
and foreground mask. In making a bounding box, start by 
measuring the size in the region of the image. Then read the 
foreground mask generated by the background subtraction 
algorithm. Continue with displaying the box from the bounding 
box so that it will visually illustrate the separation. 

E. Cropping Process 
 At this stage, a cropping process is conducted from the 

ROI results. The input image from the previous stage will be 
read and then cropped to get a new image. Image cropping in 
general, can be done based on the coordinates, the number of 
pixels or the results of zooming a certain area. 

This research uses the foreground's width and height 
information to calculate the intersection point's coordinates 
after reading the bounding box image. The image cropping 
process is conducted based on the intersection point 
coordinates. The result of this stage is a sequential frame 
containing only objects and a background frame. Sequential 
frames have objects (foreground) that will be used as input for 
the compression stage, while the background frame will be 
saved for the decompression stage. It will merge the 
foreground and background later in the decompression stage. 

F.  Implementation of ROI-based Compression Method 
This stage implements a lossy compression method in AVI, 

MJPEG 2000 and MPEG-4 video compression formats on the 
cropped foreground frame. The lossy compression method is a 
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compression method that removes some information from the 
original data during the compression process, such as reducing 
the pixel value but does not significantly cross the limits of the 
visual perception of the human eye. 

The AVI and MPEG-4 video formats use the DCT 
transformation algorithm, while the MJPEG 2000 video format 
uses the DWT transformation algorithm [28]. A quantization 
process will be applied to each video format to reduce the 
amount of information needed to represent the frequency so 
that unnecessary information can be eliminated. The entropy 
coding process is conducted after the quantization process is 
complete. The result of this process is a compressed image 
where for the AVI video format, it will be saved using a bitmap 
(.bmp) file, while for the MJPEG 2000 it will be saved using a 
JPEG 2000 file (.jp2) and for the MPEG-4, it will be saved 
using a JPEG (.jpg) file. The last step is to combine all 
compressed foreground frames into a video file for each video 
formats. 

G. Implementation of ROI-based Decompression Method 
The decompression process aims to restore the compressed 

image into an image representation like the original image 
[29]. It begins by reading the compressed video for three 
formats and then saving the information about the length of the 
video, minimum and maximum value of the width and height 
of each sequential frame. After separating, the video into a 
sequence of frames, combine the background and foreground 
for each frame. It turns the frame sequence into a video 
representation. 

H. Cropping Process 
 The proposed method performance evaluation measures 

include compression ratio and Peak Signal-to-Noise Ratio 
(PSNR). The performance of a data compression algorithm can 
be measured by calculating the compression ratio. It measures 
the physical substance, how much capacity the original 
compressed file has. The compression ratio (CR) is defined as 
the ratio of the size of the original data (uncompressed) and the 
size of the compressed data, which is expressed by (1) [13]. 

𝐶𝑅 =  𝑋
𝑥′

              (1) 

where x = the size of the original data (bytes), and x’ = the 
size of the compressed data (bytes). The compression ratio is 
closely related to how much memory space can be saved. 

Calculating the quality of the decompressed image can be 
done by calculating the PSNR value. To calculate PSNR, it 
takes the Mean-Square Error (MSE) value given by (2) [13]: 

𝑀𝑆𝐸 =  1
𝐶𝑀.𝑁

 ∑𝑀−1 
𝑖=0 ∑𝑁−1

𝑗=0  [|𝐼(𝑖, 𝑗) − 𝑅(𝑖, 𝑗)|]2          (2) 

where, I (i, j) represent the original image before 
compression, while R (i, j) represents the compressed image, C 
represents the color component of the image where C=1 for 
binary images or grey level, C=3 for color images and the size 

of the image is N x M. A significant MSE value indicates that 
the deviation or difference between the reconstructed and 
original images is quite significant. Meanwhile, for calculating 
the PSNR value we can use (3) [13]: 

𝑃𝑆𝑁𝑅 =  10𝑙𝑜𝑔10(𝑚𝑎𝑥1
2

𝑀𝑆𝐸
)  = 20𝑙𝑜𝑔10(𝑚𝑎𝑥1

√𝑀𝑆𝐸
)           (3) 

where, max1 is the maximum value of a pixel in the 
original image I. The smaller the MSE noise value, the higher 
the PSNR value, the higher the image quality. On the other 
hand, the higher the MSE noise value, the smaller the PSNR 
value, the lower the image quality. Typical values for PSNR in 
the lossy image and video compression are between 30 dB and 
50 dB, where higher is better [30, 31]. Values above 40 dB are 
usually considered very well, and values below 20 dB are 
usually unacceptable [31, 32]. When the two images are 
identical, the MSE value will be zero, which will result in 
infinite PSNR [31]. 

IV. RESULTS AND DISCUSSION 

A.  Result of Video Acquisition 
Table I shows the specifications of the video used. Data 

was taken with three cameras, one CCTV camera and two non-
CCTV cameras, with different specifications to produce three 
video data. The video acquisition is held at night, so it requires 
additional lighting, which is placed in front of the object. 

TABLE I. SPECIFICATIONS OF THE VIDEO USED 

Video Name Number of frames Video file sizes 

Car1 157 frames 138.87 MB 

Car2 294 frames 290.70 MB 

Car3 175 frames 461.43 MB 

B. Result of Sequential Frames 
On this stage, the results of sequence frames are saved in 

BMP format. For video Car1, the data size of each frame is 676 
KB with the time required for sequential frame processing is 
6.765 seconds. While for video Car2, the data size of each 
frame is 1 MB with the time required for sequential frame 
processing is 12.607 seconds. For the third video, the data size 
of each frame is 2.7 MB with the time required for sequential 
frame processing is 9.095 seconds. Fig. 2 gives examples of 
frame sequential results from three video data. 

 
Fig. 2. Example of Frame Sequential Results. 
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C. Result of Object Detection using Background Subtraction 
Method 
The background subtraction method takes the difference 

from the frame value by calculating it based on subtracting the 
current frame from the predefined background frame. Video 
input in sequential frames will be separated from the first frame 
by the next frame. The resulting image will be converted into a 
grey-level image. The grey-level image will be filtered and 
binarized to determine the foreground and background edges 
threshold. 

Fig. 3 gives examples of object detection resulting from 
three video data, which shows the difference between 
foreground and background. The foreground is marked in 
white, while the background is marked in black. The time 
required for the object detection process in the first video is 
6.763 seconds. While the time required for the object detection 
process in the second and third video is 13.140 seconds and 
9.348 seconds, respectively. 

 
Fig. 3. Example of Object Detection Results. 

D. Result of Region of Interest 
Fig. 4 gives examples of the result of applying the ROI 

method on three video data. The yellow box can be seen 
visually as a separation sign of the foreground and inside the 
yellow box, while the background area is outside the yellow 
box. 

E. Result of Cropping Process 
The result of the bounding box process will be the input 

image for the cropping process. This cropped image contains 
information about the object of interest from each sequential 
frame. The cropping process will only keep the foreground 
from the sequential frame to produce a new image. The new 
image that contains information about the object will later 
become the input image of the compression process. 

 
Fig. 4. Example of ROI Results. 

 
Fig. 5. Example of Cropping Process. 

Fig. 5 gives examples of the cropped images from three 
video data. The sizes of the resulting frames have a different 
size according to the size of each bounding box. 

F. Result of Implementation of ROI-based Compression 
Method 
Table II shows video compression results and the time 

required to perform the compression process based on this 
proposed method. It can see in Table II that the sizes of 
compressed data with the ROI-based compression method are 
smaller than the size of the original data. For example, on the 
first video, Car1 with AVI format, the compressed data size is 
1.50 MB, much smaller than the original video size of 138.87 
MB (Table I). 

G. Processing Time for Implementation of ROI-based 
Decompression Method 
Table III shows the time that it takes to process the 

decompression stage. All sequential frames result from 
combining background and foreground frames, will then be 
saved in AVI, MJEPG 2000 and MPEG-4 video formats. For 
each video playback process, the processing time will be 
calculated. The reconstructed video from decompression 
method will be used later to count PSNR. 

H. Compression Ratio and PSNR Values 
Compression ratio that is calculated by (1) is defined as the 

ratio of the size of the original data (uncompressed) and the 
size of the compressed data. Table IV gives the comparison of 
compression ratio between the result by proposed method (with 
ROI) and existing method (without ROI). 

TABLE II. THE RESULTS OF VIDEO COMPRESSION USING THE ROI-BASED 
COMPRESSION METHOD FROM THE DATA CIDEO 

 Video compression 
format 

Size of compressed 
data with ROI’s 

Processing time 
(seconds) 

Car1 

AVI 1.50 MB 0.904519 

MJPEG 2000 0.61 MB 0.978303 
MPEG-4 0.11 MB 0.981535 

Car2 
AVI 2.12 MB 1.837451 
MJPEG 2000 1.12 MB 1.790168 
MPEG-4 0.15 MB 1.772530 

Car3 
AVI 1.45 MB 3.526940 
MJPEG 2000 0.61 MB 3.324557 

MPEG-4 0.19 MB 3.473233 
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TABLE III. PROCESSING TIME FOR VIDEO DECOMPRESSION USING THE 
ROI-BASED COMPRESSION METHOD 

 
Processing time 
for AVI format 
videos (second) 

Processing time 
for MJPEG 2000 
format videos 
(second) 

Processing time 
for MPEG-4 
format videos 
(second) 

Car1 0.321361 0.314064 0.215553 

Car2 0.208899 0.193403 0.153938 

Car3 0.180601 0.192206 0.112877 

In Table IV, the compression ratio of the proposed method 
(with ROI) in all cases is higher than the compression ratio of 
the existing method (without ROI). So, it can claim that this 
proposed method works better in compressing the video data 
than the current method if it uses a compression ratio to 
measure the performance. 

Table V gives the result of PSNR calculation using ROI-
based compression method from three video file formats. The 
higher PSNR value means the higher reconstructed video 
quality (result of decompression process). On the other hand, 
the smaller the PSNR value, the lower the video quality. 

TABLE IV. PERFORMANCE COMPARISON OF THE COMPRESSION RATIO 
FOR THE PROPOSED METHOD (WITH ROI) AND WITHOUT ROI ON VARIOUS 

VIDEO 

 

Video 
compr
ession 
format 

Orig
inal 
size 
data 
(a) 

Size 
compr
essed 
data 
witho
ut 
ROI 
(b) 

Size 
Compr
essed 
data 
with 
ROI 
(c) 

Compr
ession 
ratio 
withou
t ROI 
(a/b) 

Compr
ession 
ratio 
with 
ROI 
(a/c) 

Impro
ved 
compr
ession 
ratio 
(b/c) 

Ca
r1 

AVI 

138.
87 
MB 

10.3 
MB 

1.50 
MB 13.4825 92.58 6.8667 

MJPE
G 2000 

7.05 
MB 

0.61 
MB 19.6979 227.655

7 
11.557
4 

MPEG-
4 

0.21 
MB 

0.11 
MB 

670.768
3 

1262.45
45 1.9091 

 
Ca
r2 

AVI 

290.
70 
MB 

15.7 
MB 

2.12 
MB 18.516 137.122

6 7.4057 

MJPE
G 2000 

8.27 
MB 

1.12 
MB 35.1511 259.553

6 7.3839 

MPEG-
4 

0.61 
MB 

0.19 
MB 

476.557
4 1530 3.2105 

Ca
r3 

AVI 

461.
43 
MB 

7.71 
MB 

1.45 
MB 59.8482 318.227

6 5.3172 

MJPE
G 2000 

9.61 
MB 

0.61 
MB 48.0156 756.442

3 
15.754
1 

MPEG-
4 

0.53 
MB 

0.19 
MB 

870.622
6 

2428.57
89s 2.789 

TABLE V. PERFORMANCE OF THE PROPOSED METHOD BY PSNR 

 
PSNR for AVI 
format videos 
with ROI (dB) 

PSNR for 
MJPEG 2000 
format videos 
with ROI (dB) 

PSNR for 
MPEG-4 format 
videos with ROI 
(dB) 

Car1 56.9328 52.3866 64.2107 

Car2 62.7869 57.8663 63.1144 

Car3 51.0671 46.9997 46.8808 

In Table V, all PSNR values are above 40 dB, indicating 
that the reconstructed video resulting from decompression is 
similar to the original video. 

V. CONCLUSION AND FUTURE WORK 
This paper proposes an ROI-based compression-

decompression method that separates foreground and 
background on each sequential frame by the background 
subtraction method. Based on experiment results, for all videos 
that were acquired, this proposed method gives better results in 
compression ratio and PSNR values compared with existing 
methods (without ROI). That is, it increases the compression 
ratio and PSNR values. 

The results of increasing the compression ratio for the 
video compression method with ROI on the AVI compression 
video format are 6.8667, 7.4057, and 5.3172. The results of 
increasing the compression ratio for the video compression 
method with ROI on the MJPEG 2000 compression video 
format are 11.5574, 7.3839, and 15.7541. At the same time, the 
results of increasing the compression ratio for the video 
compression method with ROI on the MPEG 4 compression 
video format are 1.9091, 3.2105, and 2.789. The ROI-based 
compression method can increase the compression ratio 5-7 
times higher than the existing method for lossy AVI format 
video. While on lossy MJPEG-2000 and MPEG-4, it increases 
the compression ratio 7-15 times and 1-3 times, respectively. 

The results of the PSNR value for the video compression 
method in the AVI compression video format are 56.9328, 
62.7869, and 51.0671. The PSNR values for the video 
compression method in the MJPEG 2000 compression video 
format are 52.3866, 57.8663, and 46.9997. And the results of 
the PSNR value for the video compression method in the 
MPEG-4 video compression format are 64.2107, 63.1144, and 
46.8808. The PSNR value for the proposed method is above 40 
dB [31, 32], which indicates that the reconstructed video is 
similar to the original video, even though the pixel values have 
changed slightly. 

This study only uses one object, while there can be more 
than one object in the field (crowd people). The camera used in 
this study is still, while the camera used in CCTV may be a 
camera that moves which results in changes in the background. 
So further research can be conducted to detect more than one 
object, moving cameras, or changes in the camera's 
background. 
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Abstract—Designing an automation system for the agriculture 
sector is difficult using machine learning approach. So many 
researchers proposed deep learning system which requires huge 
amount of data for training the system. The proposed system 
suggests that geometric transformations on the original dataset 
help the system to generate more images that can replicate the 
physical circumstances. This process is known as “Image 
Augmentation”. This enhancement of data helps the system to 
produce more accurate systems in terms of all metrics. In olden 
days when researchers work with machine learning techniques 
they used to implement traditional approaches which are a time 
consuming and expensive process. In deep learning, most of the 
operations are automatically taken care by the system. So, the 
proposed system applies neural style and to classify the images it 
uses the concept of transfer learning. The system utilizes the 
images available in the open source repository known as 
“Kaggle”, this majorly consists of images related to chilly, tomato 
and potato. But this system majorly focuses on chilly plants 
because it is most productive plant in the South Indian regions. 
Image augmentation creates new images in different scenarios 
using the existing images and by applying popular deep learning 
techniques. The model has chosen ResNet-50, which is a pre-
trained model for transfer learning. The advantage of using pre-
trained model lies in not to develop the model from scratch. This 
pre-trained model gives more accuracy with less number of 
epochs. The model has achieved an accuracy of “100%”. 

Keywords—Image augmentation; geometric transformations; 
transfer learning; neural style learning; residual network 

I. INTRODUCTION 
The main goal of the data augmentation technique is to 

develop the model which is capable of handling the input that 
is unknown to the system and to develop a generalized 
training model. The proposed system focused on chilly plants 
but there is a situation where it can get similar leaf images of 
chilly but it is really chilly. So the proposed system uses the 
neural style learning to combine images of different plants and 
produce a new synthetic image. The image augmentation acts 
as a pre-processing step in the deep learning area to train the 
model. The proposed paper discusses the basic image 
manipulation operations, deep learning[5] and meta-learning 

techniques that can be performed on the image. The image 
augmentation operation is classified into two ways as shown 
in Fig. 1. 

Offline mode stores the different augmented images in the 
hard disk, which requires high configuration of processor and 
RAM to run the program. Online mode utilizes the cloud 
services to store the image and it uses GPU’s to run the 
program [19]. Google CoLab is an open source tool that run 
huge amount of images at a faster rate. Among the two types 
augmentations namely offline and online modes, this paper 
considers the online augmentation techniques since all the 
operations are performed in cloud using GPUs due to which 
waste of disk space is reduced. The offline data augmentation 
is preferred for the smaller datasets; the newly created images 
will be stored in the disk. This offline process is time-
consuming and is expensive whereas in online or real data 
augmentation the transformation images occur randomly on 
different batches and the model is trained with more cases in 
each epoch in this method [8]. There three ways to generate 
augmented images as shown in Fig. 2. 

 
Fig. 1. Modes of Image Augmentation. 

 
Fig. 2. Different Ways of Image Augmentation Techniques. 

131 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 6, 2022 

1) Basic image operations: The basic image operations 
include geometric transformations, which is a sequence of 
steps consisting of rotations, flip, resize, shift, zoom, crop, and 
adding of noise operations [9]. It also includes color space 
transformations; in general, images are composed of RGB 
color convention but for efficient processing of the data the 
image has to be transformed into gray-scale or other color 
saturation values. The basic operation also includes kernel 
filter, using convolution neural networks, the region of interest 
is extracted from the image. The image is stored as a two-
dimensional matrix and the filter performs a dot product 
between the input and filter layers and the values are added to 
get a single value in each position. Kernel filtering helps in 
edge detection, image sharpening, and blurring operations 
[10]. The latest improvement has included random erasing 
techniques to erase the pixels in the image by selecting a 
rectangular region, an area is selected based on the probability 
which is calculated with help of aspect ratio and area ratio. It 
plays a vital role in image classification, object detection, and 
person re-identification. It can be easily integrated with the 
neural networks and it can use on pre-trained models. The 
basic image operations categories are presented in Fig. 3. 

2) Deep learning approaches: These approaches consist 
of adversarial training, this type of approach is highly needed 
in the models where Gaussian noise is injected and images are 
transformed with worst-case perturbations, this results in 
incorrect answer with high confidence values [11]. Deep 
learning also involves neural style transferring technique 
which helps to create new images by blending images 
especially when the model has content or style reference 
images. It uses two different distance functions, one is used to 
identify the differences in terms of content, and the other is 
used to identify the differences in terms of style. The third and 
important approach is the usage of GAN models, an 
unsupervised technique that can generate new images by 
learning from the patterns that exist in between the input 
image. GAN’s consists of two components: generator to create 
new images by training the model and discriminator for 
classification purpose [12, 13]. In GAN’s, the generator takes 
input as a fixed-length vector, which is known as “Noise 
Vector” for producing the salt and pepper noise images 
because most of the plants have smoked layer above them. 
Generator produces outputs samples that belong to the domain 
of leaves but with different styles. Discriminator takes the 
input from the domain and outputs a binary value based on the 
prediction performed. The task of this component is predict 
whether the scanned image is a real or augmented image. 
Higher the misclassification produced by this component 
higher will be accuracy of system because more number of 
augmented images has passed the test. So in designing the 
GAN, the major focus should be on layers of the generator. 
The general architecture of GAN is presented in the Fig. 4. 

 
Fig. 3. Summary of Basic Image Operations. 

 
Fig. 4. GAN Architecture. 

3) Meta-Learning approaches: These approaches are used 
to balance the data between the real world and the simulated 
world. Recently Google has designed a novel method known 
as “AutoAugment”, it is a policy-based approach to identify 
the best augmentation suited for the dataset. The search space 
of the AutoAugment has 5 sub-policies with 2 operations 
each. This process of AutoAugment will save us a lot of time 
in checking and applying all the possible combinations of 
operations that can be performed to increase our dataset size. 
The selection of operation to be performed is based on the 
dataset system supply, this automatic selection of operation is 
acquired from the reinforcement learning. Fig. 5 illustrates the 
process of Auto Augmentation using the optimizers. 
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Fig. 5. Auto Augmentation Process. 

The design considerations for augmentation involve train-
time data augmentation to reduce the generalization error and 
test-time data augmentation to improve predictive 
performance. The most important operation that should be 
performed is resizing operation that all the images should be 
of the same size and some pixel scaling and normalization 
operations should be performed. 

The paper first presented introduction section, which 
describes about different augmented images generation 
techniques in online mode. The second section literature 
analyzes the previous works to identify the gaps in the 
research. The proposed model section discusses about the 
basic image operations along with the ResNet-50 CNN for 
classification [15]. The results section discusses about both 
proposed results along with the compared results of previous 
works in terms of every metric. The last section i.e., 
conclusion presents the advantages of pre-trained model then 
it extends the section by coining the limitations of the present 
work. 

II. LITERATURE REVIEW 
Many Research Scholars and Scientists are continuously 

working on various plant diseases to improve the quality of 
production using machine learning and deep learning 
techniques. All these researchers have considered the 
controlled conditions and obtained the plant images from 
PlantVillage dataset. The application of computer vision and 
deep learning techniques has given good accuracy systems for 
automatic detection of diseases in plants. 

Quan Huu Cap[1] developed a Generative Adversarial 
Networks known as “LeafGAN”, which act as a data 

augmentation tool by creating new diseased images from the 
healthy images. This system preserves the background of the 
image as well as generates the images of high quality. The 
core component of this model is LFLSeg, which is a label-free 
and weakly supervised segmentation module. In this model, it 
uses feature maps to extract the segmentation information[6], 
and this in return helps the model to learn about dense and 
interior regions of the leaf images implicitly. The output of the 
segmented image is projected as a heat map so that it 
calculates the probability of each pixel in the final decision. 
Finally, this model has boosted the diagnosis system and it 
solved the problems that arise due to the overfitting of the 
data. 

Haseeb Nazki[2] proposed Pipelined Generative 
Adversarial Networks for plant disease detection to address 
the problem of imbalanced data shifting. The working of this 
model consists of two major components. The first component 
is AR-GAN, which is used for generating the data 
augmentation synthetically by translating an image from one 
domain into another domain. A parameter known as 
discriminator decides whether an image belongs to a particular 
domain or not. Based on the dataflows and loss functions, the 
image is reconstructed so that its performance is improved 
over cycle GAN. AR-GAN has a network that has an 
activation reconstruction for feature extraction. The second 
component is RESNET-50 CNN for disease detection with the 
same configuration as the baseline with RELU as activation 
functions [16]. The network is fine-tuned by using ImageNet 
pre-trained weights. 

Daniel Ho[3] suggested a population-based augmentation 
algorithm, which uses a dynamic strategy. The main goal of 
this algorithm is to optimize the hyperparameter by using 
schedule learning policies. The PBA first runs a gradient 
descent algorithm on each epoch and then it does the 
evaluation on the validation data. Truncation selection is 
applied to the bottom 25% of the data based on the weights 
and top25% of the data based on the hyperparameters. 

Sungbin Lim [4] proposed the Fast AutoAugment 
Algorithm based on density matching. The model constructs a 
search space for the images and defines two efficient 
operations known as calling probability and the magnitude. 
The search strategy uses the probability distribution on a pair 
of training datasets, the values are parameterized and 
evaluated the accuracy and loss values. The performance is 
measured by comparing the amount of the data that is similar 
in both datasets and it uses K-fold stratified shuffling. At last, 
the policy is explored by using Bayesian Optimization by 
employing a kernel density estimator. Table I illustrates the 
advantages and disadvantages of the previous works. 
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TABLE I. COMPARATIVE ANALYSIS 

S.No Author Name Algorithm Name Merits Demerits 

1 Quan LeafGAN The classification process by taking the 
segmented images is easy for the GAN 

The model has used traditional segmentation 
approach for feature extraction. The annotation 
process is difficult  

2 Haseeb ARGAN The residual component used tries to minimize 
the loss function at every iteration  

The usage of ImageNet which less number of leaf 
images for knowing the weights of the layer has 
reduced the accuracy of the model.  

3 Daniel PBA 
During the process of distribution of data the 
model has wisely chosen mixture of top and 
bottom layers of data for validation purpose 

The learning policy implemented by the population 
is difficult since all the combinations of learning 
policies are to be computed 

4 Sungbin Fast Auto Augment 
The model uses the probability to construct the 
search space. This helps the model to have very 
small search area to recognize the desired regions 

The density parameters are found using the 
optimization technique based on bayes theorem. But 
since it is applied for K-fold, it is very expensive 
process  

III. PROPOSED MODEL 
The aim of the proposed model is to develop basic online 

augmentation techniques along with convolutional neural 
networks[7] and calculate the accuracy for the identification of 
bacterial blight disease in chilly plants. 

A. Basic Image Augmentation Operations 
The main advantage of these geometric operations is that 

even though various operations are performed on these 
images, the features of the image remain the same. All these 
operations are performed with the help of 
ImageDataGenerator class of the Tensorflow library and all 
the images captured will have different dimensions so to 
maintain all the images with the same dimensions the common 
operation of resizing is applied to all the images [18]. 

1) Rotation: The basic operation that can be applied to 
any image to change the orientation of the image is rotated. 
The rotation angle is specified in terms of degrees which can 
accept the values from 0 to 360 in the clockwise direction. 
[14]. 

2) Flipping: It is an extension of rotation operation. 
Flipping operation is used to perform the transposition of a 
row and column pixels. Here, two types of flipping operations 
can be performed. Depending on the nature of the images, 
either of the horizontal or vertical flips can be applied. 

3) Shearing: The process in which the pixels can be 
shifted from one position to another position either 
horizontally or vertically is known as “Shearing”. Here, the 
dimensions of the mage remain the same i.e., few pixels will 
be clipped off. 

4) Cropping: In general, the images contain a region of 
interest at various locations. To find that location the best 
operation that one can use is cropping the image at the 
required place. Since the proposed system is a classification 
model, the output generated by the model should be the subset 
of the whole image. 

5) Zooming: Zoom operation either adds new pixel values 
or interpolates pixel values. Let us consider the value specified 
is x then zoom performs 1+x and 1-x operations around the 
pixels of the image. It helps in the uniform sampling of the 
image. 

6) Brightness or contrast: This operation is used to 
perform either to darken or brighten the image. This operation 
mainly helps the model to train the system under various 
lighting conditions. Here, we can specify the minimum and 
maximum value as a percentage. A value of less than 1.0 
darkens the image and a value greater than 1.0 brightens the 
image. All the sub sections of Fig. 6 show the output of 
different image operations on the chilly leaves. The order of 
selection for these operations doesn’t have any impact on the 
augmentation and classification process [20]. There are many 
image manipulation operations but the proposed system 
implements only five of the important operations so that the 
burden on the neural network gets reduced. 

B. Basic Geometric Image Operations Algorithm 
Step 1: All the images should be of the same size. To do 

this, we apply to rescale the images to 1/255, because the 
minimax pixel value is 255. 

Step 2: Image is rotated to 400 to make the image out of the 
frame and used nearest neighbor fill interpolation. 

Step 3: Apply both horizontal shift and vertical shift with 
20%. 

Step 4: Apply the sheer range and zoom range of 20%. 

Step 5: Apply horizontal flip. 

The algorithm will give the augmented images as follows. 
A sample screenshot is shown in Fig. 7. 

C. Applying Convolution Neural Networks 
2D convolution takes an image as input and passes it 

through a kernel filter to calculate the dot product. The 
weighted matrix is converted into a feature matrix. These 
features are important to find the nearest weights to identify 
the region of interest. This helps to reduce the number of pixel 
operations to perform. In the proposed paper, the model uses 
padding with value as the same, which determines the amount 
of the pixels to be added to the image and add layers with 
pixel value as zeros. In general, the pixels stored in the center 
are used more than corners and edges. So to preserve the 
edge's information, padding helps a lot. The same value for 
the attribute padding is illustrated as follows: 
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(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

Fig. 6. (a) Output of Images Generated Randomly at the Angle of 95 Degrees, (b) Output Images Generated by Performing Horizontal Flip, (c) Output Images 
Generated by Performing Shearing Operation with Both width and Height, (d) Output Images Generated by Performing Zoom, (e) Output Images Generated by 

Performing Brightness. 

 
Fig. 7. Screenshot of Augment Images Created using the Online Data Augmentation Process. 
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Let, the number of layers to be added be as the border of 
an image be (wXw) and the image size be (mXm). After 
padding the image, the size of the image becomes as (m+2w). 
(m+2w). Let the kernel filter size be (yXy), then after applying 
the kernel filter, the output image size is (m+2w-y+1). 
(m+2w-y+1). The padding maintains the same size as of input 
image by using the notation shown in equation (1). 

𝑙𝑒𝑛𝑔𝑡ℎ_𝑝𝑎𝑑𝑑𝑖𝑛𝑔 = [(𝑚+2∗𝑤)∗(𝑚+2∗𝑤)]∗𝑦2

𝑚∗𝑚
 -            (1) 

The transfer function or activation function determines the 
output of the node in the neural network. This converts the 
corresponding output into binary values. The proposed paper 
uses ReLU, a nonlinear transfer function, which gives the 
output as the maximum value of the input. It is a widely used 
transfer function because it implements backpropagation and 
as well as it doesn’t activate all the values simultaneously 
[17]. The equation of the function is shown in (2). 

𝑓(𝑖𝑛𝑝𝑢𝑡_𝑓𝑒𝑎𝑡𝑢𝑟𝑒) = 0, 𝑖𝑓 𝑖𝑛𝑝𝑢𝑡_𝑓𝑒𝑎𝑡𝑢𝑟𝑒 < 0 

= 1, if input_feature >= 0 –             (2) 

The proposed system uses the CIFAR-100 predefined 
dataset with 100 class labels using the ResNet-50 to get the 
proper weights for training the network. After training the 
model, the augmentation techniques can create different 
feature maps and sometimes lower resolution pixels may 
contain important structural elements. So, these issues can be 
solved by designing pooling layers. The pooling layers create 
a subset of feature maps for each operation separately. It 

detects the features irrespective of augmentation and noises 
contained in the image. In the proposed paper, the model used 
the max-pooling layer. It takes the maximum value that occurs 
in the filter applied. The main advantage of pooling in smaller 
datasets is it can avoid the overfitting problem by 
implementing the dropout regularization mechanism. For 
having a good performance, the dropout value for the hidden 
layers can be between 0.5 and 0.8. 

Now the pooled feature map should be transferred into the 
column, because the neural network can accept only the long 
vector of inputs. Then, a dense layer is applied to the neural 
network, which calculates the dot product of the input image 
and weighted data i.e., kernel, and added to the bias value with 
the usage of activation function to optimize the model. 
Finally, the model is compiled with the help of Adam 
optimizer, it updates the network weights iteratively based on 
the training data. It is popular for its fastness by updating 
velocity and momentum parameters as shown in equations (3) 
& (4). 

𝑀𝑜𝑚𝑒𝑛𝑡𝑢𝑚𝑖 = 𝛽 ∗ 𝑀𝑜𝑚𝑒𝑛𝑡𝑢𝑚𝑖−1 + (1 − 𝛽) ∗
𝑔𝑟𝑎𝑑𝑖𝑒𝑛𝑡𝑣𝑎𝑙𝑢𝑒 -              (3) 

𝑉𝑒𝑙𝑐𝑜𝑖𝑡𝑦𝑡 =  𝛼 ∗ 𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦𝑡−1 + (1 − 𝛼) ∗ 𝑚𝑜𝑚𝑒𝑛𝑡𝑢𝑚𝑖 -  (4) 

The extracted features from the chilly plants after training 
the model are presented in Fig. 8. This figure shows the layer 
by layer output of CNN for better visualization of essential 
features. 

 
Fig. 8. Screenshot of Feature Maps after Every Layer in CNN. 
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IV. EXPERIMENTAL RESULTS 
Since the model uses the pre-trained model ResNet-50, the 

number of trainable parameters get reduced from 1,67,300 to 
10,400. So the model can claim that it has good 
dimensionality reduction. The system to overcome the 
drawbacks of the machine learning models it stacks layers of 
network to learn the complex features with efficient learning 

rate. The proposed system uses that stacked layer architecture 
which consists of a pile of conv2d, activation and batch 
normalization layer. The major advantage of this network lies 
in reducing the dimensions drastically at every step of 
training. The model also uses the best estimators like using 
Adam optimizer, learning rate as 0.5 and others. The systems 
presents a sample summary of the training model in the Fig. 9 
to understand the underlying parameters. 

 
Fig. 9. First 2 Layers Summary in the ResNet-50. 

 
Fig. 10. Evaluation Metrics in all Epochs. 
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Fig. 10 shows the accuracy for every iteration by setting 
the epoch value to 15. It computes accuracy and loss of 
training data and it also computes the accuracy and loss of 
validation data. From the figure, it is evident that the model 
has started with good accuracy of “91.22” and slowly it has 
reached to 100% accuracy. 

The evaluation of deep learning algorithms is measured 
using the both training and testing data. Fig. 11 visualizes the 
metrics obtained in the Fig. 10 as a graph for the users to 
understand the nature of the system. Fortunately, in case of 
training data, the model performed stable by getting more 

accuracy for training than testing data and more over it has 
increased gradually. In the loss graph, it is clearly evident that 
the loss is also decreasing gradually. The loss rate is also very 
less. 

The below section compares the output of the proposed 
model with the previous works studied in the literature section 
to prove the efficiency of the model. Fig. 12 visualizes the 
graphs obatined by the algorithms in terms of different 
metrics. X-axis repesents methodology and Y-axis represents 
the measuring scale. 

 
Fig. 11. Screenshot of Training, Test Accuracy. 

 
Fig. 12. Comparison Analysis over Metrics.

V. CONCLUSION 
In a real-time environment the conditions are uncontrolled 

and the system may face problems like labeling of disease 
dataset, and addressing the data imbalance problems. The size 
of dataset is smaller in size in the real-time environment so 
they cannot work properly. The traditional systems take a lot 
of computations to select and apply all the possible geometric 
transformations. So, the proposed system by designing a good 
policy schema like using pre-trained model to gets the weights 

of neural networks and applying five basic transformations to 
create augmented images helps the model to design an 
accurate system. In future, the model can be transformed to 
use GAN approaches to create images because the model has 
achieved 100% accuracy whose state is claimed as 
“Overfitting”. 
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Abstract—The Indonesian coffee industry has become a trend 
that has a strategic role and potential for the livelihoods of the 
business people in it, as well as Indonesia's economic growth. One 
of the trends that stole attention is the concept of smart industry, 
the concept of a digital-based industry that is highly relevant to 
technological developments in this era. When companies want to 
implement a smart industry, companies need a strategy to 
implement IT (Information Technology) so that the investment 
spent is right to build the company's targets. This study aims to 
design a systematic IS/IT strategy to realize the concept of smart 
industries that are effective. The analysis and design method used 
is the Ward & Peppard framework which consists of two phases, 
namely the input and output phases. The input phase consists of 
internal business analysis, external business, IT internal and 
external.  The output stage includes the design of IT management 
strategies, business information systems and IT strategies. The 
results of this study are in the form of a portfolio of IT designs at 
the Margamulya Coffee Producers Cooperative consisting of 
business strategy designs and IT management. 

Keywords—Smart industry; Ward and Peppard; IS/IT strategy 

I. INTRODUCTION 
Industry 4.0 requires many companies to use these 

technologies to move to a digitally connected industrial 
environment, providing regulatory and legal flexibility for 
additional ubiquitous, cloud-based production. It is 
management and can provide hands-on training and innovative 
education [1]. After a successful implementation, some 
potential benefits can be recognized, but the resulting effects 
are not always obvious. In addition, the impact of making 
changes to the current production environment, and therefore 
the risks, is difficult to predict. If you know the consequences 
of your changes, you can always look forward to them in 
multiple steps and can easily modernize and change your 
manufacturing company [2]. Coffee is the third largest 
contributor to foreign exchange for plantations for Indonesia 
with a total plantation area of 1,227,787 ha. The level of coffee 
production in Indonesia reached 11,491,000 tons in the period 
2016-2017 while occupying the position of the 4th largest 
coffee producer and exporter in the world. Based on company 
status, the Indonesian coffee industry is divided into three 
categories, namely smallholders, government, and private. 

Smallholders are plantations owned by households and are 
not a legal business entity. In general smallholder farmers form 

a legal community called the Cooperative. Meanwhile, with a 
land area of 96.19%, smallholder farmers are the largest 
contributor of all types of coffee producers, both private and 
government. With this strategic role and potential, Indonesian 
coffee smallholders are expected to continue to grow amid 
global competition. However, Indonesian coffee smallholders 
have complex problems, namely low-quality control, 
inadequate infrastructure, climate change, socio-economic 
conditions and technological limitations. In the end, these 
problems have caused various losses in the Indonesian coffee 
industry such as vulnerability to price fluctuations, crop failure 
and low productivity. The benefits of smart industry for 
organizations is that product development can be faster, save 
resources, improve productivity, increase the need for skilled 
labour, increase investment, make optimal decision making, 
engineering. Business processes become dynamic, and can give 
birth to new business models and new ways to create added 
value. However, in Indonesia, technological issues are included 
as one of the main problems that hinder the development of the 
industrial sector, especially in the type of Small Medium 
Enterprises (SMEs). 

The method used to design information system in the 
KPKM is the Ward & Peppard framework. The strengths of 
Ward & Peppard's framework are, in the business analysis 
phase that can design business strategies before entering the IT 
strategy design phase, the classification between the definitions 
of IS and IT is structured to facilitate the strategy to be 
understood, the existence of external analysis that can take into 
account factors outside the company that affects the company's 
business processes, and the steps taken do not have to be 
sequential so that they can prioritize which steps are most 
likely to be done. This framework is divided into 2 stages, 
namely the input and output stages. The input phase includes 
analysis of internal business, external business, IT internal and 
external. At the output stage consists of designing business 
strategies, IS, IT and IT management that will produce a 
portfolio of what Information Systems will be needed to 
support the company's business processes. The output 
produced in this study is in the form of a portfolio of strategy 
designs. It is hoped that this strategy can help coffee 
cooperatives in realizing the application of smart industries to 
increase the competitive advantage and productivity of 
cooperatives and can be a solution to smallholder problems in 
general and specifically on the object of study. 

140 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 6, 2022 

II. LITERATURE REVIEW 

A. Digital Transformation 
A coffee shop lifestyle as a trend in modern society can be 

a good business opportunity as competition intensifies among 
entrepreneurs. The growth of coffee shop consumers is 
accompanied by the growth of entrepreneurs, who are now 
very popular with the youth. The most important thing about 
having a coffee shop is promoting on social media. Using 
filters on social media or application in the phone is a very 
valuable way for someone or a product to convey expectations 
to consumers [3]. One such potential tool for coffee farmers is 
to foster a strong awareness of profitability across their 
geographic regions given the importance of scenario planning 
in the coffee production cycle. Understanding the spatial 
characteristics of profitable producers can provide better 
decision-making insights into production and management 
decisions in the coffee industry, even across the globe [4]. This 
digital transformation has become one of the pillars of 
industrial strategy that has completely changed the job patterns 
of the majority of industrial applications, and companies need 
their employees to understand and use the new developed 
business models. Therefore, interests of this transformation are 
characterized by mastering the process of digitization of 
operations, redefining of business lines, good data analysis, and 
rapid integration within the organization [5], which 
collaboration and data sharing become the key consideration. 

The adoption of smart industry concepts, including 
operating procedures, technologies and systems, is dependent 
on human factors. Training, professional function, well-being, 
human performance, and physical and mental health are factors 
that influence the decisions and behaviors of one or more 
productive organizations. Human workers want to enter the 
market, stay in the market, building their careers, earned fair 
wages, stability, intellectual growth, learning, and / or 
professional achievement. On the other hand, companies 
generally want the best possible human performance to 
improve productivity [6]. The limitations and requirements 
placed on the devices and systems used depend heavily on the 
application chosen and the layers considered [7]. In addition, 
ensuring adequate production of coffee plantations requires 
government support for additional investments in construction 
that have a negative impact on the ecosystem [8]. Despite the 
apparent efforts of the scientific community to articulate the 
vision of strategic alignment of IT and business, IT and 
business are inevitably dynamic so that organizations can be 
applied to the real world. Contributions to this topic grow very 
rapidly, but the relationship between assumptions and 
conclusions is inconsistent and inconsistent. The main reason is 
that the proposed model is highly conceptual and detached 
from the actual reality of the organization [9], [10]. 

B. Profit Optimization 
The main goal of the transition to the smart industry is to 

enable organizations to monitor machines and equipment 
directly in real time by implementing smart operations using 
machines that can analyze their data and predict when 
maintenance will take place. It also improves supply chain 
management through product tracking, logistics tracking, 
inventory management, and scanning real factory process cases 

to clear processes in use and verify compliance with designed 
business processes [5]. Interestingly, at certain countries, the 
number of profit was earned from coffee industry has the 
power in economic to strengthen the national currency through 
hexport import trading [11]. Of course, critical factors can be 
linked to the support from government regulation related to the 
tariff barriers [12]. Therefore, ultimate developments, 
especially post-harvest processing, can add value to coffee 
products, open up business and employment opportunities, and 
can lead to a wider multiplier effect [13]. 

In the coffee industry, some by-products are produced 
during the production and consumption of coffee, which makes 
them an important waste from an environmental point of view, 
preventing the worst in the future, and detrimental to long-term 
operations [14]. One way to increase quality awareness is to 
emphasize brand personality. When communicated properly, 
there are personal characteristics that are preserved to create 
value for potential customers in increasing the quality of the 
brand itself [15]. The upgrade process with appropriate 
technology allows company to better respond to competitors in 
the globalized market through high added value activities, 
achieving a better positioning process in the international 
market and help promote it. It may have a positive impact on 
the sector or industry by improving value chain practices to 
improve performance, increase return on investment, and 
ultimately improve profits [16]. 

C. Innovation Ecosystem 
Rapidly changing topics are underway for a future where 

less has and more is shared. Home appliances are connected 
via the Internet of Things (IoT), and homes are powered by 
renewable energy. New entrepreneurs take inspiration from the 
success of the founder's last wave, in which several web 
services are available to facilitate entrepreneurship and 
improve access to capital. Industry 4.0 is an industry approach 
that addresses all aspects of the industrial operating model, 
including culture, management responsibility, and interaction 
with regulators that require companies to consider new models 
in the ecosystem [17]. Most industries began with some kind of 
invention, such as telephones, light bulbs, radios, and 
television. Credits for the invention are awarded to the 
inventor, while credits for establishing the industry are 
awarded to entrepreneurs who establish new companies. There 
is the required question on the exact definition on what 
happens before industry, and not just how it emerged or who 
the perpetrator is involved but when they participate and how 
they participate [18]. In the technology-intensive industries, the 
teamwork process is often complicated by dispersed interests 
among industry participants. Such competition can hinder 
teamwork, as industry participants fail to advance their own 
interests and the interests of the industry as a whole to gain 
legitimacy. 

Like the history of the Industrial Revolution, innovation 
also has evolved in several stages. In the beginning, it can be 
defined as a closed or regulatory binding innovation, in which 
the most of new ideas are the result of the organization's in-
house research and development to develop its own core 
competencies such as Bell Labs and NASA. The second stage 
is collaborative innovation in which the organization 
collaborates with outside sources or partners for value chain 
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innovations such as Apple, Dell, Zara, and Boeing. Therefore, 
the third stage is open innovation, as organizations search for 
new sources of innovation internally and externally. This is 
very similar to the crowdsourcing innovation that the most 
famous ones are NineSigma, InnoCentive, and YourEncore. 
Then, the trend is shifting to Innovation 4.0 or co-innovation 
where the organizations develop an innovation ecosystem to 
evaluate and approximate the ideas generated through all 
useful sources, including in-house research and development, 
collaboration, open sourcing and co-creation with clients and 
partners to create an implementation plan [19]. 

The future of the ecosystem should be seen as a new 
paradigm as a set of cutting-edge technologies that support 
effective and accurate engineering decisions in real time by 
introducing various ICT technologies and integrating existing 
technologies [20]. The innovation ecosystem concept put more 
emphasis on value creation and collaboration where the 
companies co-evolve capabilitie around a new engagement 
method or mechanism to support new product, satisfy customer 
need and incorporate to the advancement process competitively 
[21]; the question of who belongs in an ecosystem and who 
does not cause the natural and natural problems of the 
ecosystem structure. The diversity in the types of participants, 
their roles, and their interconnectedness means that issues are 
not distributed evenly among the participants. The 
interconnectedness of ecosystem participants also raises the 
issue of how ecosystems are coordinated and managed. In 
many cases, there are central companies that coordinate 
services for the system. These firms may control the 
technology or brand architecture that drives the value of the 
ecosystem, and coordination may depend on the management 
of the architecture in regards to organizing access to specific 
common platforms. Indeed, a large subset of the literature 
proposes platforms as tuning artifacts used by pivotal firms, 
services, tools, and technologies that other members of the 
ecosystem can use to enhance their unique performance 
characteristics [22]. 

III. METHODOLOGY 
The smart future should help innovate and develop smart 

solutions to complex problems and ensure a human 
environment with dynamic change. This is due to natural 
phenomenon, the deliberate design of human ingenuity, or the 
cooperation of individuals and can be classified as incremental 
(exploitative), radical (exploratory), ambidextrous (responsive) 
and disruptive (destructive) [19]. In this case, Ward & Peppard 
framework was adopted. By using the business and IS/IT 
environment analysis as an input, the output of this framework 
consists of business/IS strategy, IS/IT strategy, and IT strategy. 
There are several analyses used to generate business/IS 
strategy, the step by step shown in the following Fig. 1, 
Business Environment Analysis, which started from business 
environment analysis on both internal and external side. 

This business environment analysis aims to assess the 
strength-weakness factors from the internal environment and 
the opportunities-threat factors from the external environment. 
These strength and weakness factors are internal factors that 
are generated from the business processes that occur within 
Margamulya coffee producer called KPKM. While the 

opportunity and threat factors are external factors that explain 
things that can affect the business processes within the 
organization, both direct and indirect. 

 
Fig. 1. Business Environment Analysis. 

The next step is to align the business strategy generated 
from previous analysis into IS/IT strategy needed by KPKM. 
Critical Success Factor Analysis (CSF) used to map the main 
factors considered in achieving the organization's vision and 
mission. Based on the results of CSF, an information system 
(IS) to be developed was formed, which indirectly support the 
KPKM business strategy. Those information systems are 
mapped using McFarlan quadrant. 

The last step in Ward & Peppard framework is generate the 
IT strategy and infrastructure to support the IS strategy. IT 
requirements are carried out by mapping IS/IT strategic 
principles with IS requirements. 

IV. RESULT AND ANALYSIS 

A. Internal Analysis 
In the formulation of the IS strategy at KPKM, the first step 

taken is a business analysis from both internal and external 
sides. Analysis of the business environment aims to see and 
assess the strength - weakness factors of the internal 
environment and the opportunities - threat factors of the 
external environment. These strengths and weaknesses are 
internal factors that are compiled from the business process 
that occurs so that the advantages and disadvantages of KPKM 
are obtained. On the business process, the opportunity and 
threat factors are external factors that explain things that can 
affect the running of an organization's business processes, both 
direct and indirect. Many manufacturers are already leveraging 
smart plant components in areas such as advanced planning 
and scheduling with real-time production and inventory data, 
or augmented reality for maintenance. But a true smart factory 
is a more inclusive effort, going beyond the manufacturing 
floor to impact businesses and the wider ecosystem. Smart 
factories are essential to a wider digital supply network and 
have multiple aspects that manufacturers can leverage to better 
adapt to changing markets. On the one hand, industrial policy 
is designed to encourage exporters by offering special 
treatment to preferential sectors, such as tax exempt periods, 
large investors' access to land, and special credit terms [23]. 

Many manufacturers are already leveraging smart plant 
components in areas such as advanced planning and scheduling 
with real-time production and inventory data, or augmented 
reality for maintenance. But a true smart factory is a more 
comprehensive effort that goes beyond the manufacturing floor 
and impacts businesses and the wider ecosystem. Smart 
factories are essential to a wider digital supply network and 
have multiple aspects that manufacturers can leverage to better 
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adapt to changing markets. Based on activity internal to the 
analysis value chain, subsequently carried out the analysis by 
doing the identification of the factor of strength and weakness 
of the activities of internal compiled from the business to get 
things that become advantages and weaknesses of KPKM in 
the business, which is based on SWOT analysis in Table I, 
Internal Analysis. 

TABLE I. INTERNAL ANALYSIS 

S /W Internal Condition Indicator Internal Activities 

Strength 

Has a unique coffee taste 
characteristic Cultivation 

A good brand image with the 
various champions that have 
been achieved 

Marketing and cultivation 

reliable, has various certificates 
both national and international Audit 

Has relationships with various 
business sectors Public Relations 

Weakness 

Low accountability Production, Finance and 
secretary 

A less transparent financial 
system Finance 

Low Documentation Finance and marketing 

The capital system still depends 
on the bank Finance 

B. Root Cause Analysis 
Root Cause analysis is used to identify the root of the 

problem which becomes weakness KPKM with the results of 
this analysis will be processed into input as can be seen in 
Table II, Root Cause Analysis, that later on use as the 
requirements needed to produce reference solutions. Most 
organizations cannot focus on just one type of innovation, 
exploitative or exploratory. Many organizations have specific 
core competencies that are built over time, which can 
continually improve these capabilities to increase your 
productivity to generate additional financial benefits. However, 
in a volatile and rapidly changing market environment, we 
cannot focus on improving our existing core competencies. 
Therefore, exploratory innovation is essential. An important 
strategic issue for enterprises is to balance exploitative and 
exploratory innovations, making use of their existing core 
competencies, while striving to develop new competitive 
advantages through exploratory innovations. When workplace 
problems occur, the immediate symptoms are hard to 
overcome. In other words, the root cause has not been 
addressed and needs to be fixed multiple times. Organizations 
that can strike the right balance between the two types of 
innovation can not only alleviate the tension between two 
major pathways to innovation, but they can also pursue the 
synergies between their strengths. In this way, an eye-catching 
innovation is a rapidly changing market setting where 
organizational strategies are global, technological advances, 
dynamic changes, global urbanization trends, and 
environmental sustainability initiatives to create competitive 
advantage [19]. To commercialize new technologies, licensing 
is often used to existing companies rather than by step-by-step, 
which is the traditional method of technology transfer. 

TABLE II. ROOT CAUSE ANALYSIS 

Problem ( Effect ) Cause ( Cause ) 

Low Accountability There is no recording process 
Financial System Lack of 
Transparency 

Financial accountability systems are less 
informative 

Low Documentation 
Document storage is still paper based 
Document storage is not organized and 
centralized. 

The financial system is not 
yet independent 

The financial capacity of cooperative 
members is inadequate 

C. Requirement Analysis 
Requirement analysis is the process of determining user 

expectations for an application that has been created or 
modified. In short, it includes every task that is performed to 
identify the needs of different stakeholders within the 
organization environment, at certain extent may relate to the 
culture. Therefore, it means analyzing, documenting, validating 
and managing software or system requirements that are high-
quality documented, workable, measurable, testable and 
traceable requirements that help identify business opportunities 
and systems. It is defined to facilitate design. An 
entrepreneurial process can take place in any enterprise or 
organization and hence even the government can host such a 
process. The government's role in entrepreneurship is 
particularly wide-ranging, given that the decisions and policies 
adopted can contribute directly to the development of 
entrepreneurial activity in the sector by both private and public 
companies [23]. The coffee industry is attracting attention as a 
product that a large proportion of consumers around the world 
buy frequently daily at social events, as well as the interest of 
non-governmental, governmental, multilateral and 
development professionals with early adoption of certain 
standard in developing the strategy. Therefore, it is not 
surprising that coffee remains at the forefront of sustainability 
initiatives going beyond other agro-industries in response to the 
growing interest in sustainability [24]. 

Typically, IT management stakeholders use the integration 
of enterprise applications strategically from the top down rather 
than technically from the bottom up. Initially, through the 
systematic integration of BPM technology, knowledge 
management technology and social software, supporting the 
value-added processes of modern enterprises would be an 
entirely new IT quality. In a good organization, all value-added 
processes, whether formal or tightly organized and informal, 
and social processes are subject to management and IT support 
[26], [27]. The Table III, Requirement Analysis shows the 
requirement analysis by aligning internal activity and objective 
of the organization based on internal activity identified in the 
organization. 

D. External Analysis 
External analysis means investigating the company's 

industry environment, including factors such as competitive 
structure, competitiveness, dynamics, and history. At the macro 
level, external analysis includes macroeconomic analysis, 
global, political, social, demographic and technical analysis. 
The primary purpose of external analyzes is to identify 
opportunities and threats in an industry or any sector that drives 
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profitability, growth and volatility. Firms make decisions on 
sustainability issues based on available information and 
management is responsible for considering the best 
information. In the case of sustainability, decision makers often 
face complex and ambiguous scenarios, and as a result, they do 
not make fundamental changes to enhance the company's 
sustainability. It is also true that companies are becoming more 
interested in developing environmentally friendly and healthy 
products, so they should prioritize profits in decision-making 
and not use them as an excuse to not take any action [24]. It is 
possible to increase profits while protecting the environment 
by reducing waste or emissions, in which most occasion, 
societies still ask more due to the expectation of the industry to 
take active role in the issues of environmental and ecological. 

To complete and support the external analysis, companies 
need to conduct a survey of the political, economic, social and 
technical situation of the industry, which is also known as 
PEST analysis as can be seen in Table IV, PESTEL Analysis. 
In politics, the analysis on issues such as international trade 
barriers and changes in the regulatory environment consists of 
several issues in the economy, such as interest rates, exchange 
rates and inflation. On the other hand, social demography 
raises the issue of changing populations and age groups, while 
technical issues represent scientific progress, research and 
development investments, and emerging technologies. The 
main purpose of PEST analysis is to use business plans to test 
major external shifts in the industry, and strategies must be 
updated to align with common industry trends. In fact, this data 
helps organizations get to know their customers better, and 
suggests increasing sales, especially in the form of 
differentiating marketing strategies and creating targeted 
marketing. Companies can also change their supply chain and 
adapt to obtain more accurate data from their partners [28]. 

TABLE III. REQUIREMENT ANALYSIS 

Internal  
Activity Objective Requirements 

Production,  
Secretary &  
Finance 

Increase  
accountability 

There is periodic reporting of 
information from each division to the 
central management 
The existence of a clear and efficient 
format and recording procedure. 

Secretary &  
Finance 

Increase the role 
of information 
documentation 

The documentation process is digitized 

All cross-sectional documents are 
integrated and can be managed 
centrally. 
Cooperative documents can be stored 
safely and can be accessed easily by 
those who need them 

Finance 

Increase 
Financial 
Transparency 

The existence of regular reporting in a 
shorter period of time (per week to per 
month) 
Financial statement information 
consists of a complete and accountable 
collection of data elements 

 Has an 
independent 
financial system 

There is access or media that makes it 
easy for each member to find out the 
results of cooperative financial reports 
Increase the income and welfare of 
members 

TABLE IV. PESTEL ANALAYSIS 

PEST 
(EL) External Environment Impact on Organization 

Political 

The West Java Provincial 
Government is specifically 
paying attention to the coffee 
industry with the campaign 
"World Quality Java Preanger, 
Towards the World Market" 

O-1 Create opportunities to 
massively market products 
and receive assistance in 
various forms (subsidized 
tools, seeds and training) 

Jokowi, as the president, will 
issue a policy on forest land use 
under a 30-year contract 

O-2 Cooperatives will find it 
easier to collaborate with 
borrowers and sponsors. 

Econom
y 

Trends in world coffee 
consumption and foreign 
currency fluctuations greatly 
affect the selling price of coffee 

O-3 The selling price of 
Gunung Tilu coffee can be 
high 
T- 1 The selling price of 
Gunung Tilu coffee could be 
lower 

Vulnerability of IJON practice 
T- 2 Causes farmers to sell 
coffee at a lower price and not 
distribute it to the cooperative 

Social 

The number of coffee industry 
players in the Bandung 
Regency environment in 
particular. 
 

O-4 Must have relations 
among themselves because of 
the need for imports which 
must have a certain quota  
O-5 In terms of marketing, in 
general, between them can 
complement each other's 
customer demands. 
T- 3 When the demand for 
Preanger (West Java) is low, a 
similar coffee industry can 
become a competitor 

participation of the 
international community 
through certification 

O-6 Can guarantee the welfare 
of farmers 

Technolo
gy 

The role of ICT in the industrial 
world has developed rapidly, 
therefore adequate 
infrastructure is needed by 
cooperatives 

O-7 Can provide competitive 
advantage, efficiency and 
various other advantages if 
implemented properly 
T- 4 If it cannot adapt to 
developmental conditions, it 
will be difficult for the 
competitiveness of KPKM to 
increase. In the end, it was 
difficult for KPKM to advance 
to the level of an independent 
exporter. 

Environ
ment Unpredictable climate change 

T- 5 The emergence of 
various diseases in plants, 
aham appears and has the 
potential for crop failure 

Regulati
on 
  

The Indonesian government 
regulates the operation of 
cooperatives Law 25 of 1992 
where the Law requires 
cooperatives to regulate several 
principles, capital, business 
processes and organizational 
structures that must exist in 
cooperatives 

O-8 Facilitates cooperatives in 
shaping their organizational 
principles and forms. 

Law 19 of 2013 regulates 
agricultural cooperatives in 
importing, extension services, 
and land empowerment 

O-9 Make it easy for 
cooperatives to import and 
minimize the potential for 
fraud by competitors 
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After defining the strengths, weaknesses, opportunities and 
threats of the organization, a business strategy is mapped based 
on a matrix of strengths-opportunities (SO), weaknesses-
opportunities (WO), weaknesses-threats (WT) and weaknesses-
opportunities (WO) as shown in the following Table V, SWOT 
analysis. 

Based on the SWOT analysis, a business strategy is 
generated as shown in Table VI, Mapping Business Analysis. 
Then the new business strategy is then being compared with 
the old business strategy as depicted in Table VII, Comparison 
Analysis. 

TABLE V. SWOT ANALYSIS 

  Strength (4 factors) Weakness (4 factors) 

Opportuni
ties (8 
factors) 

Strengthen the role of 
branding and marketing 
functions. [1] 

Following international coffee 
certification. [2] 
Technology optimization to 
improve internal / external 
transparency, customer service 
quality and data utilization. [3] 

Threats  
(6 factors) 

Carry out research and 
development efforts [4] 
Collaborate with 
organizations that 
specialize in agriculture 
and / or meteorology [5] 

Implementing an integrated SI, 
especially in the production, 
membership (HR), finance and 
reporting business processes [6] 
Improvement of education 
methods and capital systems [7] 

TABLE VI. MAPPING BUSINESS ANALYSIS 

Internal Business External Business Business strategy 

S-1 Has a unique 
coffee flavour 
characteristic 

O-1 Opportunities are 
created to market 
massively products and 
receive assistance in 
various forms (subsidized 
tools, seeds and training) 

Strengthen the role of 
branding and marketing 
functions 

W-5 The capital 
system still 
depends on the 
bank 

O-5 International 
Community Can guarantee 
the welfare of farmers 

Following international 
coffee certification  

W-1 Low 
accountability 
W-2 A less 
transparent 
financial system 

O-6 Can provide 
competitive advantage, 
efficiency and various 
other advantages if 
implemented properly 

Technology optimization 
to improve internal / 
external transparency , 
customer service quality 
and data utilization 

S-1 Has a unique 
coffee flavour 
characteristic 

T-2 The selling price of 
Gunung Tilu coffee could 
be lower  

Conduct research and 
development efforts  

S-4 Has 
collaborated with 
various business 
sectors 

T-6 Bad weather causes 
crop disease and crop 
failure 

Cooperate with 
organizations that 
specialize in agriculture 
and / or meteorology 

W-1 Low 
accountability 
W-2 A less 
transparent 
financial system 

T-5 If it cannot adapt to 
developmental conditions, 
it will be difficult for the 
competitiveness of KPKM 
to increase 

Implementing an 
integrated SI, especially 
in the production, 
membership (HR), 
finance and reporting 

business processes 

W-5 The capital 
system still 
depends on the 
bank 

T-3 Causes farmers to sell 
coffee at a lower price and 
not distribute it to the 
cooperative 

Improving education 
methods and capital 
systems  

E. IT Business Alignment Strategy 
The points to be considered in the preservation of the 

coffee industry relate to the role of the natural environment and 
characteristics of the ecosystem, the existing traditional 
agricultural knowledge and local farming practices, and the 
socio-economic conditions of the agricultural community [25]. 
Consider the development of same concept of smart but 
different field, the input-output development model, which 
considers a diverse set of smart city domains, characterizes the 
externalities of resources, productivity, applications, and 
establishment processes. “Resources” relates to human 
resources, knowledge, creativity, ICT infrastructure, and 
financial assets. Productivity is categorized as "dynamic 
productivity" and "management and leadership capacity" that 
adds value to resources and turns them into intended outputs. 
“Applications” are related to outputs, and “externalities” are 
management and regulation, technology, governance, policy 
contexts, people, economic infrastructure, and environmental 
conditions [29], [30]. Undoubtedly, there is also widespread 
criticism of the concept of intelligence in relation to an 
important and important issue that is the fairness of one of the 
beneficiaries of the smart industry strategy and do local 
citizens benefit from their investments more than economic 
and political actors [31]. 

Increased social distancing affects the number of 
interactions, the potential for knowledge and creativity sharing, 
and trust in society. Digital or technological disparities are 
specific issues that some smart action can address by providing 
all citizens with access to technology or specific knowledge. 
While the technology itself opens the gaps, it is taken for 
granted that smart concepts have a promise to bring them to an 
end. This has to be anticipated and planned for both cases as 
there has to be a balance between efficiency and equity that is 
of course required the support from the government such as the 
regulatory and tax incentive [32], [33]. In aligning the 
cooperative business strategy into the KPKM strategy where 
the information on the analysis process is needed to identify the 
needs that are in line with the business strategy, which in this 
case using the Critical Success Factor (CSF) analysis which is 
used to map the main factors that concern the organization in 
achieving the organization's vision and mission. Based on the 
results of observations and interviews, a CSF was obtained for 
each of the KPKM Business Plans as in Table VIII, Business 
Plan below. Further based on CSF, the information system is 
mapped using McFarlan quadrant which divided into four (4) 
types namely Strategic (St), High Potential (HP), Key 
Operational (KO), and Support (Sup). The result of mapping 
analysis can be seen in Table IX, Mapping Using McFarlan 
Quadrant. 
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TABLE VII. COMPARISON ANALYSIS 

No. Old Business Strategy New Business Strategies 

1 Improve member welfare Improve member welfare 

2 Expanding the types of products / services Expanding the types of products / services 

3 Build credibility of cooperatives to stakeholders who have the 
potential to prosper farmers. 

Build credibility of cooperatives to stakeholders who have the potential to 
prosper farmers. 

4 - Increase member loyalty and trust 

5 - Improve product quality 

6 - Maintain the continuity of the organization 

7 - Improve service quality 

8 - Increase market segmentation and penetration 

9 - Developing an independent capital system 

TABLE VIII. BUSINESS PLAN 

Strategic 
theme Strategy Explanation CSF Information Needs SI Strategies and SI Needs 

Increased 
member 
income 

Maximizing the 
income of each 
member 

Good knowledge and 
skill 

• Knowledge level of member 
• Member profile 
• Member needs 
• Types of training and 

development 

Create a system that can measure and provide 
information related to member performance and 
training information. 
- IS (Information System) training and member 

profiles integrated into HRIS. 
- Features measuring the level of knowledge of 

members integrated in HRIS. 

Build company 
credibility 
towards 
stakeholders 
who have the 
potential to 
prosper 
farmers. 

Increase trust in 
consumers, potential 
consumers as well as 
partners and 
prospective partners 

Participation in 
national and 
international 
certifications 

• Level of certification 
readiness 

• Audit report 

• Creating a special system related to 
certification including the specifications for the 
audit report and documentation requirements. 

• Creating a reporting system for each part of the 
cooperative that is centralized to the core 
board. 

• Determine the format and recording procedure. 
- Create an IS Audit 

Increase 
member loyalty 
and trust 

Accountability and 
transparency of assets. 

There is informative 
data on assets and 
finance 

• Subsidies and external 
assistance 

• Cooperative finance 
• Asset and borrowing records 

• Realizing the financial reporting mechanism 
consisting of complete and accountable data 
elements. 

• Make it easy for members to access and find 
out the results of financial reports. 

• Become a media for routine cooperative 
financial reporting. 
- IS Finance 

• Create IS that can record and notify members 
regarding old and new assets 
- IS Asset Management system 

Expanding the 
types of 
products / 
services 

Have product / service 
innovations in 
accordance with 
market needs 

Marketing 
effectiveness 
The quality of the type 
of product / service 

• Criteria for segmenting 
prospective customers 

• Position of organization 
among competitors 

• Detailed product / service 
innovation research 

Making IS that can help make organizational decisions 
in terms of marketing and product / service 
development. 
- Customer Relationship Management 
- IS Marketing 
- Business Intellegent 

Improve 
product quality 

Have good product 
development and 
production 
management 
 

• Can consistently 
maintain product 
quality 

• Possess innovative 
and efficient 
cultivation and 
processing 
techniques 

• Product specifications 
• Type of product processing 
• Recommendations for 

cultivation and / or 
processing innovations 

• Build IS that can record and analyze the 
production process, and can provide 
suggestions related to improving the quality of 
cultivation and production. 
- IS Cultivation and Production 

Organizational 
sustainability 

Guarantee the 
regeneration of 
cooperative 

• Have authentic 
documentation 
both on the 

• Annual Meeting result 
• Company Profile 
• Documents of each section 

• Creating a reporting system for each part of the 
cooperative that is centralized to the core 
board. 
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management management and 
function side of 
each division of the 
cooperative. 

• Cooperatives are 
able to compete 
with competitors 

of the cooperative • Determine the format and recording procedure. 
• Making IS that can digitize the cooperative 

strategy record (Annual Meeting) and the work 
of each section. 

• Keep cooperative documents safely and easily 
accessible to those who need them . 

• Making cross-sectional documents can be 
integrated at the same time can be managed 
centrally. 
- Archive feature in IS Asset Management 
- Profile feature on cooperative websites 

Improve 
service quality 

Improve the quality of 
service to customers 
and potential 
customers 

Have services and 
provide information 
that can be accessed at 
any time by customers 
or prospective 
customers and can 
accommodate 
suggestions or 
criticism 

• Information on services and 
product variants 

• Cooperative location and 
contact information 

• Payment information 

Create various e-banking or fintech features and 
handle purchasing services 
- Multi paymnet purchuse system 
- Feature services are contained in the Website 

Has an 
independent 
capital system 

Transfer of capital 
originating from the 
bank to members and 
sponsors 

Each member is able 
to contribute a large 
amount of capital 

• Member profile 
• Member financial level 

Provide information on the financial capacity and 
condition of members (health, children's education, 
etc.) 
- Financial data of members in HRIS 

TABLE IX. MAPPING USING MCFARLAN QUADRANT 

Information 
Systems (IS) Function Type Explanation 

Human 
Resource IS 

A system for monitoring the welfare conditions and performance of 
cooperative members Sup This system is only used to support the performance of 

KPKM members 

IS Audit A system for conducting audits and measuring certification readiness. St This system can increase the trust of stakeholders who 
have and will collaborate with KPKM. 

IS Finance A system for calculating, recording and managing cooperative finances 
in detail, accurately and transparently Sup This system supports the performance of the KPKM in 

terms of financial management 
Asset 
Management 

A system that records and manages asset data. Starting from 
procurement, repair to borrowing assets. Sup This system supports the performance of the KPKM in 

terms of asset management 
Customer 
Relation 
Management 

A system that analyzes and predicts customer behavior as a decision 
support tool 3 St This system is used to support the performance of the 

KPKM in identifying customer needs 

IS Marketing 

A system that manages all product marketing activities carried out by 
the marketing department from measuring the performance of the 
marketing team, achieving sales targets to designing marketing 
strategies. 

HP With this system, it is hoped that KPKM can improve the 
performance of marketing activities 

BI System To provide information on policy indicators quickly and 
accurately to cooperative administrators in setting policies. St If this system does not exist, the cooperative management 

will not have accurate information 

IS Cultivation 
& Production 

A system that helps monitor, manage and make decisions regarding 
cultivation and production activities KO 

This system helps and provides accurate data about the 
efficiency, effectiveness and development of cultivation 
and production processes. 

Official 
Website 

Help market cooperative products and services, display cooperative 
profile information, and become a medium for customer service. HP With this system, KPKM can facilitate promotional 

activities and services to customers 

Multi paymnet 
purchuse 
system 

Providing an electronic transaction system through various types of 
payment methods that make it easier for customers to make 
transactions. The methods referred to are ATM, Internet banking, 
Mobile Banking, and E Money 

KO 
The absence of this system will make it difficult for 
KPKM transactions with customers who are familiar with 
using online-based payments 

Information: 

*) Types of Information Systems are classified based on the McFarlan quadrant which is divided into 4 types: Strategic (St), High Potential (HP), Key Operational (KO), and Support (Sup). 
From the results of the identification of the information 

system using the CSF method, the results of the needs for the 
JPIC information system were obtained. The requirements for 
the JPIC information system can be mapped into the SI 
strategy portfolio using the McFarlan matrix. Starting with the 
situation in which all production activities are traditional, 
industrial cavitation can be considered as a situation in which 

companies in one country switch to more modern technology 
and the industrial sector in another country cannot participate 
in this movement. But in some industries, there are huge 
multitudes: access to cloud technology, predictive analytics, 
and IaaS services for both virtual data centers and storage 
systems, and the use of Monitoring Surveillance and Data 
Acquisition (SCADA) [34], [35], [36]. KPKM does not yet 

147 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 6, 2022 

have an existing technology-based information system, so the 
GAP between the existing IS & IT portfolio and the targeting 
business process is entirely new with the matrix for the SI- 
KPKM strategy can be seen in Table X, Matrix Strategy. The 
service operation manages the services the company is 
currently using, focuses on service management practices. 

TABLE X. MATRIX STRATEGY 

Strategic 
 
-IS Audit 
-CRM 
-BI 

High Potential 
 
- Official Website 
-IS Marketing 
  

Support 
 
-Human Resource (HRIS) 
-IS Asset Management 
-IS Finance 

Key Operational 
 
-IS Cultivation and Production 
- Multi payment purchase system 

One of the most important technologies is blockchain 
technology. In theory this is a clever industry concept that can 
provide many features such as replacing slow manual steps 
with fast automation, tracing the origin and characteristics of 
goods, including raw materials, semi-finished products and 
finished products. Information that includes passengers, timely 
payments, insurance and customs payments, and information to 
regulators about cargo and passengers includes participants 
such as exporters, importers, and carriers [37]. There are other 
technologies that are important components of a smart 
industry, which is the Internet of Things (IoT) provides 
convenience for continuous spatial analysis over a relatively 
large coverage area by optimizing between remote sensing and 
GIS to develop an ecosystem for digital innovation [38]. The 
growth of new digital industrial technology, also known as 
Industry Revolution 4.0, is an innovation that allows data to be 
aggregated and analyzed between machines, with faster and 
more efficient operations of high-quality products at a lower 
cost [39]. Other technologies, such as autonomous robotics, 
cloud computing and augmented reality, can also be seen as 
supporting the smart industry. Unfortunately, there are certain 
deficiencies related to the presence of a deteriorated 
educational system with low training of engineers where a lot 
of technology transfer but a low absorption capacity due to the 
small investment of local companies in research and 
development together with weak infrastructure to support smart 
industry concept with significance delay and no emphasis on 
the development of electronic product and weak articulation 
[40]. To understand the IS strategy in Table X, Matrix 
Strategy, we describe the application architecture layers 
consisting of the front office, middle office, and back office as 
shown in the Fig. 2, Layers of Propose KPKM Application 
Architecture. 

Once the IS strategy has been defined, the IT and 
infrastructure are generated to support the information system. 
IT requirements are generated by mapping IS/IT strategic 
principles and IS requirements. The IT strategy can be seen in 
Table XI, IT Strategy. 

Innovation is a tool to promote the sustainable development 
of education and attract the attention of teachers, educators and 
researchers around the world. The introduction of new 

concepts and technologies into the curriculum and the removal 
of old concepts and techniques is sometimes referred to as 
curriculum innovation [41]. The increasing social role of the 
coexistence of robots, humans, and technology is a precursor to 
unknown and possibly fundamental changes, but there is no 
single human perspective to this change [42]. Shifting product 
development to concurrent engineering mode requires 
industrial engineers to be actively involved from the initial 
concept design stage. Therefore, it increases product safety and 
participation in environmental issues, affecting individual 
workplaces and society as a whole. Code of Ethics is discussed 
in [43], [44]. Interestingly, the leading position of such new 
technological systems that support smart concepts is believed 
to be of great benefit to the economic catch-up and long-term 
competitiveness of developing countries [45]. 

F. Smart Industry based on Innovation Ecosystem 
In terms of innovation, the position and support for 

employing research and development in the private sector has 
the strongest impact on patents for all sources of knowledge. In 
short, the quality of research in the university is very important 
to contribute to the smart industry [46]. Innovative companies 
are not isolated, self-sufficient entities, but are very 
environmentally friendly. This inclusion can have a significant 
impact on the innovation process, and it is not too far to 
assume that not all types of environments are equally suitable 
for a particular type of R&D activity [47]. The production 
elasticity of spending on R&D can be interpreted as an 
indicator of the productivity of inputs in the innovation 
process, and hence the efficiency of the innovation system in a 
given region. In particular, good availability of inputs for this 
kind of process, extensive division of innovative work, and 
superb knowledge among local stakeholders, either in the 
public research institute or in the private sector brings the 
flexibility to be relatively high if the site is spread out within 
company [48]. However, the smallholder coffee sector 
continues to suffer from a lack of efficient and effective 
support services such as publishing, credit and input supply. In 
particular, there is no for-profit company engaged in the 
growth and dissemination of improved coffee beans [49]. 

 
Fig. 2. Layers of Propose KPKM Application Architecture. 
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TABLE XI. IT STRATEGY 

IS/IT strategy based on Int & Ext 
analysis Information System (IS) Information Technology (IT) Information 

The development of IS / IT integration 
is in line with the business strategy 

IS Marketing and Strategy 
Archive system 
Multi paymnet purchuse 
system; 
BI; CRM  

Web Server (APACHE); 
Database Server (MySQL); 
Platform (PHP); 
Multipayment Purchase System; 
BI; CRM 

CRM software is recommended to use a 
third party, namely "FarmLogics". On the 
other hand, the ATM, Mobile Banking, E-
Wallet applications will be connected via 
the server. 

Appropriate IT security infrastructure 
(not under / over protective )   Unified Threat Management (UTM); 

Intrusion Detection System (IDS) 
UTM and IDS are needed to deter and 
detect attacks from external parties 

IS / IT development in managing and 
utilizing data 

IS Finance; 
IS Asset Management 

DSS; 
Intranet; 
Web Server (APACHE); 
Database Server (MySQL)  

The DSS application on IS Finance will be 
integrated with SI Cultivation and 
Production to conclude a series of 
decisions. On the other hand, IS Asset 
Management will actively record internal 
borrowing transactions. 

Development of a data exchange system 
with the government and certificate 
providers 

IS Audit and Certification 
Web Server (APACHE); 
Database Server (MySQL); 
Intranet 

Data and information exchange system 
with internal and external auditors. 

The development of IS / IT supports the 
level of production and quality of 
plantation products 

IS Cultivation and Production 

GIS; 
Web Server (APACHE); 
Database Server (MySQL); 
Android SDK (Java); 
Intranet 

IS Production involves many technologies 
where GIS will generate geographic 
plantation information, while SDK will 
generate technical information (such as 
seed moisture, moisture content, etc.) 

Increasing the number and competence 
of human resources who are experts in 
the IS / IT field 

HRIS 

Android SDK (Java); 
Web Server (APACHE); 
Database Server (MySQL); 
Intranet 

HRIS uses an integrated and centralized 
application and website platform on the 
web server. 

Adjustment of infrastructure capacity ( 
network , server , storage ) that supports 
integrated IS / IT 

  
LAN network between offices, cafes 
and warehouses; 
Core Switch  

LAN networks are needed for the 
acceleration and security of the internal 
information exchange process. 

 
Fig. 3. New Network Topology. 

To better understand the proposed infrastructure topology 
can be seen in Fig. 3, New Network Topology. 

Due to the factors and their influence on the adoption of 
improved coffee production technology, access to credit, 
availability of non-farm income, level of education, availability 
of manpower and access to extension services, it is assumed 
that it has become evident to have a major influence on the 
adoption of scale. , The gender and age of farmers do not have 
a significant influence on adoption, suggesting that the 
improved coffee technology is primarily size, gender and age 

neutral. On the other hand, the decision to adopt agricultural 
technology for coffee households depends on their economic 
situation, farm characteristics, and institutional effectiveness 
[50]. On the other hand, other descriptive results show that 
there is a significant difference between employers and non-
employees in terms of number of livestock ownership, spades 
or shovels belongings and model farming. This indicates that 
the ownership number is a typical farmer in which adult 
education and the possession of pruning shears have been 
found to have a positive effect on the adoption of coffee 
technology. On the other hand, family marriage and radio 
ownership negatively affected coffee technology adoption. 
Educating farmers through formal or informal programs, 
increasing production skills to strengthen and increase the 
number of exemplary farmers, providing pruning shears and 
improving the livestock sector focused are good policy 
recommendations where the presence has been disclosed [51]. 
On the other hand, the results of the multivariate model showed 
that the adoption was positively associated with improved 
recruitment of corn strains and the abandoned cows, which will 
enhance the adoption of other agricultural technologies. The 
land area, television, and radio ownership also have positively 
and significantly influenced the adoption of the improved 
coffee varieties while the distance to all-weather roads has a 
negative in decreasing the adoption of coffee varieties due to 
the remoteness of farmers from roads in all weather conditions. 
The size of the land and the education of the household heads 
also have a positive and significant impact on the adoption of 
improved varieties of maize but the distance between TLU and 
city area has a big negative effect [52]. 
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TABLE XII. IS/IT MANAGEMENT STRATEGY 

No. IS / IT Management Classification Description 

1 
Making good IS / IT 
governance based on 
best practices 

Regulation 
and 
governance 

Design and use IS / IT 
governance that refers to 
best practices in the JPIC 
environment 

2 

Procurement and 
improvement of HR 
competencies in the 
IS / IT domain 

HR 

Recruit human resources in 
accordance with the needs 
of the cooperative as well 
as conduct training and 
briefings. 

3 Addition of IS / IT 
division 

Organizational 
Structure 

Creating a special section 
that handles Cooperative IS 
/ IT issues 

Aside from infrastructure topology, following in Table XII 
is the proposed IS/IT Management Strategy for KPKM. 

Specialty coffee is standardized throughout the coffee 
processing cycle, from selecting the criteria for growing coffee 
to brewing coffee for customers, with an emphasis on fruity, 
floral and citrus flavors. The coffee is rated higher 
organoleptic, which in fact that the coffee grounds must be able 
to pass the side or elementary grading and cupping tests [53]. 
The economic value of the coffee beans depends on the quality 
of the flavor, but the quality and quality of cupping for the 
three types of coffee varies greatly depending on the type and 
amount of compounds present in the esteemed beans [54]. 
Unfortunately, in many cases, all used warehouses can be 
classified as substandard, a condition that accelerates quality 
deterioration due to moisture loss, coffee weight loss and 
compensation between management and store managers [55]. 
After all, coffee has been cultivated, processed, roasted and 
brewed for many years, and coffee beans make up about 50% 
of coffee cherries, and it produces a large amount of by-
products. In fact, coffee is the second largest commodity after 
oil and the second most popular beverage after water, and most 
coffee product manufacturers face high prices for imported raw 
materials and energy, which is a major factor [56]. Production 
processes such as extraction and drying are both energy 
intensity and environmental issues from many studies that have 
been identified to improve the quality of the flavor and other 
attribute within the coffee [57], [58]. 

In order to find out how significant the contribution of the 
proposed IS/IT strategy in optimization of the smart industry 
concept, measurements are conducted using the smart industry 
readiness index. The following Table XIII is the result of smart 
industry measurement. 

TABLE XIII. SMART INDUSTRY MEASUREMENT 

Dimension 
Index Information 

0 1 2 3 4 5 Existing Targeting 
Vertical 
Integration             Undefined Intelligent 

Horizontal 
Integration             Undefined Intelligent 

Integrated 
Product 
Lifecycle 

            Undefined Intelligent 

Shop Floor 
Automation             Basic Basic 

Enterprise 
Automation             None Flexible 

Facility 
Automation             None Basic 

Shop Floor 
Connectivity             None Interoperable 

and Secure 
Enterprise 
Connectivity             None Interoperable 

and Secure 
Facility 
Connectivity             None Interoperable 

and Secure 
Shop Floor 
Intelligence             None Computerized 

Enterprise 
Intelligence             Computerized Predictive 

Facility 
Intelligence             None Computerized 

Workforce 
Learning & 
Development 

            Structured Structured 

Leadership 
Competency             Structured Structured 

Inter- and 
Intra- 
Company 
Collaboration 

            Structured Structured 

Strategy & 
Governance             Structured Structured 

Information: 

*) As Is Index    
 To Be Index  

V. CONCLUSION 
In short, smart industry refers to a more responsive 

organization or company that allows all components in the 
supply chain to be shared in the form of an innovation 
ecosystem and uses smart technology to work with a variety of 
partners. The alignment IT and business strategy can 
guarantees the most effective transparency and collaboration, 
which is expected to eliminate the complexity of the existing 
problems with the development. Organizations manage 
relationships with different stakeholders, balance the three 
aspects of social, economic and environmental sustainability, 
to support green initiatives and plan using information and 
communications technology. It needs to link the systems and 
coordinate smart industry integration. It governs with a focus 
on the needs of customer-driven enterprises, especially using 
information and communication technology to make decisions, 
involve multiple stakeholders, and use collaborative methods 
with internal control and external cooperation. 

Further research can describe more specific on the business 
strategy side. As for IS/IT strategy, further research can 
provide additional parameters such as financial by adding a 
Break Event Point to the technology investment list, in order to 
measure the readiness of cooperative organizations in 
implementing smart industry. 
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Abstract—This systematic review relied on the Preferred 
Reporting Items for Systematic reviews and Meta-Analysis 
(PRISMA) statement and 37 relevant studies. The literature 
search used search engines including PubMed, Hindawi, 
SCOPUS, IEEE Xplore, Web of Science, Google Scholar, Wiley 
Online, Jstor, Taylor and Francis, Ebscohost, and ScienceDirect. 
This study focused on four aspects: Machine Learning 
Algorithms, datasets, best-performing algorithms, and software 
used in coronary heart disease (CHD) predictions. The empirical 
articles never mentioned 'Reinforcement Learning,' a promising 
aspect of Machine Learning. Ensemble algorithms showed 
reasonable accuracy rates but were not common, whereas deep 
neural networks were poorly represented. Only a few papers 
applied primary datasets (4 of 37). Logistic Regression (LR), 
Deep Neural Network (DNN), K-Means, K-Nearest Neighbors 
(KNN), Support Vector Machine (SVM), and boosting 
algorithms were the best performing algorithms. This systematic 
review will be valuable for researchers predicting coronary heart 
disease using machine learning techniques. 

Keywords—Coronary heart diseases; algorithms; datasets; 
ensembling algorithms; machine learning; artificial intelligence 

I. INTRODUCTION 
The rate at which people are losing their lives due to 

cardiovascular disease (CVD) is devastating, with the World 
Health Organization (WHO) estimating annually 17.9 million 
deaths globally. The heart and blood vessels [1] are the centers 
of CVD. There are several types of CVDs, such as coronary 
heart disease (CHD), abnormal heart rhythms (arrhythmias), 
and heart muscle disease (cardiomyopathy) with CHD being 
the primary type of CVD [2], contributing to approximately 
64% of all CVDs [3]. Men are mainly affected by CHD 
compared to women. 

In most cases, CHD begins in the fourth decade of life and 
progresses with age [4]. Recent statistics indicate that 
continentally, for CVD and CHD, Europe has (44%, 24%), 
North America (32%, 19%), Latin America and Caribbean 
(27%, 14%), Asia (35%, 16%), Africa (18%, 9%), and 
Australia (31%, 16%) respectively making a global percentage 
of 33% of deaths due to cardiovascular disease in general and 
16% of deaths due to coronary heart disease [5]. The most 
precise method for diagnosing CHD is angiography, but it is 

invasive and expensive [6]. CVD is a global problem and a 
leading cause of death in Ghana [7]. Early detection and 
prognosis are critical for reducing the disease burden. 
Artificial Intelligence (AI) assists in identifying critical 
indicators of cardiac disease. AI helps determine disease 
history and supplies appropriate treatment [8]. AI has several 
benefits as identified in the literature. These include timely 
decision-making, helping surgeons perform complex surgeries 
and tasks, providing accurate cardiovascular imaging, 
reducing the risks of complex treatments, enhancing 
cardiology knowledge about patient behavior, and improving 
computer-aided diagnosis [8]. Artificial Intelligence and 
Machine Learning Algorithmic research focus on inexpensive, 
rapid, and non-invasive methods to accurately diagnose all 
CHD using high-level performance metrics, including 
Accuracy, precision, specificity, and sensitivity. 

AI and machine learning allow computers to find, 
quantify, and interpret correlations between variables to 
improve patient care by algorithmically learning optimal data 
representations[9]. Machine-learning algorithms can sift 
through considerable amounts of cardiovascular data, making 
it easier to uncover predictive, diagnostic, and therapeutic 
options for various cardiovascular diseases. There are three 
types of machine learning algorithms: unsupervised, 
supervised, and reinforcement learning [10]. Supervised 
learning is a robust approach that uses machine language to 
classify and interpret labelled cardiovascular data [11]. For 
instance, in supervised learning, a physicist may seek to 
determine whether a particular electrocardiogram represents 
sinus rhythm or coronary artery, or ventricular fibrillation? 
Thus, supervised learning requires a dataset with predictor 
variables, also known as features in machine learning 
terminology, and labelled outcomes [9]. Unsupervised 
learning attempts to uncover the underlying structure or 
correlations between variables in a dataset [12]. This dataset 
was trained without explicit labels, and the algorithm clustered 
the data to identify the underlying patterns. Based on 
behavioural psychology, reinforcement learning employs a 
different strategy in which a software program operates in a 
pre-determined environment to maximise a reward. The main 
objective of this systematic literature review was to determine 
which supervised machine learning algorithms exhibit the best 
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results for coronary heart disease prediction. In this systematic 
review: 1) the authors identified studies that employed 
machine learning techniques to diagnose coronary heart 
diseases in this systematic review; 2) to determine the most 
utilized supervised machine learning algorithms for coronary 
heart disease prediction; 3) to evaluate the performance of 
supervised machine learning algorithms relative to selected 
features such as Accuracy, specificity, sensitivity, and 
precision; and 4) to analyze the data sources for predicting 
coronary heart disease. The outcomes of this review will 
contribute to policy directions, practice, and further research 
on cardiovascular diseases, mainly coronary heart disease. The 
following sections are as follows: Section II, Materials and 
Methods, Section III, Literature Review, Section IV, 
Discussion, and the final part is Conclusion and future work. 

II. MATERIALS AND METHODS 
This systematic review adopted the Preferred Reporting 

Items for Systematic reviews and Meta-Analysis (PRISMA) 
statement. PRISMA is a collection of elements used to report 
systematic reviews and meta-analyses [13]. This approach is 
intended to help report reviews and assess randomized trials 
[14], but may also be used as a foundation for reporting 
systematic reviews [15]. Following the PRISMA approach, 
this study considered research questions guiding the review, 
literature search criteria, and selection criteria. 

A. Literature Search Criteria 
Our selection criteria identified relevant published research 

and review papers by using keywords such as cardiology, 
cardiovascular disease, coronary heart disease, ischemic heart 
disease, coronary artery disease, machine learning algorithms, 
machine learning techniques, data mining, and artificial 
intelligence in cardiovascular disease. This study adopted 
composite literature search criteria which combine keywords 
using Boolean operators such as AND, --, ",”, ~, and OR. The 
search engines used included PubMed, Hindawi, SCOPUS, 
IEEE Xplore, Web of Science, Google Scholar, Wiley Online, 
Jstor, Taylor and Francis, Ebscohost, and ScienceDirect. 
Furthermore, the search outcome produced over 563 papers, of 
which 37 were deemed appropriate based on the selection 
criteria of this study. 

B. Selection Criteria 
The study utilized peer-reviewed papers published in the 

English language only. Table I lists the exclusion and 
inclusion criteria used in this study. These peer-reviewed 
papers focused on the application of Machine Learning 
Techniques in investigating CHD. The selection criteria 
excluded non-peer-reviewed articles such as Dissertation, 
theses, books, chapters, etc. were excluded from the review. 

TABLE I. ARTICLE SELECTION CRITERIA 

Features Inclusion Criteria Exclusion Criteria 
Language of 
Publication English language  Not in the English Language 

Research Type  Peer-reviewed  Thesis/Dissertation, case studies, 
books, reports, and magazines.  

Research Focus Related to ML 
techniques in CHD.  Not related to ML and CHD 

Context  Global Not Applicable (N/A) 

III. RESULTS 
A literature search of the above databases identified 563 

publications (Fig. 1). Screening by title indicated that 374 
papers did not meet the selection criteria for this review. 
Additional screening by abstract revealed that 75 studies did 
not match the focus of the review. In contrast, full-text 
screening of the remaining papers revealed that 108 articles 
were related and did not apply machine learning techniques to 
CHD. Therefore, these papers were excluded from the final 
list. Finally, 37 articles on the implementation of ML 
algorithms in CHDs were included in this review. 

The reference lists of the 37 studies used in this review are 
listed in Table II. In the literature, it was found that these 
papers focused on three major areas: 1) CHD Prediction, 
2) CHD detection, and 3) CHD diagnosis using ML 
techniques. A significant proportion of the studies aimed at 
predicting CHD were based on risk factors and classification 
methods. The retrieved papers covered 2014, 2016, 2017, 
2018, 2019, 2020, and 2021. Fig. 2 depicts the rate of the 
collected publications on the phenomenon over the periods. 
The number of publications varied slowly over time except 
from 2018 to 2019, which saw a significant increase (from 3 
to 12 papers). Our search results revealed no studies on CHD 
prediction using ML methods in 2015 and before 2014. This 
may be explained by the limited access to open datasets and 
the arguably emerging nature of ML methods before 2014. 
The focused nature of the topic and its accompanying paper 
selection process can also be attributed to the absence of 
studies in 2015. The number of publications on this 
phenomenon decreased from 12 in 2019 to 7 in 2020. 

 
Fig. 1. PRISMA Flow Diagram. 
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TABLE II. THE LIST OF SELECTED STUDIES FOR THIS SYSTEMATIC LITERATURE REVIEW WITH THEIR FOCUS AREAS 

# Studies Focus # Studies Focus 

1 [18] Detection of CAD 20 [19] detection and diagnosis of CHD 

2 [20] Improve the prediction CHD 21 [21] CAD classification 

3 [22] CAD presence prediction 22 [23] CHD Prediction 

4 [24] CAD presence prediction 23 [25] Heart disease prediction  

5 [26] Coronary heart disease prediction 24 [27] Heart disease prediction 

6 [28] CHD detection 25 [29] CHD prediction 

7 [30] CAD prediction 26 [31] CHD prediction 

8 [32] predict coronary heart disease 27 [33] prediction of CHD  

9 [16] CHD Prediction based on risk factors 28 [34] classification of coronary artery  
disease medical data sets 

10 [1] Accuracy of ML algorithms for predicting 
clinical events 29 [35] Prediction of CHD 

11 [17] methodology of predicting CHD 30 [36] CAD detection 

12 [37] CAD detection 31 [2] CHD Prediction 

13 [38] prediction of heart diseases 32 [39] Heart Disease Diagnosis 

14 [40] prediction of heart diseases 33 [41] CHD prediction 

15 [42] CAD diagnosis 34 [43] CHD prediction 

16 [44] Prediction of CHD 35 [45] NN-based prediction of CHD  

17 [46] Diagnosing CHD 36 [47] Prediction of CHD 

18 [48] prediction of heart disease 37 [49] Prediction of CHD 

19 [50] CHD Diagnosis       

 
Fig. 2. Number of Publications on CHD using ML Techniques between 

2014 and 2021. 

A. Algorithm 
This review considers all reported algorithms applied in 

previous studies. Table III and Fig. 3 show a group of 
algorithms applied in the 37 papers and the number of papers 
that adopted these methods. The review revealed that the most 
frequently used machine learning algorithms was Decision 
Tree (n=26, 24%), followed by support vector machines 

(n=24, 22%), Naïve Bayes (n=23, 21%), K-Nearest Neighbors 
(n= 19, 17%) and random forests (n=18, 16%). All studies 
employed multiple algorithms. Few employed five (5) (DT, 
KNN, SVM, RF, and NN) supervised learning ML algorithms 
and compared their predictive performance [18]. More than 
95% of the studies employed supervised classification 
algorithms to process features. From Fig. 3, it can be observed 
that SVM, DT, and KNN retained their popularity. DT has 
attracted more attention in this field than the other algorithms. 
Over the periods (2014, 2016, 2017, 2018, 2019, 2020, and 
2021), at least one article has been published using DT. SVM 
and Naïve Bayes have almost the same usage frequencies as 
DT. Another frequently used method is Logistic regression. 
Although Deep Neural Networks have demonstrated high 
predictive power, they have recorded few applications in the 
field of CHDs. 2017, 2019, and 2021 recorded an increasing 
usage of boosting and assembling techniques from 2 to 9 
publications and a slight decrease to 7 in 2021. From Table II, 
it is noticeable that XGBoost, Adaboost, Boosted DT, and 
other ensemble techniques were applied. In addition, while no 
paper reported the application of reinforcement methods, only 
one article used an unsupervised algorithm (K-Means) to 
predict CHDs, although the algorithm performed well. 
Computational-intelligence-based methods, such as neural 
networks, have recorded the lowest number of applications. 
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Fig. 3. Shows the Yearly usage Frequencies of Popular ML Methods for CHD Prediction. 

TABLE III. ML ALGORITHMS APPLIED IN OBSERVED WORKS 

Algorithms No. of Papers 

Support Vector Machine 24 

Naïve Bayes 23 

K-Nearest Neighbors 19 

Decision Tree 26 

Random Forest  18 

Neural Network 14 

Regression 17 

Boosting & Ensembles 19 

B. Algorithm Performance Metrics 
One of the most crucial processes in the machine learning 

prediction process is model evaluation. A model’s 
performance can be assessed using a variety of metrics. 
During the training process, measurements are frequently 
performed on unseen samples. The model performance 
measurement metrics used in the included studies were 
Accuracy, Precision, Recall/Sensitivity, Specificity, and F1 
Score. The review revealed that the most used evaluation 
metrics in CHD prediction are Accuracy, followed by 
Recall/Sensitivity, F1 Score, Precision, and Specificity. 
Table IV shows that out of the 37 papers included, 36 reported 
the accuracy scores of the models used for the prediction. 
Supplementary Fig. 4 shows the usage percentages of the 
metrics in the investigated articles. This analysis focused on 
examining the performance of the algorithms applied in 
previous studies. However, because it is not advisable to 
“directly compare the efficiency of two algorithms or systems 
if they were evaluated on different datasets” [13], the 
evaluation of the best-performing algorithms is based on the 
datasets used. Drawing on the most used evaluation method 
(i.e. Accuracy), the best performing algorithms were 
determined based on the mean values of the accuracy scores of 
the models obtained from the 37 papers. As clinical data and 
study scope differ greatly among disease prediction studies, a 
comparison can only be made after a consistent benchmark on 
the dataset and scope are established. Therefore, only studies 

that implemented multiple machine learning methods were 
selected to compare the same data and disease prediction. The 
authors determined the best-performing algorithm for the 
phenomenon by comparing the mean accuracy scores of the 
models that utilized the same datasets. Table V lists the 
algorithms used on the different datasets and the computed 
mean scores in terms of specificity, Recall/sensitivity, 
precision, F1 score, and Accuracy. The current study draws on 
the computed average scores of the 36 studies to rank the most 
performing algorithms. 

Thus, the higher the accuracy of an algorithm, the higher is 
the chance of making an accurate prediction. Fig. 5 indicates 
that among the common algorithms applied on the Z-Alizadeh 
Sani Heart Disease Dataset, LR (87.51%) had a higher 
predictive accuracy rate, followed by RF (86.07%), NN 
(85.74%), SVM (85.55%), KNN (75.72%), NB (68.34%), and 
DT (68.95%). For the Statlog Heart Disease Dataset, the DNN 
(98.15%) algorithm obtained the highest predictive accuracy 
score, as shown in Fig. 6. On this dataset, SVM, LR, NB, NN, 
and KNN obtained accuracy scores greater than 90%, 
indicating that these algorithms make significant contributions 
to disease predictions. Only four algorithms (DNN, DT, KNN, 
and SVM) have been applied to the long beach dataset so far 
per the findings of this review. In terms of the best 
performance, Fig. 7 shows that the DNN has a higher 
predictive accuracy score compared to the remaining 
algorithms for the long beach dataset. Fig. 8 and 11 show that 
the MLP-NN algorithm obtained the highest accuracy rates on 
the Framingham (73.4%) and South African Heart Disease 
datasets (73.4%). 

TABLE IV. ALGORITHM PERFORMANCE METRICS APPLIED IN THE 
OBSERVED STUDIES 

Metric Number of studies 
Accuracy 36 

F1 Score 15 
Precision 13 

Recall/Sensitivity 20 
Specificity 10 
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Fig. 4. Number of Algorithm Performance Metrics Applied in Observed Studies. 

TABLE V. ALGORITHM PERFORMANCE BASED ON EVALUATION METRICS AND DATASETS 

Dataset Sample Size Algorithms ACC F1 Recall/Sensitivity Specificity 

Z-Alizadeh Sani Heart Disease 303 

DT 68.95 85.31 90.77 - 
SVM 85.55 88.85 86.23 88 

RF 86.07 92.80 93.85 - 
LR* 87.51 93.00 89.23 - 

NB 68.34 73.18 94.00 41 
NN 85.74 85.94 84.62 - 
KNN 75.72 90.76 90.77 - 

Cleveland Dataset 303 

DT 81.75 83.35 78.16 85.51 
SVM 84.72 82.65 81.69 84.15 

RF 83.02 85.33 88.84 91.32 
LR 85.24 81.28 77.58 81.17 
NB 82.74 77.73 81.82 84.34 

NN 83.03 89.84 76.9 82.04 
KNN 81.71 79.99 76.36 78.56 

SSA-N  86.7 - 60 100 
BO-SVM 93.3 - 80 100 

Adaboost 82.12 80.43 79.85 81.02 
DT+RF 88 - --- - 
DT(SVC) 72.2 69.1 72.2 76.70 

DT(J48) 73 69.8 63.3 77.80 
MLP - 72 73.9 73.90 

GB - 92 92.84 90.32 
K-Means 94.06 - - - 

Statlog Disease Dataset 270 

DT 88.1 87.85 84.96 91.15 

SVM 91.97 91.26 87.46 94.64 
RF 89.05 91.93 86.50 90.42 

LR 91.97 91.93 89.34 91.41 
NB 91.38 92 90.86 90.71 

NN 93.03 89.60 93.8  
KNN 90.35 89.60 86.02 93.42 
DNN 98.15 98 98 91.76 

Framingham Heart Study” 
dataset 4240 

DT 82.4 91.47  52.40 81.60 
SVM 68 - 68 68 

RF 83.68 96.61 84.74 80 
LR 66.83 - 67 66.5 
NB 60 - 31  

NN 69.5 - 69.5 69.5 
KNN 85.45 90.76 86.21 98.67 

Boosted DT 73 - 36 73 
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Adaboost 66.60 - 67 - 

South African Heart Disease 
dataset 462 

DT 70.07  50  

SVM 72.75 55 50 88.4 
LR 72.7 56.3  84.44 
NB 71.6  62  

KNN 73.2 50.4  91.1 
MLP-NN 73.4 55.3  87.1 

Long Beach data set 200 

DT 68.4    
KNN 81.1    
SVM 83.4    

DNN 84    

the Korea National Health and 
Nutrition Examination Survey 
(KNHANES) 2007-2016 

4146 

LR 85.61  51.44 91.15 

SVM 77.87  77.40 77.81 
RF 76.06  76.44 76.06 

AdaBoost 90.12  52.88 90.36 
MLP 78.8  66.34 78.88 
NN-FRS 81.09    

NN-FCA 23.87    

 
Fig. 5. Best Performing Algorithm - Z-Alizadeh Sani Heart Disease Dataset. 

In the KHANNES and Cleveland heart disease dataset, it 
was found that the ensemble algorithms performed better than 
single algorithms. This is evident from Fig 7, Fig. 9, Fig 10, 
and Fig. 11, respectively. In Table VI, the primary dataset 
names and metrics and the corresponding machine learning 
algorithms used to predict them are discussed. This table also 

describes the best-performing algorithm for each model. From 
the clinical data obtained from primary sources, it was 
observed that the SVM algorithm is applied most frequently 
(in all four datasets), followed by the NB algorithm (in 3 
datasets). Although AdaBoost has been considered the second 
least number of times, it showed the highest percentage (i.e. 
90.12%) in revealing superior Accuracy followed by SVM. 

 
Fig. 6. Best Performing Algorithm - Statlog Heart Disease Dataset. 

 
Fig. 7. Best Performing Algorithm - Framingham Heart Study Dataset. 
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Fig. 8. Best Performing Algorithm – Long Beach Dataset. 

 
Fig. 9. Best Performing Algorithm – KNHANES Dataset. 

 
Fig. 10. Best Performing Algorithm: Cleveland Heart Disease Dataset. 

 
Fig. 11. Best Performing Algorithm: South African Heart Disease Dataset. 
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TABLE VI. PERFORMANCE METRICS FOR UNPUBLISHED PRIMARY DATASETS 

Dataset Sample 
Size Algorithms Accuracy 

Score F1 Recall/ 
Sensitivity Specificity 

The sample was the medical records of the 
patients with coronary artery disease who were 
hospitalized in three hospitals affiliated with AJA 
University 
of Medical Sciences between March 2016 and 
March 2017 

1324 

ANN 87.52 70.6 88.01 73.64 

SVM 88.91 87.1 92.23 74.42 

data from the Sylhet region of Bangladesh by 
physically going to door-to-door hospitals and 
healthcare industries 

564 

DT 82.45    

SVM 86.03    

LR 83.12    

NB 83.14    

KNN 81.12    

medical records data collected from Harapan Kita 
Hospital 450 

DT 84.44 56  88 

SVM 75.5 75  88 

LR 73.3 60  92 

NB 76.6 38  86 

KNN 72.2 72.2  95 

A dataset of 299 heart failure patients. Faisalabad 
Inst. Of cardiology and the Allied Hospital in 
Faisalabad. 

299 

DT 82.4 91.47  52.40 81.60 

SVM 68 - 68 68 

RF 83.68 96.61 84.74 80 

LR 66.83 - 67 66.5 

NB 60 - 31  

NN 69.5 - 69.5 69.5 

KNN 85.45 90.76 86.21 98.67 

MLP-NN 73.4 55.3  87.1 

SVM 77.87  77.40 77.81 

RF 76.06  76.44 76.06 

AdaBoost 90.12  52.88 90.36 

MLP 78.8  66.34 78.88 

NN-FRS 81.09    

NN-FCA 23.87    

C. Datasets and Data Source 
In machine learning, datasets must be trained to test 

models for accurate predictions. In the studies reviewed in our 
research, two primary data sources were observed: (1) open 
access; and (2) unpublished primary datasets (Fig. 13). The 
open-access datasets employed in these studies include the Z-
Alizadeh Sani, Cleveland, Statlog, Framingham Heart Study, 
South African Heart Disease, Long Beach, and KNHANES 
datasets. These datasets can be accessed from the UCI 
machine learning data repository. The open-access group 
comprises thirty-six studies and five databases (Table VII), 
but some datasets were used in more than one study. For 
example, [32][30] used the Cleveland Heart disease dataset 
obtained from the UCI database. The dataset contained 303 
patients with heart diseases. According to the homepage of the 
dataset, most researchers allude to utilizing a subset of 14 of 
the 76 features. The subset includes sex, age, maximum heart 
rate achieved, chest pain type, serum cholesterol in mg/dl, 
fasting blood sugar, resting blood pressure, resting 

electrocardiographic results, exercise-induced angina, ST 
depression, number of major vessels and diagnosis of heart 
disease (the predictable attribute), and the slope of the peak 
exercise ST segment. Out of the 37 papers used in this study, 
ten (10) articles used the dataset to study the prediction of 
CHDs. The second most popular dataset used in previous 
CHD prediction studies was the Z-Alizadeh Sani heart disease 
dataset. The dataset contains features arranged into four 
groups: demographic, symptom and examination, ECG, and 
laboratory and echo features. It categorizes patients into CAD 
or Normal if their diameter narrowing is greater than or equal 
to 50%, and otherwise as Normal. The dataset was employed 
in six studies and is accessible from the UCI Repository. The 
Statlog heart disease database has 13 attributes that include 
age, sex, chest pain type (4 values), resting blood pressure, 
serum cholesterol in mg/dl, fasting blood sugar > 120 mg/dl, 
resting electrocardiographic results (values 0,1,2), maximum 
heart rate achieved, exercise-induced angina, old peak = ST 
depression induced by exercise relative to rest, the slope of the 
peak exercise ST segment, number of major vessels (0-3) 
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colored by fluoroscopy, and thal. Two researches used the 
Framingham dataset, which is openly accessible on 
Kaggle.com. The data is from an active cardiac study on 
Massachusett and Framingham residents. The classification 
objective was to determine the patient's 10-year risk of CHD. 
The dataset contains more than 4,000 patient information and 
15 features. Every feature is a prospective risk indicator. The 
risk indicators include behavioral, medical, and demographic 
factors. One study used a Dataset obtained from the Korean 
National Health and Nutrition Examination Survey VI 
(KNHANES-VI) to develop a CHD prediction model. These 
studies reported 25,340 records without previous myocardial 
infarction or angina from the KNHANES dataset. 

D. Software/Tools used for the CHD Prediction 
Machine learning-based approaches are commonly used to 

predict CHD. Several tools and programming techniques are 
used for developing the models for the predictions. The 
reviewed studies utilized different software for the analyses. 
These software/tools were categorized into programming and 

data mining software (Fig. 12). The programming software for 
machine learning data analysis reported by the studies 
includes Python programming environments such as Jupyter 
Notebook and the R programming environment RStudio. 
WEKA, MATLAB, and Rapid Miner are the commonly used 
data mining software for CHD prediction in these studies. Of 
the 27 papers reviewed, 63% (17 articles) reported on the 
software used. Out of these, 65% used data mining tools, 
while the remaining 35% used programming technologies. A 
comparison and evaluation of the different algorithms showed 
the highest prediction accuracy with the programming tools. 
Several algorithms, such as DT, RF, SVM, NN, and LR, have 
been tested on the Framingham Heart Disease dataset, for 
example, using Rapid Miner and R. The results showed that 
DT, RF, SVM, NN, and LR achieved accuracy rates of 84%, 
78%, 68%, 71%, and 66% with R. Accuracy values obtained 
with Rapid Miner were as follows; DT (62%), RF (63%), 
SVM (68%), NN (68%), and LR (67%). The evaluation results 
show that the accuracy, specificity, and recall values of the 
various algorithms improved with R. 

TABLE VII. SOFTWARE USED FOR ML DATA ANALYSES 

Study Software/Tool Algorithm Accuracy 

[41] WEKA J48, BF Tree, REP Tree, NB Tree 55.77, 62.04, 60.06, 60.06 

[18] R LR, DT, RF, SVM, NN, KNN 87.64, 79.78, 87.64, 86.52, 93.03, 84.27 

[45] R SVM, ANN NR 

[49] R DT, Boosted DT, RF, SVM, NN, LR 84, 84, 78, 68, 71, 66 

[49] Rapid Miner DT, Boosted DT, RF, SVM, NN, LR 62, 62, 63, 68, 68, 67 

[22] Python DT, LR, KNN, NB, SVM 82.45, 83.12, 81.12, 83.14, 86.03 

[19] WEKA DT, NB, SVM 70.70, 71.60, 71.00 

[26] WEKA SVM, MLP NN, KNN, LR 73.80, 73.40, 73.20, 72.70 

[21] WEKA RF, DT, KNN 96.71, 92.1, 91.49 

[39] WEKA NB, DT, ANN 86.53, 89, 85.53 

[42] WEKA KNN, DT, GB, RF, SVM, NB 
LR, ANN 

85.55, 86.82, 91.34, 89.45 
84.28, 82.33, 84.08, 85.07 

[33] WEKA SVM, NB, KNN 0.83, 0.84, 0.80 

[25] WEKA NB, DT, RF 78.56, 82.43, 85.78 

[28] MATLAB KNN, NB, NN, SSA-NN, 
SVM, BO-SVM 

80, 86.7, 80, 86.7, 80, 
93.3 

[32] Python DT, RF, (DT+RF) 79, 81, 88 

[16] Python LR, KNN, DT(J48), DT (SVC), NB, NN (MLP) 71.4, 71.6, 73.0, 72.2, 71.4, 73.9 

[27] WEKA RF, KNN, MLP, Bagging, C4.5, LR, NB, AdaBoost 
SVM 

78.0%, 71.6%, 63.8%, 63.1%, 62.9%, 62.4%, 
60.5%, 50.4%, 46% 
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Fig. 12. Distribution of Analysis Tools. 

 
Fig. 13. Distribution of Dataset Types used. 

IV. DISCUSSION 
This study systematically reviewed 37 studies that utilized 

machine learning algorithms for CHD prediction. Following 
the review questions, the study sought to identify the ML 
algorithms used for CHD predictions, evaluation techniques 
used and best-performing algorithms, the dataset used, and the 
software used for the analysis. The outcome of this review 
highlights the state-of-the-art ML Algorithms applied in 
predicting CHDs, their performance, and gaps future studies 
should pay attention to. The results show that previous studies 
have focused on supervised machine learning classification-
based algorithms for observed algorithms. The review 
indicated that Decision trees, support vector machines, naïve 
Bayes, and K-Nearest Neighbors were the most utilized 
algorithms in CHD prediction studies, followed by Random 
Forest, Logistic Regression, Neural Network, and Bagging 
and Ensemble algorithms. There is insufficient application of 
innovative and sophisticated ensemble algorithms such as 
XGBoost despite gaining popularity as “an ensemble method 
that has empirically proven to be a highly effective approach 
by gaining the best results in numerous machine learning 
competitions” [13]. For CHD prediction using ML, only one 
study [20] implemented XGBoost. Adaboost, Boosted 
Decision Tree, and Bagging have received minimal attention 

despite their promising performance. Moreover, only one 
study employed the K-Means clustering algorithm. ML 
approaches can solve regression and clusterization problems, 
but such works were not observed in the reviewed articles. 
Many predictions were performed through binary options 
selection only. The review also revealed that in all the 
experimental works, single studies applied and compared 
multiple algorithms (e.g., five to ten algorithms in a single 
paper). This variety is considered to be more appropriate than 
a single algorithm for CHD prediction. Similarly, no study has 
reported on the use of the RL method. This could be due to the 
complexity of the RL algorithms, and the lack of relevant data, 
as pointed out by [13]. Nonetheless, the application of RL in 
medicine is rapidly gaining attention and requires a closer 
examination in CHD. State-of-the-art algorithms remain 
outside existing studies. Thus, the application of cutting-edge 
ML algorithms in CHD remains immature. 

This systematic review also focused on investigating the 
most performing ML algorithms for CHD prediction based on 
reported evaluation techniques. The study identified five (5) 
performance measurement metrics for model evaluation. 
These are as follows precision, F1 Score, Accuracy, 
specificity, and recall/sensitivity. This number is considered 
sizeable for comparing and understanding the research results. 
Including other metrics such as AUC in future studies is 
imperative. AUC is regarded as a better measure of classifiers 
than Accuracy due to its unbiased nature on the test data. In 
terms of best-performing algorithms, the findings showed that 
boosting algorithms perform better than single algorithms for 
CHD prediction in terms of Accuracy comparison. This result 
contradicts the findings of [51] because the authors measured 
the performance of the algorithms using the AUC evaluation 
metric. In general, the overall analyses show that the Accuracy 
of ML algorithms are mostly between 0.8 and 0.9+ in CHD 
prediction. This indicates that the predictive ability of ML 
algorithms in CHD is promising, particularly with LR, DNN, 
K-Means, KNN, SVM, and boosting algorithms. However, 
there may be methodological barriers to matching clinician-
level Accuracy. For example, there are insufficient cases for 
model training and testing. Therefore, further studies 
comparing ML models and human expertise are required. In 
addition, the optimal cut-off for Accuracy remains unclear in 
the examined studies. For instance, an AUC score of 0.95 or 
more is recommended, but this is not clear with Accuracy. 

The review also indicated that out of the 37 studies, only 
five (5) employed primary clinical datasets. It is suggested that 
such data be used in future studies to increase the commitment 
to predicting real-life CHDs in local environments. This 
allows for comparing the results and seeing the real 
advantages or disadvantages of the proposed algorithms. The 
study also suggests that the publication of primary clinical 
datasets and research papers will positively impact future 
developments. The review found no standard guidelines for 
data partitioning. Most studies used a 10-fold cross-validation 
technique and a 70/30 or 80/20 splitting method for the 
training and validation sets. In addition, because the sample 
size of most datasets was relatively small, the pooled results 
could be biased. This systematic review shows that most 
studies employed data mining tools more than programming 
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software, including R, Python (Jupyter Notebook, Google 
Collab, etc.). In general, the predictive performances in terms 
of the accuracy scores of the algorithms (i.e., SVM, DT, NN, 
RF, LR, and Boosted DT) obtained with the data mining 
software improved with R and Python on the same dataset. 
However, the runtime of a given algorithm is also crucial 
because if such a system is to be employed in intensive care 
units, a speedy decision needs to be made. 

A. Gaps and Future Research Directions 
This novel work represents the first systematic review of 

machine learning predictions in CHDs. Given that predicting 
diseases can help draw attention to avoidable interventions, it 
is imperative to know the state-of-the-art predictive models, 
their predictive performance, the nature of datasets, and the 
technologies for analysis. This review is important because it 
offers an opportunity to improve these models. Based on the 
findings of this study, future researchers should consider the 
following gaps: 

1) A lot more studies employing XGBoost, deep neural 
networks are anticipated. 

2) Limited studies focused on clustering and RL 
algorithms. 

3) More studies employing ensemble algorithms, such as 
the ensemble of Logistic Regression (LR) and Support Vector 
Machine are suggested for improved prediction. 

4) Nearly half of the included studies were conducted in 
the USA or China. Studies from Oceania, Africa, and the 
Americas (outside the USA) were limited. This may be partly 
due to the limited availability of traditional structured health 
data. Further studies from the perspective of developing 
countries are required. 

5) A dominant reliance on small sample-sized datasets in 
the included studies. Considering that this may impact the 
performance of machine learning algorithms, studies with 
higher data sample sizes are required. 

6) Included studies rarely assessed predictive performance 
in terms of AUC, which is posited to be the best accuracy 
measurement metric for classifiers. Future studies may focus 
on having AUC as a model performance metric measure. 

V. CONCLUSION 
Although CHD predictions using machine learning 

applications are being widely researched, many issues remain 
unaddressed. This study employed a systematic literature 
review technique to investigate the state-of-the-art ML 
algorithms used for CHD predictions, evaluation techniques 
used and best-performing algorithms, the dataset used, and 
software used for the analyses. The study revealed that a 
variety of algorithms can be applied to CHD predictions. 
However, all approaches belong to a class of supervised 
learning classification methods; most studies utilize published 
data, whereas fewer studies use primary clinical data. LR, 
DNN, K-Means, KNN, SVM, and boosting algorithms were 
found to be the best performing algorithms for CHD 
prediction; and programming data analysis techniques such as 
R, and Python were found to produce higher predictive scores 
than data mining tools such as Rapid miner, WEKA, and 

MATLAB. This study has some limitations. For instance, only 
papers from multidisciplinary peer-reviewed databases were, 
but we did not include articles found in the gray literature. 
Theses and book chapters are excluded. Considering that CHD 
is the third cause of total global deaths, understanding the 
most performing algorithms and software environment for 
predicting or diagnosing the disease will guide health 
practitioners and researchers in making proactive decisions to 
reduce the dangers. The study discovered that the DT 
algorithm was used the most (in 28 studies), followed by the 
SVM method (in 24 studies). However, the LR, DNN, K-
Means, KNN, and SVM algorithms performed better in 
comparison. LR demonstrated the highest accuracy, 52 
percent, in 8 of the 37 investigations where it was used. This 
was followed by DNN, which came out on top in 41% of the 
experiments analyzed. 
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Abstract—Human Activity Recognition (HAR) has become a 
well-liked subject in study as of its broad application. With the 
growth of deep learning, novel thoughts have emerged to tackle 
HAR issues. One example is recognizing human behaviors 
without exposing a person's identify. Advanced computer vision 
approaches, on the other hand, are still thought to be potential 
development directions for constructing a human activity 
classification approach from a series of video frames. To solve 
this issue, a deep learning neural network technique using 
Depthwise Separable Convolution (DSC) with Bidirectional Long 
Short-Term Memory (DSC-BLSTM) is proposed here. The 
redeeming features of the proposed network system comprises a 
DSC convolution that helps to reduce not only the number of 
learnable parameters but also computational cost in together 
training and testing method The bidirectional LSTM process can 
combine the positive and the negative time direction. The 
proposed method comprises of three phases, which includes 
Video data preparation, Feature Extraction using Depthwise 
Separable Convolution Neural Network algorithm and DSC-
BLSTM algorithm. The proposed DSC-BLSTM method obtains 
high accuracy, F1-score when compared to other HAR 
algorithms like MC-HF-SVM, Baseline LSTM Bidir-LSTM 
algorithms. 

Keywords—Activity recognition; long short-term memory 
(LSTM); deep learning; feature extraction 

I. INTRODUCTION 
The Human Activity Recognition (HAR) system, a broadly 

used pattern recognition system discussed by [1], can be 
separated into numerous parts such as feature extraction, 
sensing segmentation, post-processing and classification ([11], 
[15]–[19]). HAR systems can be classified into two categories 
acceleration-based and time-based. Acceleration-based 
techniques need several accelerometers to be used for data 
gathering, but time-based techniques normally require the use 
of additional cameras to gather data. The drawback of the 
acceleration technique is that it can cause discomfort to the 
human body when performing behavior such as running, lying 
down and walking. 

The different human activities to be observed in this paper 
include hand washing, punching, kicking, yoga, riding a bike, 
curling hair, ice skating etc. The benefit of a vision-based 
system is that the sensor works without attaching to the body. 

The detection of performance depends on illumination 
surroundings, screening angle, and extra factors. The paper 
proposed a system that uses a kinetics data set [3] and a 
MobileNetV2 structure with Bidirectional Long Short-Term 
Memory (Bidir-LSTM) classification ([4], [25]) to solve this 
problem. This can decrease the actions of the handcraft 
procedure and boost the accuracy [20]. 

Human activity recognition is the problem of recognizing 
and classifying specific human actions executed in video 
frames. An instance of such a human action could be kicking 
or pull-ups. A classification can be trained on specific instances 
of an activity (training set) and then tested on a specific 
instance of an activity (test set). The aim of the system is to 
recognize the proper class of action to which a video frame 
belongs, or further generally, to recognize and appreciate what 
the human is doing in the video frames [13]. 

MobileNetV2 is 2D resource efficient architecture. It 
implements of MobileNetV1 using depth-wise separable 
convolutions. It establishes 2 novel sections: 1) linear 
bottlenecks among the layers, and 2) shortcut connections 
among the bottlenecks. The design is following the dimension 
that reduces amount of channels and extracts as much as 
information by depth-wise convolution after decompressing the 
data. This convolutional module permits reducing memory 
usage during inference ([21], [23]). 

The objective of this Human activity recognition is to 
extend the deep learning approaches currently being 
developed, specifically targeting classification and potentially 
training/retraining on constrained computing environments. 
However, an integration of Depthwise Separable Convolution 
with LSTMs incurs significant computational expenses and 
prevents the network from running in real-time. To solve this 
problem, this paper introduced a Depthwise Separable 
Convolution with Bidirectional-LSTM (DSC-BLSTM) 
principles to reduce computational costs. 

The rest of the paper is organized as follows: Related work 
is detailed in Section 2. In Section 3, proposed methodology of 
video frame extraction and Depthwise Separable Convolution 
with Bidirectional-LSTM (DSC-BLSTM) are described. In 
Section 4, experimental results and discussion are described 
finally conclusion portion is in Section 5. 
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Fig. 1. Overview of Typical Video Action Recognition Approach. 

II. RELATED WORK 
Das and Chakrabarty [5] have presented human gender 

detection system approach. The Silhouettes from Center for 
Biometrics and Security Research (CASIA) step are portioned 
to recognize main body locations and to produce equivalent 
point-light demonstrate. The attributes such as two dimensional 
coordinates of main body locations and combined positions are 
mined from the point-light present. The attributes are 
categorized using Support Vector Machines (SVM) and 
Hidden Markov Model (HMM). The revision performs a 
detection rate of 76.79 percent and 69.18 percent with 100 
subject data using SVM and HMM correspondingly. 

Hammerla et al., [6] authors use sensor data that contains 
different motions, explored deep, convolution and recurrent 
approaches on these datasets. A new proposal has been put 
forth for regularization of recurrent networks. They have 
concluded that discovered recurrent networks outstripped the 
state-of-art and illustrated sample by sample prediction of 
physical activity. 

Munzner et al [7], has evaluated PAMP2 and RBK dataset 
with convolutional neural network. The article illustrates the 
outperformance of early fusion technique over late -hybrid 
fusion by improvising F1 -score on RBK dataset. 

M. Panwar et al., [8], discussed various developments that 
had taken place in human activity recognition using different 
machine learning approaches. Though, feature engineering has 
conquered conventional techniques connecting the complicated 
procedure of best feature selection. This difficulty has been 
mitigated by using a new method based on deep learning 
framework which automatically mines the positive features and 
decrease the processing cost. 

A. Jain and V. Kanhangad [9] proposed a descriptor-based 
approach for action prediction using built-in sensors of smart-
phones. Gyroscope and accelerometer sensor signals are 
obtained to recognize the behaviors achieved by the client. The 
authors described a histogram of gradient and centroid 
signature-based Fourier descriptor that are utilized to mine 
feature or attribute sets from these signals. Attribute and gain 
level synthesis are discovered for in order fusion. 

A. Ignatov [10] presented a user-independent deep 
learning-based approach for online human activity 
classification. The authors proposed Convolutional Neural 
Networks for local attribute extraction jointly with plain 
arithmetical attributes that conserve information regarding the 
large-scale form of time series. Moreover, they investigated the 
crash of time series length on the identification accuracy and 
boundary it up to one second that builds potential and 
permanent real-time action prediction. 

III. PROPOSED METHODOLOGY 
The proposed Depthwise Separable Convolution with 

Bidirectional-LSTM (DSC-BLSTM) technique performs to test 
the experimentations that were accomplished with kinetics-400 
dataset [3]. The DSC-BLSTM algorithm successfully detects 
the human activity in video frames and is grouped into 
different activity classes. The overall DSC-BLSTM workflow 
is illustrated in Fig. 2. 

A. Video Frame Extraction 
Video frame extraction is executed with Kinetics 400 

action recognition dataset of action videos, accumulated from 
YouTube. With 306,245 short trimmed videos from 400 action 
categories. It is one of the largest and most widely used dataset 
in the research community for benchmarking state-of-the-art 
video action recognition models [24], described in Fig. 1. Since 
some YouTube links are expired, so could only download 
234,584 of the original datasets, thus missing 11,951 videos 
from the training set, which are about 5%. This leads to a slight 
drop in performance of about 0.5%. The example video frame 
extraction result of riding camel video illustrated in Fig. 3. 

 
Fig. 2. Proposed DSC-BLSTM Algorithm Flow Diagram. 
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Fig. 3. Video Frame Extraction Result. 

B. Feature Extraction using Depthwise Separable 
Convolution Neural Network Algorithm 
The Feature extraction using MobileNetV2 convolution 

network using DSC is a factorized form of the standard 
convolution. The initial feature extraction layer is a 1 x 1 
expansion layer. It increases the data (enhancing the number of 
channels) that flows through it. It does the opposite of the 
projection layer. The each video frame gets expanded based on 
the expansion factor [22]. This is a hyper parameter to be 
found from different architecture trade-offs. The default 
expansion factor is 6. A normal convolution is separated into a 
DC and a 1 x 1 PC. Instead of applying each filter to all the 
channels of the input like the standard convolution, the DC 
layer applies one filter to one input channel, then a 1x1 PC is 
employed to combine the outputs of the DC. DSC helps to 
reduce not only the number of learnable parameters but also 
the computational cost in both training and testing process. The 
flow diagram of DSC is described in Fig. 4. 

 
Fig. 4. Flow Diagram of DSC. 

The proposed system of DSC is performed by 2 layers: 
1) Depthwise Convolutions (DC) and 2) Point wise 
Convolutions (PC). The every input (contribution) channel 
(contribution depth) is applied by a filter with DC PC is a 
simple 1 x 1 convolution, is used to build linear permutation of 
the result of DC layer. MobileNets utilize equally batchnorm 
and ReLU nonlinearities layers. DC with single filter for each 
contribution channel can be written as: 

𝐹𝑚𝑎𝑝𝑘,𝑚,𝑛 = ∑ 𝐷𝑤𝑖 ,𝑗,𝑛 ∙ 𝐹𝑘+𝑖−1,𝑚+𝑗−1,𝑛𝑒𝑞𝑛.𝑎,𝑏           (1) 

where Dw is the DC kernel size Dwk*DwK * N where nth 
filter in Dw is functional to the nth channel in F to create nth 
channel filtered result of feature map Fmap. 

DC cost is defined by, 

𝐷𝑤𝑘 ∙ 𝐷𝑤𝑘 ∙ 𝑁 ∙ 𝐷𝐹 ∙ 𝐷𝐹𝑒𝑞𝑛.            (2) 

The grouping of DC and 1 x 1 PC is called DSC which was 
formerly introduced by [11]. 

DSC cost is defined by equation 3, 

𝐷𝑤𝑘 ∙ 𝐷𝑤𝑘 ∙ 𝑁 ∙ 𝐷𝐹 ∙ 𝐷𝐹 + 𝑁 ∙ 𝑀 ∙ 𝐷𝐹 ∙ 𝐷𝐹𝑒𝑞𝑛.          (3) 

By stating convolution as a two-step procedure of filtering 
and combining to obtain decrease in calculation is, 
𝐷𝑤𝑘∙𝐷𝑤𝑘∙𝑁∙𝐷𝐹∙𝐷𝐹+𝑁 ∙𝑀∙𝐷𝐹∙𝐷𝐹

𝐷𝑤𝑘∙𝐷𝑤𝑘∙𝑁∙𝐷𝐹∙𝐷𝐹
= 1

𝑁
+ 1

𝐷𝑤𝑘
2  𝑒𝑞𝑛            (4) 

3 x 3 Depthwise Conv 

Batch Normalization 

Rectified Linear Units (ReLU) 

1 x 1 Conv 

Batch Normalization 
 

Rectified Linear Units (ReLU) 
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Fig. 5. Depthwise Separable Convolutions base Model Result. 

MobileNetV2 uses 3 x 3 DSC take on among eight to nine 
times less computation than normal convolutions having less 
accuracy. By exploring the network in simple terms that are 
proficient to simply explore network topologies to discover an 
excellent network. The proposed training model is defined in 
Fig. 5. The entire layers are trailed by batchnorm and ReLU 
nonlinearity with the exclusion of the last completely 
connected layer which has no nonlinearity and brought into a 
SoftMax layer for classification. 

C. Depthwise Separable Convolution with Bidirectional-
LSTM (DSC-BLSTM) 
According to [2], [12], authors described LSTM as an 

expansion of recurrent neural networks. Appropriate to unique 
architecture, which conflicts the disappearance and ignition 
gradient issues, it is fine at managing time series issues up to a 
positive depth. LSTM conserve information from inputs that 
has previously passed through it via the hidden state. 
Unidirectional LSTM only conserve information of the 
precedent because of the simple inputs it has observed from the 
past. The bidirectional LSTM will process the inputs with one 
from past to future and one from future to past and what varies 
this approach from unidirectional is that in the LSTM  
processes backwards to protect information from the future and 
using the two hidden states that are combined in some point to 
protect information from together past and future. Bidirectional 
LSTM (see Fig. 6) comprises of 2 LSTM cells, and the result is 
resolute. The bidirectional LSTM presented result is not only 
associated to prior information but also connected to 
consequent information. The overall DSC-BLSTM flow 
diagram is illustrated in Fig. 7. 

 
Fig. 6. Bidirectional LSTM Construction. 

 
Fig. 7. DSC-BLSTM Flow Diagram. 

Algorithm: DSC-BLSTM Pseudo code 

Input: Continuous Video Frames f, Class Labels C  
Output: Predicted activity class with accuracy score 

Preparation: 
1. Video Data Preparation 
2. Feature Extraction using Depthwise Separable 

Convolution Neural Network (DSC) 
3. Depthwise Separable Convolution with 

Bidirectional-LSTM (DSC-BLSTM) 

Steps: 

While (video frame) 
1. Frame f ← Extract frames from videos  

//Fix sample duration (i.e., frames taken per 
loop/iteration) = 16 frames per iteration and sample 

size (i.e., Frame width size) = 112pixels wide 
2. M ← Create trained model using DSC method  

End While 

3. for t = 1 to n do // where n represents number of 
video frames 

a. frame f(t) ← Read the test video frame. 
b. Apply f(t) to DSC Model // Calculate 

Similarity matrix value of test frame f(t) with 
trained model 

c. Predict activity Class label with frame f(t) 
using (DSC-BLSTM) 

4. Label Predicted activity ← Result class label 
5. Display predicted activity class with accuracy score 

End for 
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The DSC-BLSTM algorithm takes these three inputs Model 
M, classes C and test video frames f. Initially, load the trained 
human activity recognition DSC model M and contents of the 
class labels C file. After that, test frames are grouped and 
resized with defined sample duration (i.e., number of frames 
for classification) and test size (i.e., the spatial dimensions of 
the frame). Next, test input video frames are looped over the 
amount of essential test frames (i.e., duration of 16 frames per 
loop) and read a test frame from the video stream. The test 
frame streams are forwarded to the network model for 
checking the distance matrix (i.e., similarity) between train 
model M and test frame f model outputs. The outputs matrix is 
passed through Bidirectional LSTM process to get the activity 
label. Finally, the maximum classes of label are the predicted 
activity for the processed frame. The Table I shows the 
parameters, symbol with the corresponding value of the 
proposed system implementation. 

TABLE I. PARAMETERS DESCRIPTION 

Parameter Name Symbol Value 
Total Classes C 400 action classes 
Frame Duration Sample_duration 16 frames per iteration 

Sample window Size Sample_size 112 pixel wide 
Training Model M 2000 Videos model 
Test video frame f - 
Total Number of 
Frames n Total no of frames in a video 

IV. EXPERIMENTAL RESULTS AND DISCUSSION 

A. Experimental Environment 
The results have been estimated with the proposed DSC-

BLSTM algorithm. The results are implemented with Intel I5-
6500U series 2.71 GHz, x64-based processor, 8GB main 
memory, and run on the Windows 10 operating system using 
python 3.8 simulations. This paper is implemented with 
Kinetics 400 action recognition dataset which consists of 2000 
videos as training dataset with 21 classes that includes 
massage, Ice Skating, Yoga, Playing, Pull ups, Pushing, 
Reading, Tasting, Skating, Side Kick, Filling, Crawling, 
Waiting, Washing, Making Pizza, Kicking, Jumping, Curling, 
Dancing, Massage, Shaving and Shooting. The resulting 
parameters of Ice-Skating activity are described in Fig. 8 to 
Fig. 10. 

B. Discussion 
This section presents a detailed analysis of experimental 

outcomes through the proposed method on the basis of 
accuracy measures such as precision, recall, accuracy, and F1-
score. The proposed algorithm consists of three main stages. 
These three main stages include the video frame extraction 
which is performed first in which datasets are normalized to 
get better results. The accurate results will give more accuracy. 
In the second step, feature extraction is implemented using 
Depthwise Separable Convolution Neural Network algorithm. 
In this step, features is implemented separately based on DSC 
to get the best features are stored in trained dataset. In the third 
step, features are fused, while in the final stage, results are 
taken through the classification learner. In video frame 

extraction, all individual frames are stored as images to detect 
the activity from the image. After the frame extraction, 
MobileNetV2 convolution network using DSC method to 
create a feature model from extracted images. Finally, 
Depthwise Separable Convolution with Bidirectional-LSTM 
(DSC-BLSTM) classifier to discover the similarity matrix 
value of test frame with trained model to attain the prediction 
activity result. Combining DSC-BLSTM have achieved higher 
accuracy than the other classification learners on the “MC-HF-
SVM, Baseline LSTM and Bidir-LLSTM algorithms”, 
respectively. 

 
Fig. 8. HAR Result of Ice Skating with Accuracy. 

 
Fig. 9. HAR Result of Ice Skating Performance Measure of Precision, 

Recall, F1 Score and Confusion Matrix. 

 
Fig. 10. Overall DSC-BLSTM Training Loss and Accuracy Plot Result. 
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C. Evaluation Index 
To evaluate the performance of the proposed model for 

HAR, the followed metrics [26] were used for evaluation 
generally. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 𝑡𝑝+𝑡𝑛
𝑡𝑝+𝑓𝑛+𝑓𝑝+𝑡𝑛

               (5) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑡𝑝
𝑡𝑝+𝑓𝑝

               (6) 

𝑅𝑒𝑐𝑎𝑙𝑙 = 𝑡𝑝
𝑡𝑝+𝑓𝑛

                (7) 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 = 2×𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙

             (8) 

The proposed DSC-BLSTM method substantiates with 
high Accuracy and F1-score ratio when compared to other 
HAR algorithms like Multiclass Hardware-Friendly Support 
Vector Machine (MC-HF-SVM) [7], Baseline LSTM [14], 
Bidirectional Long Short Term Memory (Bidir-LSTM) [4] 
algorithm. As a result of the improved human activity 
recognition presentation, there is a higher accuracy. The 
proposed DSC-BLSTM method proves high Accuracy and F1-
score ratio when compared to other HAR algorithms like 
Multiclass Hardware-Friendly Support Vector Machine (MC-
HF-SVM) [7], Baseline LSTM [14], Bidirectional Long Short 
Term Memory (Bidir-LSTM) [4] algorithm are described in 
Table II and Fig. 11 shows the comparison chart. 

In Table III shows the comparison of precision, recall, 
accuracy and F1 score with kinetics 400 dataset of test videos 
prediction activity measures and Fig. 12 shows the comparison 
chart. 

TABLE II. COMPARISON OF ACCURACY AND F1 SCORE WITH EXISTING 
AND PROPOSED DSC-BLSTM ALGORITHM OF KINETICS 400 DATASET 

Methods MC-HF-
SVM 

Baseline 
LSTM 

Bidir-
LSTM 

DSC-
BLSTM 

Accuracy 89.3 90.8 91.1 93.8 

F1-Score 89.0 90.8 91.1 92.637 

 
Fig. 11. Comparison Measures of Accuracy and F1 Score Chart. 

TABLE III. COMPARISON OF TEST VIDEOS PREDICTION ACTIVITY 
MEASURES OF PROPOSED DSC-BLSTM ALGORITHM OF PRECISION, RECALL, 

ACCURACY AND F1 SCORE WITH KINETICS 400 DATASET 

Prediction 
Activity Precision Recall Accuracy F1-Score 

Ice Skating 96.25 91.66 94 93.90 

Yoga 94.23 90.87 92.60 92.52 

Playing 91.56 90.47 91 91.01 

Pull ups 95 90.47 92.80 92.68 

Pushing 95.08 92.06 93.60 93.54 

Reading 91.49 89.68 90.60 90.58 

Tasting 92.68 90.47 91.60 91.56 

Skating 93.56 86.50 90.20 89.89 

Side Kick 94.34 86.11 90.40 90.04 

Filling 95.08 84.52 90.00 89.49 

Crawing 96.39 84.92 90.80 90.29 

Waiting 89.23 92.06 90.40 90.62 

Washing  97.83 89.68 93.80 93.58 

Making 94.97 90.07 92.60 92.46 

Kicking 91.76 92.85 92.20 92.30 

Jumping 95.79 90.47 93.20 93.06 

Curling 93.00 89.68 91.40 91.31 

Dancing 91.20 90.47 90.80 90.83 

Massage 90.38 93.25 91.60 91.79 

Shaving 91.39 88.49 90 89.91 

Shooting  94.44 89.69 91.20 90.94 

 
Fig. 12. Comparison of Test Video Class Prediction Activities of 

Performance Measures of Kinetics 400 Dataset. 

V. CONCLUSION 
This paper analyzed the advancement of Human Activity 

Recognition (HAR) concepts in the field of deep neural 
network technique. The proposed work presents a Depthwise 
Separable Convolution with Bidirectional long short-term 
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memory (DSC-BLSTM) algorithm adapted to the HAR task. 
This system seeks to improve the accuracy of activity 
recognition by leveraging the robustness in feature extraction 
and classification model. The results were impressive and 
worked well after we used the DSC-BLSTM method in the 
HAR system. The result is shown as 93.8%, and is more 
recognizable than the other HAR algorithms like MC-HF-
SVM, Baseline LSTM, Bidir-LSTM algorithms. 
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Abstract—Robotics in the construction industry has been used 
for a few decades up to this present time. There are various 
advanced robotics mechanisms or technologies developed for 
specific construction task to assist construction. However, not 
many researches have been found on the quality assessment of 
the finished structures. This research proposes a quality 
assessment robot that will assist in performing the assessment of 
the internal works of a building by assessing a quality assessment 
criterion in the Malaysian Construction Industry Standards. 
There are various assessment criteria such as hollowness, cracks 
and damages, finishing and jointing. This paper will focus on the 
wall evenness using a camera mounted on a mobile robot with a 
Mecanum wheel design. The wall evenness assessment was done 
via projecting a laser leveler on the wall and capturing the 
images by using a camera, which is later processed by a central 
controller. Results show that the deviation calculation method 
can be used to differentiate between even and uneven walls. Pixel 
deviations for even walls show values of less than 15 while uneven 
walls show values of more than 20 pixels. 

Keywords—Construction industry standards; internal works 
quality assessment; vision; Mecanum wheels 

I. INTRODUCTION 
In this era of Industrial Revolution 4.0, many technologies 

are being used in various application areas. Internet-of-Things, 
virtual reality, data analytics, additive manufacturing and 
robotics are some of the interesting technologies that have 
accelerated various manufacturing sectors throughout the 
current years. In the construction industry, robotics has been 
applied since the early 1980’s. In the Japan visit, Dr. James S. 
Albus from National Bureau of Standards [1] and six 
construction companies (Taisei Corporation, Takenaka, 
Hazama Gumi Ltd, Shimizu Construction, Kumagai Gumi 
Company and Toshiba Nuclear Group) had large research on 
budgets for construction robotics. There are many related 
researches of cooperative or multi-robots that were proposed 
in construction environment, such as multi-robot teleoperation 
using humanoid and legged robots [2], multi-robot material 
deposition using autonomous mobile robot extruder platform 
[3], human-robot collaboration for interior finishing [4] and 
distributed climbing strut robots that was used for guiding 
construction [5]. There were also studies on simulating robots 
in construction via haptic control for drywall installation, 
painting, welding, bolting and concrete pouring [6]. In another 

research, a robot was proposed for monitoring the work 
progress in a building construction site [7] and a façade 
cleaning robot was proposed in [8]. 

However, not many researches have been focused on the 
automated internal or external works of finished building or 
construction sites. At present, the quality assessment is 
performed by manual inspection by a human assessor or a 
panel of assessors. This is tedious and tiring work because 
assessors usually complete a substantial amount of sample 
houses or buildings within a few days. The research of a 
custom-built quality assessment robot could reduce the burden 
of human inspectors by carrying out assessment of some 
criteria of the structure quality. A bridge statics assessment 
robot for flood evacuation planning was designed by Maik 
Benndorf et al. in [9]. This is an example of an external 
structure assessment that uses vibration measurement sensors 
mounted on an Unmanned Ground Vehicle equipped with a 
robotic manipulator. For internal works, a custom-designed 
quality assessment robot was proposed by Rui-Jun Yan et al. 
[10]. In assessing the different criteria, Rui-Jun Yan attached 
several devices for the quality assessment robot, Quicabot. A 
thermal camera was used to assess the hollowness of the 
ground and walls, an RGB camera to detect cracks on the 
ground and walls, a laser scanner to measure the evenness of 
the ground and walls and alignment of two connected walls 
while an inclinometer to measure the inclination of the ground. 

The use of laser projection and vision sensors were seen in 
other applications. Andrzej Sioma used laser and a camera to 
measure the surface defect of a ceramic tile [11]. The 
longitudinal rip of conveyor belt detection was performed by 
Xianguo Li et al. using laser-based machine vision in [12] 
because of the use of such belt mechanisms to transfer 
materials or products. Other than that, bubble defects on tire 
surface were also detected by Hualin Yang et al. in [13] by 
using laser and machine vision. Daniel Lopez-Escogido et al. 
[14], detected small defects in PCB using 2-D high precision 
laser sensors, which investigated high errors of units of 
micrometers due to the small outline of Surface-Mount-
Devices (SMD). 

Jorge Rodríguez-Araújo and Antón García-Díaz [15] 
investigated in-line Defect Classification and localization in 
Solar Cells for Laser-Based Repair. This is because the faulty 
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cells need to be identified to be repaired. In [16], Dong-Gi 
Woo et al. used multi-lasers to perform the inspection of the 
surface of a car door chassis by using a robot arm manipulator 
projecting the lasers in different poses, which could be used as 
a 3D measurement system. Other than that, Ting Lei et al. [17] 
used laser vision to identify thermal deformation of tube sheet 
welding by using a Cartesian robot, CCD camera, hoop 
assembly, laser sensors and single-line lasers. A combination 
of line scan camera and frame camera was used to detect 
product surface defects by applying the ideas of both surface 
grayscale image and depth image simultaneously [18] in 
which Zhen Liu et al. claim the accuracy of 0.13mm within a 
measurement of 500x300x200 mm3. In [19] Simone Pasineet 
et al. investigated in-line monitoring of laser welding using 
vision system, which applied thresholding, binarization and 
blob-counting to robustly detect joint and obtain optimal 
acquisition of the melt pool during welding. 

The weld seam detection and feature extraction of butt-
welding was investigated by Wang Xiuping et al. [20] in 
which the laser stripe edges were detected. The welding was 
performed by a welding robot arm manipulator. Feature 
extraction of butt-joint was also investigated by Yuanyuan 
Zou et al. [21] which used three-line stripe laser vision sensor. 
The algorithm uses Laws texture energy filter, Canny operator, 
thresholding and textural feature; laser stripes were used as its 
feature points. 

Although there is not much research or references in the 
area of building quality assessment using robots, the idea of 
using laser projection and image acquisition and processing 
has been used in some applications mentioned previously, i.e. 
weld seam identification, and defect detection of tiles or 
panels. 

For this paper, our objective is to explore and propose 
quality assessment of a criterion in the Construction Industry 
Standards for internal works, which is the wall evenness 
assessment. We propose the use of laser projection and image 
processing for the assessment. A custom-made mobile robot 
was designed and developed for the assessment, which can be 
further upgraded to include assessment of other criteria such 
as hollowness, cracks and damages, wall alignment and others. 
The advantage of our method is the use of cost-effective 
devices such as laser leveler and standard High Definition 
(HD) USB cameras. 

II. THE CONSTRUCTION QUALITY ASSESSMENT ROBOT 
The robot for the quality assessment of internal works was 

custom-built as shown in Fig. 1. Fig. 1(a) shows the 3D 
drawing of the robot and Fig. 1(b) shows the actual robot. It is 
a mobile robot equipped with the sensors used for assessment. 
The base of the robot which is mostly rectangular is driven by 
four planetary geared motors connected to couplings of the 
Mecanum wheels to enable multi-direction motion of the 
mobile robot. The details of the components are shown in 
Table I. 

As described in Table I, there are several parts that are 
required for the robot to function. It includes the robot base, 
power supply, controllers, sensors and tapping rod mechanism. 
The robot structure is custom-built using the frames consisting 

of 20 x 20 aluminum profiles with a square base of 300 x 300 
mm2 size. 

 
(a)     (b) 

Fig. 1. 3D Drawing of the Assessment Robot, (b) Actual Robot. 

TABLE I. QUALITY ASSESSMENT ROBOT COMPONENTS 

Main Part Sub-component Details 

Robot base Planetary-geared DC motors 
(4) 

24V 148RPM 18kgfcm 
45mm 

 Coupling (4) 10mm Key Hub for 152mm 
Mecanum Wheel 

 Mecanum wheel (4) 152mm 

 Structure Aluminum Profile 2020, 
300mm length each 

 Motor Drivers (2) 10Amp 5V-30V DC Motor 
Driver (2 Channels) 

Power 
supply 36 V DC Batteries Rechargeable Lithium Ion 

36V Batteries with BMS 

   

 DC-DC converters 24V, 9V 

   

Controller Mobile Robot Controller Arduino Pro-Mega 

 Data acquisition and 
Processing 

Intel BOXNUC8i6BEH3 
(Intel i5) 

 Display 13.3 inch USB-C Monitor 

Sensors Ranging sensors (8) Time of Flight (TOF) VL 
53L0X 

 Corner alignment sensor Time of Flight (TOF) VL 
53L0X 

 Camera (4) 2MP Webcam 

 
Laser leveler 
Gimbal 
 

1-axis, mounted with 
camera 

Tapping 
Rod Slider  V-Slot Y-axis slider with 

Belt Buckle 

 Servo Motor 4.5 – 6.0V RC Servo Motor 

 Aluminum V-Slot Aluminum Profile 
(Black Anodized) 2020 

 Tensioner Timing Belt Tensioner 
2020 

173 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 6, 2022 

 
Fig. 2. Overall Block Diagram of the Quality Assessment Mobile 

Robot. 

The overall block diagram of the Quality Assessment 
Robot is shown in Fig. 2. It consists of two main 
parts/controllers, which are the Main Processor and the 
Mobile Robot Controller. The main controller parts consist of 
the Central Processing Unit (CPU), four High Definition (HD) 
cameras, the corner sensor system and the gyroscope sensor 
system. The Mobile Robot Controller controls the four motors 
which are connected to the Mecanum wheels, the two tapping 
rod mechanisms which actuate the tapping rod motion and the 
interface with the eight (8) proximity sensors (Time-Of-Flight 
sensors). 

The reason for using four cameras simultaneously is to 
enable four snapshots that can be taken which cover two walls 
(lower and upper), floor and ceiling view. This method can 
save time because it captures images at the same time, rather 
than moving a camera in different angles to capture the four 
images. The mechanical motion is only for the navigation of 
the mobile robot base. For the purpose of quality assessment, 
the obstacle detected using the proximity sensors is the wall it 
faces. Two sensors are placed at each side of the robot for the 
robot to navigate around its surroundings. The front side has 
two sensors to sense the wall facing the robot, the right side 
has two sensors to sense the right wall, the left side has two 
sensors to sense the left wall and the rear side has two sensors 
to sense the wall facing the robot’s rear. 

The mobile robot controller actuates the tapping rod 
movement, which is the wall tapping rod mechanism and the 
floor tapping rod mechanism. The wall tapping rod 
mechanism is located at the right side of the robot while the 
floor tapping rod mechanism is placed at the front side of the 
robot, as shown in Fig. 3. This tapping mechanism which 
consists of a tapping rod, a microphone and sliding 
mechanism, is used to assess the hollowness of the wall and 
floor by acquiring the sound waves recorded by the 
microphone attached to the tapping mechanism. However the 
tapping mechanism is not the focus in this paper. 

 
Fig. 3. The Wall-tapping Mechanism and Floor-tapping Mechanism. 

The main processor controls the overall data acquisition of 
the mobile robot, such as image acquisition and processing, 
corner sensor data acquisition and evenness data acquisition. 
The pictures of the main processor-connected components are 
shown in Fig. 4. 

 
(a)    (b) 

Fig. 4. (a) The Floor Camera and Lower Wall Camera Connected to 
the CPU, (b) The Laser Leveler, Upper Wall Camera and Ceiling 

Camera. 

Wall tapping 
mechanism 

Floor tapping 
mechanism 
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The four cameras consist of a camera for the floor image 
capture, a camera for the ceiling image capture, a lower wall 
camera for capturing the image with the laser leveler projected 
lines and an upper wall camera to capture the upper wall area. 
These cameras are connected to the CPU and controlled by a 
custom-developed software. The laser leveler is attached on 
the upper frame of the robot, at a suitable height for the lower 
wall camera to capture the image. The other two cameras are 
located on the tapping rod holding frame, which is the upper 
wall camera and the ceiling camera. 

There are two external sensor systems connected to the 
CPU; the corner detection sensor system and the 
gyroscope/accelerometer sensor system. These two sensors 
will record data and send it to the CPU for storage and 
processing. The data collected by the CPU (images, 
accelerometer readings, corner sensor readings) are stored in 
the wireless server data storage provided. The wireless server 
is accessed via the Wi-Fi network established between the 
CPU and the server. For the robot to move, the main controller 
will send commands to the mobile robot controller, which is 
connected to the CPU using Bluetooth Serial Port connection. 

The simultaneous multi-assessment capability of the 
mobile robot is the clear advantage, acquiring different data 
for different criteria in the Quality Assessment System in 
Construction (QLASSIC) Construction Industry Standards. Its 
purpose at this time is not to replace the human assessor 
completely, but to assess some criteria. Hence it will lessen 
the burden of the human assessor and save time to complete a 
full assessment. 

III. THE WALL EVENNESS ASSESSMENT USING VISION-
BASED APPROACH 

For this paper, we will focus on the wall evenness 
assessment using vision-based approach. The intention of 
applying the mobile robot into the construction assessment is 
to assist in assessing compliance with the Malaysian 
Construction Industry Standards (CIS). In the Standards, the 
wall surface evenness is considered “comply” if the deviation 
of wall surface is within 3mm, measured by 1.2m spirit level 
and steel wedge held by a human assessor. When the spirit 
level is placed on the wall, the steel wedge will be inserted in 
areas where there is space between the spirit level and the wall. 
This space should be within 3mm. This method using human 
assessment will depend on the consistency of human assessor 
evaluation. While some assessors take large samples of the 
wall in a room, others may only take samples of wall that 
he/she sees as a probable defect. This is due to the large 
number of rooms that the assessor is assigned to evaluate. This 
inconsistency is due to the human factor. 

Thus, to assist the assessment, the mobile robot will help 
in acquiring images and later processing the images to 
determine wall evenness. By using a mobile robot, the image 
acquired will be at consistent distances set in the mobile robot 
controller program. The arrangement or setup of the mobile 
robot to acquire the images is illustrated as shown in Fig. 5. 

 
Fig. 5. Illustration of Image Capture of Wall for Surface Evenness 

Assessment. 

The idea is to project the laser lines from the laser leveler 
to the wall facing the robot. At the same time, the camera 
mounted on the mobile robot will be able to view the laser 
lines on the surface of the wall. Then the image will be 
captured by the camera that contains the picture of the wall 
with the projected laser lines. The lines will not be 
deflected/deviated if the surface of the wall is even. If the lines 
are broken or deviated, it is an indication of non-compliance 
to the surface wall evenness criteria. 

When measuring the wall, the robot navigates around by 
using the proximity sensors to slide left to be while 
maintaining its front to be parallel with the wall. This sliding 
motion is only possible by using the Mecanum wheels 
arrangement using the four DC motors driving the wheels. The 
sliding motion is shown in Fig. 6 and the motion of the robot 
inside a rectangular-shaped room is shown in Fig. 7. The robot 
in Fig. 7 is facing the wall on the right side. In short, the robot 
will automatically navigate around a rectangular-shaped room 
and stop evaluation once it reaches the fourth corner (start 
position). 

 
Fig. 6. Illustration of Mecanum Wheel Motions. 
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The Mecanum wheel motions (top view) in Fig. 6 shows 
the six different motions used for the mobile robot. The 
wheels are labeled as 1, 2, 3 and 4. With the right combination, 
different motions can be realized. The basic motions labeled 
as (a), (b), (c) and (d) shows the forward, reverse, rotate 
clockwise and rotate counter-clockwise motions of the mobile 
robot base. The other two motions, (e) and (f) are the sliding 
motions, in which (e) is left-slide motion while (f) is right-
slide motion. Although the Mecanum wheels allow a lot more 
motions such as diagonal motions, the six motions in Fig. 6 is 
sufficient for the quality assessment mobile robot. 

 
Fig. 7. Illustration of Sliding Motion during Wall Assessment. 

The motion of the robot in the rectangular shaped room in 
Fig. 7, is performed by using the proximity sensors, for 
example, for the sliding left motion, sensors S1 and S2 will be 
used to follow the wall, while sensors S5 and S6 will be used 
to detect the first corner (top right in Fig. 7). After arriving at 
the corner, the robot will rotate itself counter-clockwise until it 
sensors the wall by using sensors S1 and S2. After that, it will 
perform the sliding left motion until it reaches the wall corner, 
completing the Wall 1 motion in Fig. 7. Similarly, Wall 2 
motion will be performed after Wall 1 motion. During the 
sliding motion, the robot will stop momentarily, to acquire the 
images of the wall to be processed later. This is because if the 
robot acquires images while moving, the image might be 
blurred and causes difficulty for image processing. For a wall 
motion, there could be several images acquired, depending on 
the length of the wall. The distance between the robot and the 
wall is set at 60cm. If the distance is too short, the images 
captured will not cover enough area of the lower wall. 

The image processing that needs to be done on the 
captured camera image, is HSL color filtering, Grayscale 
Conversion, Thresholding. By defining the range of 
acceptable color for the Red Laser line using HSL, the 
processing of the image will produce a black and white image. 
The white connected dots in the image will show the laser 
lines while the other colors will be turned to black. 

Next, further image processing can be done, such as 
convex hull identification from blob, which will produce 
coordinates of the edges of the hull covering the vertical and 
horizontal laser line. The next step is to draw a red line from 

the top edge to the bottom edge to compare with the white 
lines of the laser leveler. The details of all these processes will 
be explained and shown in Section IV. 

IV. RESULTS AND ANALYSIS 
For the site-testing of the mobile robot, the images are 

acquired from a finished housing area in Pulau Sebang, 
Melaka in September 2021. Additionally, the Skyworld 
Quality Center was also visited for another site-test for the 
mobile robot, in October 2021. The process for the image 
processing on the acquired images is shown in Fig. 8. 

The results of image acquisition and processing are shown 
in Fig. 9. 

The image in Fig. 9(a) shows a clear red-line projected 
image captured by the camera on a white-colored wall surface 
at the first site test, a house in a residential area in Pulau 
Sebang. The images acquired from the second site test at 
Skyworld Quality Centre are shown next in Fig. 9(d). This 
time the color of the wall is not white, but light yellow and the 
wall is uneven. Nevertheless, the red lines are still seen in the 
images. The sample image in Fig. 9(d) shows a slightly 
deflected vertical line. 

The images in Fig. 9(a) are then color-filtered using Hue, 
Saturation, and Luminance (HSL) filtering from AForge 
library in Visual Studio (C #Net). The values used for HSL is 
320 – 50 for Hue, 40%-100% for saturation and 40%-100% 
for luminance. These values are suitable for the red lines from 
the laser leveler. The results of the HSL filtering are shown in 
Fig. 9(b). For the image in Fig. 9(d), the same process is 
applied and the result image is shown in Fig. 9(e). 

It can be seen in Fig. 9(b) and Fig. 9(e), the red lines were 
successfully seen and other backgrounds were eliminated. The 
next process is the Grayscale filtering and the Thresholding to 
ensure the image consists of only black and white colors for 
the next process to take place. For grayscale filter, the 
parameters are the values suggested from the AForge 
Grayscale filter library (0.2125, 0.7154, 0.0721). Grayscale 
filtering results are shown in Fig. 9(c) and Fig. 9(f). 

 
Fig. 8. Image Processing Method for the Wall Evenness Quality 

Assessment. 
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            (a)     (b)             (c) 

   
            (d)     (e)             (f) 

   
            (g)     (h)             (i) 

   
            (j)     (k)             (l) 

Fig. 9. Image Processing Results; (a) Image Acquired for Even Wall, (b) HSL Filtering on Even Wall, (c) Grayscale Filtering on Even Wall, (d) 
Image Acquired for Uneven Wall, (e) HSL Filtering on Uneven Wall, (f) Grayscale Filtering on Uneven Wall, (g)Thresholding Result on Even 
Wall, (h) Convex Hull of Even Wall, (i) Connected Edge Lines for Pixel Deviation of Even Wall, (j)Thresholding Result on Uneven Wall, (k) 

Convex Hull of Uneven Wall, (l) Connected Edge Lines for Pixel Deviation of Uneven Wall. 

The next process after grayscale filtering is thresholding. 
For thresholding, the value set to allow the line to be 
converted to white color is 80. Values of grayscale below 80 
will be turned to black color. This is to ensure that the Blob 
filtering process can take place, as it only receives black and 
white images. Thresholding results are shown in Fig. 9(g) and 
Fig. 9(j). 

After thresholding, blob filtering is then applied, and then 
skeletonization. This is because blob filtering will extract blob 
sizes which are more than a certain width and height, in this 
case it is set at a width of 70 and height of 70. Any blobs 
smaller than this size will be neglected because it may consist 
of small errors which are not from the red line processed. 
Skeletonization is later applied to ensure that the line is thin 
for the next process. 

Once skeletonization has been completed, the convex hull 
determination is performed to detect the top, bottom, most-left 
and most-right points that cover the blob. This is to ensure that 

the lines are all in one blob. The convex hull results are shown 
in Fig. 9(h) and Fig. 9(k). It can be seen that in convex hull 
draws the limits of the up, bottom, left and right edges of the 
lines. These edge points can be used as reference for the 
deviation of the line to determine evenness. 

The next process is to draw a reference line from the top-
most and bottom-most points of the convex hull. This is done 
by using a different color, to differentiate between the 
projected laser line (processed) and the reference line. The 
reference line is drawn in red color, while the processed lines 
are in white. The results are shown in Fig. 9(i) and Fig. 9(l). 

 After drawing the red line, it can be seen that the uneven 
wall from Fig. 9(l) has (white) lines deviating from the 
reference line. From Fig. 9(i) and Fig. 9(l), the deviation from 
the drawn red reference line can be calculated by using (1); 

𝐷𝑤𝑟 =
∑(𝑃𝑤𝑖−𝑃𝑟𝑖)

𝑖𝑤𝑟
                (1) 

177 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 6, 2022 

Where Dwr represents the indicator value for deflection 
between white and red dots, Pw represents the coordinates of 
the white dot, Pr represents the coordinates of the red dot and 
iwr represents the number of white and red dots used in the 
process. If this indicator value is large, then it means that there 
are a lot of deflections of the white red with the red line. This 
can be used to classify that the wall is uneven. The distance 
between the camera and the wall set is 800mm. The resolution 
of the image captured is 1920 x 1080. The results of the tests 
for the uneven and even wall images are shown in Table II. 
The values are the average deviation of pixels from the 
reference line. The results obtained for six images, and three 
images are uneven walls. 

TABLE II. AVERAGE PIXEL DEVIATION FOR EVEN AND UNEVEN WALL 

Criteria Image Even Wall Image Uneven Wall Image 

Deviation 
(pixel) 

1 13.39 53.18 

2 10.99 25.98 

3 11.36 30.57 

Based on the results in Table II, the Even wall results 
shows that pixel deviation is lower than 15. The uneven wall 
has higher values of more than 20 for the images captured. 
The proposed method has shown that the deviation of the line 
is quantifiable and can be used to differentiate between even 
wall and uneven wall surface. At present, the deviations are 
measured for the vertical lines, but could be extended to 
horizontal lines in the future. 

V. CONCLUSION 
This research proposed a new method of assessing the wall 

surface evenness for quality assessment of internal building 
works. This approach uses vision-based method by capturing 
the images of the wall with the projected laser lines. The robot 
captures images of the wall in front while sliding to the left 
and pausing during capturing images to ensure the images are 
stable. The motion was implemented using four Mecanum 
wheels. Results show that the pixel deviation values can be 
used as an indicator to distinguish between even wall and 
uneven wall surface. The uniqueness of the proposed method 
is the use of fast image processing technique that does not use 
training data sets and the use of cost-effective devices such as 
laser-leveler and standard High Definition USB cameras 
available in the market instead of high cost sensors [10]. 

At present, the results shown are from concrete walls with 
a single color. Future work includes the testing of mixed wall 
colors and different wall surface types such as wood, foam or 
other types of materials. Other criteria should also be 
investigated, such as wall hollowness, cracks and damages. 
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Abstract—Human's cherished and respectable desires could 
be fulfilled by social integration through interaction with their 
friends and families. These kinds of interactions are critical for 
the elderly, particularly for someone who has retired. Online 
social communities could assist them and offer a beneficial 
impact on the elderly. However, because the elderly people are 
hesitant to use new technology, researchers have attempted to 
integrate specially built social networking applications into 
simple user-interface gadgets for the elderly through the context 
aware systems. A proper understanding amongst the aged and 
the supporting community people is needed for optimal execution 
of the platform. The study presents a 4W framework (Who, 
What, Where, When) to effectively comprehend and portray the 
online social interaction community model's application in 
assisting the elderly in satisfying their unmet needs, as well as to 
improve the system's efficiency in addressing the elderly's 
unfulfilled demands. It is essential to discover what the users are 
keen on and provide a chance for the community group to take 
good decisions by utilizing the insights gained from these events. 

Keywords—Online social community; elderly’s unmet needs; 
4w framework; elderly’s requirements 

I. INTRODUCTION 
Nowadays, digital media has grown ubiquitous and are 

easier to utilise through tablets, internet as well as the 
smartphones. As so much information, services, goods, and 
people are most often exclusively available on the internet, 
staying online has now become more attractive [1]. 
Furthermore, an age group is not a fixed category. Several 
elder people have grown up with digital media and they do not 
need to stop even when they reach the age of 65 [2]. Since they 
might lose some links with their co-workers when they retire, 
they gain more free time to spend with their families and 
friends. However, when it comes to their digital media 
requirements and preferences, elderly people are the least 
studied age groups, and researchers know only little about the 
differences in their use [3]. Through online support platforms 
and other means, the resources streaming through social media 
could assist both the younger and older persons. 

People become much more sensitive when they grow old 
and feel socially isolated. This is primarily because of various 
factors like residing alone or in rural areas, as well as health 
factors such as health issues, mobility issues, and so on [4]. 
Elderly people suffer both physically and mentally when they 
are left alone. It is also vital to maintain the elderly as active 
and make them participate in society, both cognitively and 

physically. Social networks could provide emotional support to 
elderly individuals, which is important since social integration 
is necessary to meet basic human requirements like being 
connected and loved [5]. Communication and interchange with 
friends and other senior people especially family members 
could aid in the development of social connectivity feelings 
and the expansion of social relationships. 

The digital interactions with their family and friends 
provide a lot of social support that are observed to be 
especially essential for older persons with mobility issues [6]. 
This was also evident in their daily actions, like finding quicker 
ways to maintain their residences and preparing healthier 
dishes [7]. Despite the challenges of a complicated user 
interface and an abundance of data, social media platforms 
such as Twitter, Facebook, Pinterest, Google Hangouts, and 
Instagram have recently seen greater adoption rates amongst 
the elderly [8]. Online Social Networks have expanded options 
for social interaction and collaboration, allowing users to 
communicate and collaborate with others as part of a 
continuous social dialogue. Computerized systems must have a 
better knowledge of the situations in which they offer services 
or activities, and they must be able to adjust correspondingly. It 
could be accomplished through context awareness. 

In this paper, a 4W framework that offers a general view of 
the online supporting community model is presented. The 
framework gives a comprehensive overview of the concepts in 
the elderly supporting community and serves as a foundation 
for defining the elderly's needs. The 4Ws mapping data could 
be used to develop national emergency response plans, as well 
as to detect discrepancies in supply, human resources, 
geographic and target group coverage, and technical 
competence. Participating groups can also utilize it to manage 
their fund raising and programming efforts. This framework 
enables us to observe the model's fundamental requirements, 
review existing ways towards geriatric support, and identify 
emerging research topics in this sector. It may be applied onto 
any project under this area and is used for analysis. 

The rest of the sections are summarized as follows. 
Section II explains the recent literature works of supporting 
frameworks for the elderly people, Section III illustrates the 
proposed online social community module with components 
and the tasks performed by each components. Section IV 
illustrates the application of 4W framework on the proposed 
online social community model. Section V provides the 
evaluation of the proposed model through User journey map 
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followed by its results and finally, section VI concludes the 
paper. 

II. RELATED WORK 
This section gives a background review in the field of using 

4W in the social media. Related issues and problems that have 
been solved in previous works are reported. A context aware 
system for business-to-government (B2G) information 
exchange in the container shipping domain was developed in 
[9] for identifying what environmental components are the 
significant context, what are the required elements to recognize 
and adjust to context, and what are the rules for the adapting 
the system under various circumstances. The highly organized 
manner in which the elements and criteria are formed from 
insight into context gives a technique for dealing with the 
tremendous complexity of the context in this approach along 
with ambiguity elimination. 

Another model of a context aware approach was presented 
by Hossain et al. [10] for supporting the elderly for 
entertainment. It covers the entertainment demands of the aged 
people and allows multiple residents (e.g., caregivers and old 
adults) to connect multiple media sources in either a formal 
and informal manner so as to improve the quality of their 
experience of life in diverse circumstances. The model aids in 
the development of entertainment systems and services for the 
aged people, allowing them to more effectively address the 
issues that arise from their ability to live independently, 
happily, and actively. 

For a persistent Elderly Homecare, Pung et al. [11] 
developed a Context-Aware Middleware framework for 
supporting the elderly. It assists through designing and 
implementing a variety of geriatric home healthcare activities, 
including location-based emergency response, patient 
monitoring, unusual daily task detection, persistent accessing 
of health data, and social networking. This approach has a high 
level of context query processing efficiency and activity 
recognition accuracy. However, it confronts challenges in 
dealing with enormous amounts of data from various sources. 

Another platform presented in context aware filed called 
the OCare Platform to support for caring the persons in 
independent living facilities. This conceptual, data-driven, 

cloud-based back-end platform supports people to live 
independently through providing residents and their informal 
caretakers with information and knowledge-based services. 
This system has the potential to offer a realistic working 
environment and adapt considerably and more quickly [12]. 

III. ONLINE SOCIAL COMMUNITY MODEL 
In this stage, model components were designed according 

to the requirement of users. The proposed architecture consists 
of six core components based on requirements analysis [13]. 
More detailed description on these components is given in 
Section 4B. However, the complete system architecture of the 
proposed model which includes the online social interaction, 
unmet needs interaction, profile management, recommendation 
component and unmet needs plan is represented in Fig. 1. 

A. The Concept Groups 
The suggested framework's core assumption is an online 

social community model for elderly Libyans assistance. The 
broad perspective of the 4W framework is formed by the 
concept groupings Who, Where, What, and When. The 
methods that follow to build this framework is similar to that 
used to build Zachman architecture [14] and Angelov and 
Geffen models [15]. However, according to Abowd et al. [16], 
the definition of context is given as, “Any information that can 
be used to characterize the situation of an entity”, where “an 
entity can be a person, place, or object that is considered 
relevant to the interaction between a user and an application, 
including the user and applications themselves”. 

This definition outlines four distinct kinds of elderly 
supporting concepts that could be modeled. They are: Where 
concept (location context); Who concept (Identity context); 
What concept (Activity context); and When concept (Time 
context). Similarly, the definition of the online community by 
Rheingold (1993) which is “[online] Communities are social 
aggregations that emerge from the Net when enough people 
carry on those public discussions long enough, with sufficient 
human feeling, to form Webs of personal relationships in 
cyberspace” is used to build the 4W framework of the online 
social community process for elderly Libyans. The next section 
details how these four concepts can be represented by the 
process of model components. 

 
Fig. 1. The Online Social Community Model of Elderly Libyans. 
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TABLE I. THE TASKS THAT RELATED TO EACH COMPONENTS’ FUNCTION 

Code Task Descriptions Component  

Task 1: Build your private network community with name 
(your name care community) 

Registering in the community, creating community groups under 
the name "your name care community" and inviting your family 
members or friends to this community  

Online Social interaction  

Task 2: 
Provide a comprehensive assessment of the 
ability to perform activities of daily living and 
health status 

Evaluating your ability to perform activities of daily living and 
health status. Profile Management   

Task 3: Fulfill your daily unmet need "looking after your 
home" 

Interacting your need "looking after home" with social group 
network to share interaction requests. Interaction Unmet Needs  

Task 4: Generate a plan of your frequently unmet daily 
needs for this week. 

Creating plan of list of your unmet needs for the current week 
with an optimal balance of work and care duties of your 
community members. 

Unmet needs Plan  

Task 5: Find a way to get emergency support from group 
members 

Sending an emergency post to a social group members or to a 
specific recommended member. Online Social  

Task 6: 
Accept any recommendations about your unmet 
daily need "looking after your home" sent by 
community group members. 

Posting an acceptance on the advice or suggestions about your 
unmet daily need "looking after your home". 

Unmet needs 
recommendation  

Task 7: Track your unmet need "looking after your home" 
and look up activated members who will accept. 

Tracking your unmet need "looking after your home" requests 
and the state of activate group members.  Interaction Unmet Needs   

B. Corresponding Model Components 
The 4W Framework process in the online social community 

is modelled by representing the model components and 
applying a set of tasks related to each components’ function. 
However, the tasks represent the components that frame the 
model as shown in Table I. 

IV. THE 4W ONLINE SOCIAL COMMUNITY FRAMEWORK 
PROCESS 

The 4W online social community framework process is 
shown in Fig. 2. Each concept is associated with their 
corresponding components which is represented by the task. 
The ‘what’ and ‘who’ concepts corresponds to all of the seven 
tasks. The ‘What’ concept represents the activity contexts that 
responses the question what is happening in the circumstances; 

in the case of model, it represents the activity that is going to 
be done by elderlies. The ‘Who’ concept illustrates the identity 
contexts that responses the question who is the individual, 
which is elderly Libyans or their community members. The 
‘Where’ concept corresponds the location contexts that 
responses the question of where the elderly is located or where 
the task is going to be completed. For instance, tasks such as 
fulfilling their unmet needs, generating the daily unmet need 
plans, sending the emergency report and tracking the request 
with where concept will represent the place that the task starts 
or completest in it. ‘When’ concept corresponds to tasks such 
as building the private network, fulfilling the unmet needs 
request and tracking the request (represents the time contexts 
that responses the question when the task defining the 
circumstances is occurring to record when the task was). 

 
Fig. 2. The 4W Online Social Community Framework Process. 
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The online social interaction component is related to the 
task one and task five. It creates the confidential social network 
community set up for the elderly as well as the service expert 
volunteers for helping the elderly Libyans. It also sends an 
emergency post to social group members or to a specific 
recommended member in case of seeking emergency support. 
The profile management component is related to task two. It 
provides a comprehensive assessment of their ability to 
perform activities of daily living and their health status. It 
maintains the elderlies’ as well as the caretaker’s profile, and 
thereby it regulates and keeps the elderly profile updated. The 
unmet needs interaction component is related to task three and 
task seven. It develops a brief layout of the list of unmet needs 
and frequent sending of daily need requests, it also keeps trace 
of the status of the recent unmet needs and the existence of 
currently active supporting community members, and promotes 
responding to the elderly’s request. The unmet needs plan 
component is related to task four. It creates a plan of list of 
unmet needs under every time slot with an optimal balance of 
work and care duties of the community members. The unmet 
needs recommendation component is related to task six. It 
corresponds to the elderly requirements towards the supporting 
services. It also endorses a suitable group or an individual to 
assist the elders in satisfying their unmet requirements. It posts 
an acceptance on the advice or suggestions about elderly 
Libyans’ unmet daily needs. 

In this section, the process of 4W online social community 
framework is elaborated in a detailed manner. The four groups 
of concepts which are who concept, where concept, what 
concept and when concept describe with the online social 
community component representation. 

A. The Who Group of Concepts 
The ‘Who’ concepts describe the actors who participate in a 

community framework for supporting the elderly people 
towards fulfilling their unmet needs as it can be seen in Fig. 3. 
The members in ‘who’ concept would be a family member, 
relatives, neighbours, or social supporting community 
members. 

In 4W online social community framework, the ‘Who’ 
concept represents many entities based on the task which is 
performed. In case of building the private network, the ‘Who’ 
concept represents the elderly who request for the unmet needs 
and the private network members who are going to satisfy 
these needs. Only the group community members who accept 
to fulfil the elderly needs will represent ‘Who’ concept. It also 
represents the member who accepts the elderly person’s daily 
needs plan to satisfy their unmet need request, the member who 
supports the elderly people when they seek any emergency 
support. Fig. 3 shows all actors who represent the ‘Who’ 
concept in the 4W online social community framework. 

B. The Where Group of Concepts 
The ‘Where’ group of concepts describe the place or 

location from where the requests arise as shown in Fig. 4. The 
place could be either from their residence, in private or public 
place, schools, or markets. It focusses on the location from 
where the unmet need request arises, the location of the elderly 

and the location of their activity in order to generate the unmet 
needs plan, elderly coordinates to support the elderly in 
requirement of emergency support. Fig. 4 describes the details 
of ‘Where’ concept in the 4W online social community 
framework. 

C. The What Group of Concepts 
The ‘What’ group of concepts describes what the elderly's 

request about, what the elderly people exactly need in their 
request or what are the contents of the daily unmet needs 
required to be fulfilled. The unmet needs of elderly Libyans 
come from the geriatric Assessment or the group community 
member’s suggestions based on comprehensive assessment. 
The nature of those needs is what represents the ‘What’ 
concept which includes building community group, needs 
assessment and unmet needs request, daily plan generation, 
emergency support, and accepting suggestions. Fig. 5 details 
the description of ‘What’ concept in 4W online social 
community framework. 

 
Fig. 3. Detailed Who Concept. 

 
Fig. 4. Detailed Where Concept. 

 

183 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 6, 2022 

 
Fig. 5. Detailed When Concept. 

D. The When Group of Concepts 
The ‘when’ group of concepts represents the time context 

that responses the question when the event defining the 
circumstances is occurring. In 4W online social community 
framework, the ‘when’ group represents the duration of the 
daily needs plan, at which time and date the elderly 
information are traced, when to generate the unmet daily needs 
plan. It also focuses on at which time the unmet daily needs are 
fulfilled and when to provide the comprehensive assessment of 
the needs. Fig. 6 shows detailed process of ‘When’ concept in 
4W online social community framework. 

 
Fig. 6. Detailed What Concept. 

V. EVALUATION USING USER JOURNEY MAP 
In order to visualize the user’s experience towards the 

developed model, the user journey map is developed. User 
journey mapping was chosen as a method for this analytical 
study as it gives the understanding of the positive and negative 
feelings that the user was experiencing while completing their 
journey. In this section, one user journey map for multiuser 
was created to understand how users would interact with the 
prototype. It also reflects the interaction between the user and 
the interface. This allows for further improvement of the 
prototype and makes the design better suit the elderly Libyans. 
The journey maps defined in this section includes four 
categories as “Pain point”, “Action”, “Touchpoint”, and 
“Emotion”. “Pain points” refers to burdens and obstacles which 
prevent a user from using a feature. “Action” is how the user 
interacts with the channel and what actions they undertake. 
“Touchpoint” refers to places that customers can interact 
within the channel. “Emotion” refers to how customers feel 
during each phase of the journey. Table I shows the tasks were 
assigned for each user when they drew their journey map. 
However, to empathize with the user experience and 
understand the issues they are facing, only four personas were 
considered in this study to draw one journey map. 

A. User Journey Map Results 
The results of applying a journey map based on 

participants’ emotions and actions while they were 
accomplishing their tasks are discussed below. This highlights 
the importance of graphic design, attitudinal behaviour, and 
control and emotional issues in the interface design process for 
elderly people. Fig. 7 depicts the outcome of the journey map 
of four elderly people with eight steps based on their tasks. It 
displays their emotions through each step. 

The Four personas are created based on randomly chosen 
but with made-up identity information such as names, ages, 
gender, and what they like or dislike with different 
perspectives. Creating personas allows the researcher to 
understand user emotions with the interface. Therefore, the 
final interface would be more efficient and user-friendly. 

In general, elderly Libyans in most cases felt comfortable 
and confident while using the prototype interface because of 
the overall design and the information layout. Also, they feel 
more comfortable when the map window is kept at the centre 
of the user. In contrast, they were disappointed in waiting for 
group members’ acceptance which led to providing some clues 
to make improvements in the design interface, for instance, 
notifying the users that they are in a waiting status. 

From the user journey map, it is observed that the users feel 
comfortable and satisfied with the social interaction component 
of the model as it simplifies the process of interaction and login 
into the account and inviting their relatives and friends to 
become members of their group community for fulfilling their 
unmet needs. 
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Fig. 7. User Journey Map Outcome. 

Researcher: “Are you able to send invitations?” 

User: “Yes, I'm trying. I'm attempting to click on the image 
but I am unable to do so. It's lame. It would be good if it was a 
button for me because I am a visual person. But for me it is ok, 
it's clear I can overcome it.” 

According to the findings, the interface designing should be 
carefully developed to address consumers' concerns. It's critical 
to provide a "home" section for elderlies to return to when they 
feel insecure or misplaced in order to promote a sense of 
confidence. This establishes the user satisfaction toward the 
interface of prototype. 

Researcher: “So, which one do you prefer?” 

User: "I prefer a simple navigation system. I'd go home 
because everything is there". 

Returning to the home page during doing the tasks gives 
the elderly a sense of safety and security, reassuring them that 
they are in the correct place. When elderlies couldn't locate 
what they were doing or searching for, they all opted to return 
to the main page. It was comfortable for users to return 
"home." 

One of the participants said, "I'd probably go to the main 
page because it's crucial." 

The participants feel very comfortable when they discover 
what they're accomplishing of tasks on the platform. They wish 
to use a single working window with lists in order to control 
window proliferation. It would be more helpful for them if the 
tool tip pop-ups are provided while the elderly move the 
pointer towards the key elements of the graphical user 
interface. Hence, they could get easy access to the task 
elements of the interface design. 

Researcher: "How do you feel mentally, say do the icons of 
choices in front of you (in the header bar region) make you feel 
comfortable?" 

User: "I feel better instead of searching; I can access many 
options with this bar." 

Researcher: “Where can you usually obtain a list of all 
available members?” 

User: “So maybe back to Home... in the profile of members 
or friends. I will go to the profile. No... No…, Here… in the 
member icon on the home page. Why there is no direct link get 
me here?” 

In some cases, the elderly feel quietly disappointed in 
waiting for group members’ acceptance to join and they feel 
difficulty in inviting the community members to their group. 
Once they get the response, they feel much happy and excited 
for the attendance of the supporting community member. 

Researcher: “Why are you looking not comfortable?” 

User: “Ummm… they have to do something to show we're 
in a waiting status.” Moreover, while creating the list of unmet 
needs plan, they feel confused of where to slide. 

Researcher: “So, what prompted you to return home?” 

User: “I have no idea... I just felt it should be a separate 
part; however, it would've been preferable to keep with unmet 
demands down the bottom and see if it generates any plans.” 

Researcher: “How are you feeling right now?” 

User: “A little sad.” 

Researcher: “So, you start from the Home page. Isn’t it?” 

User: “I'm not sure what they're saying, but there's 
something.” 

Also, participants felt unsatisfied to read long text rather 
visual images. Elderly Libyans respond more quickly to 
images. One of them expressed the following: “It appears to be 
in good working order. However, I'm sure there would be more 
information available on this. I love to work with pictures just 
because I am a visual person.” Besides that, there was no quick 
access heading bar that allows users to quickly navigate 
between module components without getting lost. 

VI. DISCUSSION 
This designed model includes the reorganization of tasks, a 

reorganization of data entry windows, and a reorganization of 
asset groups. The user could also perform the real task of 
creating the 4W grid using this prototype. The design prototype 
contains two side panes, left and right pane. The left pane 
contains the group details and the right pane contains the 
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details regarding the group members as well as the group 
recommendations. And, the task pane is available at the centre 
of the window that switches among the various tabs like 
recommendations and unmet need plans. 

The created website model matched the users' desires and 
functionality, as per the user task analysis. Users had easy 
access to the web page and navigation. The majority of users 
were delighted with the webpage usability characteristics, such 
as navigation, accessibility, attractiveness and design 
consistency. The findings demonstrate that the proposed design 
process efficiently fulfils the webpage accessibility and 
functionality objectives. 

VII. CONCLUSION 
In this paper, the 4W framework of online supporting 

community model for supporting the elderly towards satisfying 
their unmet needs is presented. It assists in determining what 
characteristics of model elements could be upgraded and what 
new opportunities could be introduced to the supporting 
community model. From the current design, the participants 
found that most of the tasks are easy to access and apply. The 
created platform model matched the users' desires and 
functionality, as per the user task analysis. Elderlies had easy 
access to the web page and navigation. The majority of elderly 
users were delighted with the webpage usability characteristics, 
such as navigation, accessibility, attractiveness and design 
consistency. The findings demonstrate that the proposed design 
process efficiently fulfils the webpage accessibility and 
functionality objectives of the user. 

REFERENCES 
[1] Liberatore, E. Bowkett, C. J. MacLeod, E. Spurr, and N. Longnecker, 

“Social media as a platform for a citizen science community of 
practice,” Citizen Science: Theory and Practice, vol. 3, no. 1, 2018. 

[2] A. Quan-Haase, G. Y. Mo, and B. Wellman, “Connected seniors: How 
older adults in East York exchange social support online and offline,” 
Information, Communication & Society, vol. 20, no. 7, pp. 967–983, 
2017. 

[3] S. J. Czaja, “Long-term care services and support systems for older 
adults: The role of technology”, American Psychologist, vol. 71, no. 4, 
p. 294, 2016. 

[4] F. Embarak, N. A. Ismail, and S. Othman, “A systematic literature 
review: the role of assistive technology in supporting elderly social 
interaction with their online community,” Journal of Ambient 
Intelligence and Humanized Computing, vol. 12, no. 7, pp. 7427–7440, 
2021. 

[5] F. Boll and P. Brune, “Online support for the elderly–why service and 
social network platforms should be integrated,” Procedia Computer 
Science, vol. 98, pp. 395–400, 2016. 

[6] S. Willard, G. Cremers, Y. P. Man, E. van Rossum, M. Spreeuwenberg, 
and L. de Witte, “Development and testing of an online community care 
platform for frail older adults in the Netherlands: a user-centred design,” 
BMC geriatrics, vol. 18, no. 1, pp. 1–9, 2018. 

[7] S. Wongpun and S. Guha, “Elderly care recommendation system for 
informal caregivers using case-based reasoning,” in 2017 IEEE 2nd 
Advanced Information Technology, Electronic and Automation Control 
Conference (IAEAC), 2017, pp. 548–552. 

[8] P. Spagnoletti, A. Resca, and G. Lee, “A design theory for digital 
platforms supporting online communities: a multiple case study,” 
Journal of Information technology, vol. 30, no. 4, pp. 364–380, 2015. 

[9] S. van Engelenburg, M. Janssen, and B. Klievink, “Designing context-
aware systems: a method for understanding and analysing context in 
practice,” Journal of logical and algebraic methods in programming, vol. 
103, pp. 79–104, 2019. 

[10] M. A. Hossain, A. Alamri, A. S. Almogren, S. A. Hossain, and J. Parra, 
“A framework for a context-aware elderly entertainment support 
system,” Sensors, vol. 14, no. 6, pp. 10538–10561, 2014. 

[11] H. K. Pung et al., “Context-aware middleware for pervasive elderly 
homecare,” IEEE Journal on Selected Areas in communications, vol. 27, 
no. 4, pp. 510–524, 2009. 

[12] E. Backer and B. W. Ritchie, “VFR travel: A viable market for tourism 
crisis and disaster recovery?,” International Journal of Tourism 
Research, vol. 19, no. 4, pp. 400–411, 2017. 

[13] F. Embarak, Nor. Azman Ismail, Osama. R. Shahin, and Raed. N. 
Alabdali, “Design of autonomous online social community architecture 
for older adults,” Computers and Electrical Engineering, vol. 100, p. 
107900, May 2022, doi: 10.1016/J.COMPELECENG.2022.107900. 

[14] J. A. Zachman, “The zachman framework for enterprise architecture,” 
Primer for Enterprise Engineering and Manufacturing.[si]: Zachman 
International, 2003. 

[15] S. Angelov and P. Grefen, “The 4W framework for B2B e-contracting,” 
International journal of networking and virtual organisations, vol. 2, pp. 
78–97, 2003. 

[16] G. D. Abowd, A. K. Dey, P. J. Brown, N. Davies, M. Smith, and P. 
Steggles, “Towards a better understanding of context and context-
awareness,” in International symposium on handheld and ubiquitous 
computing, 1999, pp. 304–307. 

186 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 6, 2022 

Bayesian Network Modelling for Improved 
Knowledge Management of the Expert Model in the 

Intelligent Tutoring System 
Fatima-Zohra Hibbi, Otman Abdoun, El Khatir Haimoudi 

Computer Science Department, Advanced Science and Technologies Laboratory 
Polydisciplinary Faculty, Abdelmalek Essaadi University, Larache, Morocco 

 
 

Abstract—The expert module is an essential part of the 
intelligent tutoring system. This module uses only declarative 
knowledge, excluding other types of domain knowledge: 
procedural and conditional. This elimination makes the expert 
module very delicate. To solve this issue, the authors propose to 
embed knowledge processing into the expert model. The 
contribution aims to empower the expert model via the 
fragmentation of the knowledge process into four categories: 
Analyzation, Application, Conceptualization, and 
Experimentation using the Bayesian Network method as an 
instrument for modelling expert systems in uncertain areas. 
According to the management of the expert system through a list 
of criteria, the expert module can suggest the correct type of 
knowledge and their following status. 

Keywords—Smart tutoring system; expert model; knowledge 
processing; Bayesian network 

I. INTRODUCTION 
The accompaniment of students is a very important 

function in a learning situation, and its guarantee promotes 
motivation, attendance and the smooth running of all learning 
activities. For this purpose, the researchers tried to integrate 
techniques of Artificial Intelligence to propose accompanying 
mechanisms to guarantee the users’ assiduity. Several 
contributions have focused on improving the intelligent 
tutoring system to make it more efficient, such as the 
integration of the two tutors: implicit and explicit, or each tutor 
uses his strategies and toolbox. The choice of one of the tutors 
is based on the following criteria: learner profile, effective 
feedback and learning progress data [1]; the latter needs 
Learning Analytics to collect the traces that learners leave 
behind and the uses these traces to improve learning [2]. 

The tutoring system is based during their interventions on 
the interconnection of these different models and especially the 
expert model. The knowledge representation in the expert 
module explores a set of strategies such as schemes, 
conditions, etc. The orientation of the system is based on the 
use of the knowledge of the expert module. Some systems use 
many techniques to formalize the expert module. 

The CREAM system is one of the creation devices that 
offer the user to write specific objectives independently of the 
subjects. Thus, it uses various terminologies for the acquired 
skills [17]. 

However, the classical expert model in the previous 
intelligent tutoring system handles just declarative knowledge, 
which means the tutor intervenes in the activities in which the 
learner needs only definition and examples. This implies a lack 
of the taxonomy of the knowledge domain. To enhance the 
learner evaluation the authors [3] proposed a pedagogical 
solution based on the combination of three bits of knowledge: 
Declarative, procedural and conditional according to their 
status. 

To enlighten the purpose of this work it would be 
noteworthy that the work presented in this paper is related to 
our previous work named: “Knowledge Management in the 
Expert Model of the Smart Tutoring System”. In other words, 
the objective of the previous work was the management of the 
knowledge and subdivided into three categories: declarative, 
procedural and conditional knowledge in the expert model. To 
confirm this assumption, they investigate the efficiency of the 
proposed solution presented in the paper above. This article 
presents the experiments and results of knowledge processing 
using a Bayesian network technique and shows how the 
proposed approach can be applied and enhance the learner 
evaluation. To measure the performance of knowledge 
processing; they will use metrics, that evaluate the efficiency of 
each node dynamically in real-time. 

The article is organized as follow: the second section 
describes the problem of the expert model in the smart tutoring 
system and clarifies the proposed solution; after that, the 
authors illustrate the construction of the Bayesian network for 
our model; then, section four details the conditional probability 
table. Last but not least, the implementation phase is 
subdivided into three subsections presented as bellow: the 
Bayesian network program, the results and the evaluation part. 
Finally, this article will be ended with a conclusion and future 
works. 

II. RELATED WORKS 

A. The Expert Model of Smart Tutoring System 
An intelligent tutoring system (ITS) is a system that 

provides feedback and helps learners in their learning process 
such as remediation in a specific field like mathematics [4], or 
facilitating computer theory [5]. ITS contains four components; 
the first one is the interface model which can help the learner in 
a task via a learning environment; the second one is the learner 
model that has the personal information of the learner, their 
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preferences and characteristics; then, the instructional model 
which makes a decision about teaching method via a diagnostic 
process of the learner model; the last one is the expert model 
which has the representation of the declarative knowledge [3]. 

The expert module allows referencing an expert or a 
domain model. It provides a description of the knowledge or 
behaviours that represent the expertise in the domain [6]. It is a 
module where the main information is unrolled and will be 
taught. The best expert module is the most designed and 
appropriate [7]. This system must be performed in accordance 
with the knowledge that is available in the Learner module [8]. 
The expert module has two main functions [9], [10], [7] to 
elaborate questions, answers and explanations, and to act as a 
reference. 

Several systems use different tools to model the expert 
module; among those techniques: the fuzzy cognitive map [11]. 
Another tool that uses thematic maps is the EON tool, which 
allows the creation of intelligent tutors oriented towards 
pedagogy [12] etc. The majority of these tools have a feature of 
authoring instructional objectives and the lack of the taxonomy 
of learning inside the expert modules. For that reason, in our 
previous work, the authors proposed to integrate the implicit 
and explicit intervention to ITS [2]. This tutor will select the 
appropriate strategy according to three criteria. This 
modification is concerned with the instructional model; this 
later has bidirectional communication with the expert model; 
this module is a computer representation of declarative 
knowledge, this knowledge allows the ITS to compare the 
learner’s actions and choices with those of an expert in order to 
evaluate what he understands and what he does not understand 
[13], [14]. This module encounters a lot of issues, for that 
reason the authors propose the solution illustrated in Fig. 1. 

 
Fig. 1. Knowledge Processing in the Expert Model [3]. 

This solution combined the three categories of knowledge 
in the expert model. Declarative: definition of the concepts, 
procedural: problem-solving ability and conditional knowledge 
may have an implicit or explicit status, maybe both; and a type 
of assessment (memorization, administration, Expertise). The 
modelization of these large numbers of states that have a 
dispersed representation required the Bayesian network 
modelling. The choice of Bayesian Network is not arbitrary. 
This type of network is versatile: they can use the same model 

to evaluate, predict, diagnose, or optimize decisions, which 
helps to make the effort of building the Bayesian network 
profitable. 

Therefore, the graphical representation of a Bayesian 
network is explicit, intuitive and understandable by a non-
specialist, which facilitates both the validation of the model, its 
eventual evolutions and especially their uses. 

B. The Development of Bayesian Network 
Bayesian networks (BNs) are a tool for representing 

uncertainty using probabilities and robust mathematical 
foundations. BNs correspond to the probability distributions 
that can be generated by products of conditional probability 
distributions [3]. Several models are created based on 
knowledge representation and reasoning. Probabilistic 
graphical models, especially the Bayesian networks initiated by 
Pearl [15], have appeared as tools to describe uncertain 
knowledge and thoughts based on limited information. 

Bayesian networks have been proven successful in 
modelling any kind of knowledge problem. Thus, Bayesian 
networks have been applied in numerous diverse fields, 
including medical diagnostics, information retrieval, and 
marketing. There are a lot of tools to create efficient Bayesian 
networks in an easy way like GeNIe [18] and SMILE [19]. 
Based on the literature, Bayesian Networks have been a 
positive effect in the student model of the ITS. ANDES is an 
example of an intelligent tutoring system which used Bayesian 
networks to conduct a long-term knowledge evaluation, and 
prediction of learners’ behaviors while problem solving [20]. 

A Bayesian network BN = (G, N) is characterized by 

G = (Y, E) directed acyclic graph with a set of vertices 
associated and random parameters, which is expressed by the 
following formula: 

N = P (Yi — Pa (Yi))              (1) 

With Y= (Y,. . ..,Yn) 

In a real-world application, the modelization of a large 
number of states that have a dispersed representation is 
indispensable. For that reason, to generate a classification with 
a representation that allows modelling with many variables a 
Bayesian network method is required [16]. The graphical 
representation of the BN describes the conditional 
independencies between variables which is easy to figure the 
joint probability. The Fig. 2 presents the Bayesian Network 
schema: 

 
Fig. 2. Bayesian Network Schema. 

188 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 6, 2022 

To construct the Bayesian network model for our issue, two 
essential steps are required: specification of the structure model 
and specification of variable values. 

1) The specification of the structure model: To describe 
the development of the Bayesian network, the authors start by 
defining the nodes of our model; the model involves an initial 
node “knowledge category”, which is composed of several 
parent nodes presented as bellow: typeActivity1, typeActivity2 
and typeActivity3. Each of these nodes contain child nodes. 
The links to these nodes are prerequisite relationships: 

a) TypeActivity 1: The activity is based on a declarative 
knowledge; this type contains two nodes: Memorization: this 
activity uses a definition or examples of the concept and 
status; this is a type of evaluation, it reflects the learner’s 
knowledge; the states of knowledge can be: Implicit: the 
learner knows what this is meaning, or explicit: the learner 
knows how to describe it. Fig. 3 presents the node 
“TypeActivity1” and their child. 

 
Fig. 3. The Node”TypeActivity1” and the Descendant. 

b) TypeActivity 2: The activity is based on a procedural 
knowledge; it is composed of Administration: the activity 
applies case studies; and the learner tries to figure out how to 
do the exercise (Explicit status) and how can do it (implicit 
status). Fig. 4 describes the node “TypeActivity2” and their 
child: Administration and status (implicit and explicit). 

c) TypeActivity 3: This type of activity is based on 
conditional knowledge; it comprises: Expertise exercises. The 
activity develops the ability to realize a project based on both 
activities described above: TypeActivity1 and TypeActivity2; 
and the states of knowledge. The Fig. 5 illustrates the 
Bayesian network of the “TypeActivity3” as a node and their 
child. 

2) The specification of variable values: After presenting 
the network model, the authors will define the values of the 
variable. In the construction of Bayesian network, the authors 
observe that the knowledge category depends of the type of 
activity. Which make us deduce that is the diagnostic 

relationship. The initial node Knowledge Category (KC) 
comprises three parents: typeActivity1 (TA1), typeActivity2 
(TA2) and typeActivity3 (TA3) which are corresponding to 
three weight: w1=0.2, w2=0.3 and w3=0.5. The conditional 
probability of KC is calculated using the formula bellow: 

P (KC|TA1, TA2, TA3)=w1*h1+w2*h2+w3*h3           (2) 

With: 

ℎ1 = �
1 𝑖𝑓 𝑇𝐴 1 = 𝐾𝐶
0 𝑂𝑡ℎ𝑒𝑟𝑤ℎ𝑖𝑠𝑒

 

ℎ2 = �
1 𝑖𝑓 𝑇𝐴 2 = 𝐾𝐶
0 𝑂𝑡ℎ𝑒𝑟𝑤ℎ𝑖𝑠𝑒

 

ℎ3 = �
1 𝑖𝑓 𝑇𝐴 3 = 𝐾𝐶
0 𝑂𝑡ℎ𝑒𝑟𝑤ℎ𝑖𝑠𝑒

 

 
Fig. 4. The Node "TypeActivity2" and their Child. 

 
Fig. 5. The Node "TypeActivity3" and their Descendants. 
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The authors mention that {KC, AT1, AT2, AT3} is a 
complete set of mutually exclusive variables, whose variable is 
also random and binary. As a generalization on the formula 
presented in (3) and (4), it can be said that: 

P(X=1|Y1, Y2, ... Yn)= wi*hi, {i=1,…,n}           (3) 

P (not X|Y1, Y2… Yn) =1-P(X=1|Y1, Y2, ... Yn)          (4) 

The Table I presents the conditional probability of the node 
“knowledge category”. 

TABLE I. THE CONDITIONAL PROBABILITY TABLE OF THE NODE 
“KNOWLEDGE CATEGORY” 

TA1 TA2 TA3 P(X=1) P(X=0) =1-
P(X=1) 

0 0 0 0,0 1,0 

0 0 1 0,5 0,5 
0 1 0 0,3 0,7 
0 1 1 0,8 0,2 

1 0 0 0,2 0,8 
1 0 1 0,7 0,3 

1 1 0 0,5 0,5 
1 1 1 1,0 0,0 

III. IMPLEMENTATION PHASE 
In this section, the authors will describe the environments, 

present the results and evaluate the efficiency of the proposed 
solution: 

A. Environments 
After the construction of our Bayesian network model, the 

authors validate the proposed solution using the ANACONDA 
navigator. Spyder 3.3.6 is a scientific Python development 
environment and they work with python 3.7 as a programming 
language. In the phase of coding, they apply the 
POMEGRANATE package for building probabilistic models. 
Based on the conditional probability table that they built in the 
previous section, they initialized the status and activity using 
Univariate distribution (), which made up of characters and 
their probabilities. The sum of the probability will be 1.0. The 
Fig. 6 presents the Parameters of the development 
environment: 

B. The Results 
Fig. 7 illustrates the probability of activity containing 

conditional knowledge; the result shows us that this activity 
should have an expertise activity, including the implicit and 
explicit status. 

The probability of an activity containing declarative 
knowledge is that it should have a memorization activity, 
including the implicit and explicit status. The results are 
described in the Fig. 8. 

The Fig. 9 presents the probability of activity containing 
procedural knowledge; the result shows us this activity should 
have an administration activity including the implicit and 
explicit status: 

 
Fig. 6. Parameters of the Development Environment. 

 
Fig. 7. The Probability to have a Conditional Knowledge. 

 
Fig. 8. The Probability to have a Declarative Knowledge. 
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Fig. 9. The Probability to have a Procedural Knowledge. 

To summarize the results illustrated in the figures above, 
the authors can conclude the following points: 

To create an activity that can attend the conditional 
knowledge; a pedagogical sequence must contain an expertise 
exercise, such as the ability to choose the appropriate method 
to solve a problem in a case study. 

To achieve the declarative knowledge, the activity should 
have a memorization exercise like the recognition, 
categorization and differentiation between different objects 
(implicit status) and schematization, graphic, symbolic, 
linguistic (Explicit status). 

A pedagogical sequence based on procedural knowledge 
should contain administration exercises in such a way that the 
learner tries to figure out how to do the exercise (Explicit 
status) and he can do it (Implicit status). 

C. Evaluation and Discussion 
To measure the performance of knowledge processing, the 

authors used a lot of metrics; the first one is the calculation of 
the target node and all the evidences using the global confusion 
matrix (GCM); the obtained results from the GCM helps to 
know the probability of the correct classification (PCC), after 
that, they calculated the marginal probability of the correct 
classification (MPCC), and finally they obtained the marginal 
improvement (MI), individual PCC (IPCC) and the cost rate. 

To evaluate the performance of the Bayesian network, 
validation of each node is necessary. The Fig. 10 illustrates the 
node evaluation “Type Activity1” as a target and their two 
fragments of evidence: “Memorization” and “Status": implicit 
and explicit. 

From the results, the authors find that by adding the 
evidence nodes in the evaluation of the target node, the 
percentage probability of correct classifications is rising. By 
measuring the probability of each node's correct classification, 
they see how each node contributes separately to the 
classification. In this evaluation, the “Memorization” node is 
the biggest contributor. In this evaluation, they find the 
influence of the node “Memorization” to the target node. 

The results reflect the choice of the TypeActivity1 which 
means that the expert model will concentrate the knowledge on 
the declarative one; for example: definition and explanation 

with the uses of (58, 70%) as an explicit knowledge likes the 
graphs and schemas; and, (56, 90%) as an implicit knowledge 
which contains a recognition exercises. 

According to the results and the validation of each node of 
the Bayesian network, the authors were able to handle globally 
the functioning of the network. According to the management 
of the expert system through a list of criteria that contains the 
type of knowledge as well as their status; the expert model can 
suggest knowledge in the right type as well as the appropriate 
status. If, for example, the expert system chooses the type of 
activity1, then suggestions can be demonstrated based on 
declarative knowledge (memorization) and appropriate status 
(implicit/explicit). 

The Bayesian network modelling helps us to modelize the 
large number of states that have a dispersed representation. 
This modelization helps to make a prediction and evaluation of 
the three categories of knowledge and their child: type of 
assessment and status. 

 
Fig. 10. The Node Evaluation "Type Activity1. 
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IV. CONCLUSION 
The evaluation part is an essential step in the learning 

process. To enhance this step in the expert model of intelligent 
tutoring system, knowledge processing is required. In this 
paper, the authors have presented the problem of the expert 
model; after that, they illustrate the construction of the 
Bayesian network; then, they evaluate the efficiency of the 
proposed process and the results in the implementation phase. 
This paper aims to investigate the efficiency of the pedagogical 
solution presented in their previous research paper via the 
Bayesian network model. This study analyses the knowledge 
processing according to the type of activity; this later depends 
on the knowledge and the status. In future work, we aim to 
study the process of the selected knowledge, and we will 
integrate the intelligent tutoring system into the FPL E-learning 
platform and the different contributions in one solution. 
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Abstract—A digital storytelling tool is one of the interactive 
technologies that can help youngsters better comprehend 
Dementia. Dementia makes it difficult for older people to 
maintain their daily routines. They have difficulties in effectively 
communicating with those around them. Similarly, children 
whose grandparents have Dementia will struggle to understand 
their grandparents' situation. It will also negatively influence 
children's relationships with their grandparents. Learning 
through interactive digital storytelling will affect younger 
people's entertainment experiences, which may help them better 
comprehend Dementia. As a result, the children's relationships 
with their grandparents may be strengthened. This study aims to 
present the framework of digital storytelling in helping young 
children understand more about Dementia. The framework was 
developed in a step-by-step procedure that included analyzing 
and synthesizing current applications and relevant research, 
constructing the framework, and having it confirmed by experts. 
Researchers and developers may use the framework as a 
guideline to build meaningful digital storytelling features. 

Keywords—Digital storytelling; Dementia; interactive learning; 
entertainment experience 

I. INTRODUCTION 
Dementia is one of the most common public health 

concerns among the elderly. Most of the research on Dementia 
treatments focuses on mental health assistance. When a patient 
is diagnosed with Dementia, it usually affects their family [1]. 
Children are particularly vulnerable because they lack the 
necessary information to understand Dementia. Maintaining a 
relationship with grandparents is difficult for youngsters since 
they don't know what to say or how to act [2]. 

Dementia technology intervention has been widely used. 
Healthcare tracking devices [3], brain training [4] and 
rehabilitation platforms [5], and predictive analytics and 
diagnosis [6] are all examples of its applications. Fitbit, Apple 
Watch, and other personal GPS trackers for the elderly are 
among the most popular interventions on the market for health 
tracking gadgets that could be utilized for Dementia treatment. 
Fitbit is a wearable device that tracks activity, exercise, diet, 
weight, and sleep to help individuals stay motivated and 
improve their health. Meanwhile, BoundaryCare is a location 
and health tracking software for Apple's iWatch and iPhone. 
The apps were created with Dementia in mind, but the apps 
also may be used to track other cognitive issues, including 

Down syndrome and Parkinson's disease. Various devices can 
be used as personal GPS trackers for the elderly in addition to 
these. Mindmate and Lumosity are two other Dementia 
interventions that can be further considered. These apps are 
among the various brain training and rehabilitation platforms 
accessible. 

Brain training is one of the most significant parts of 
improving Dementia symptoms [7]. According to this 
perspective, the applications are intended to prevent Dementia 
by training in cognitive processes such as speed, memory, 
attention, problem-solving, and others. Furthermore, 
numerous studies in the literature focus on having a mobile 
application to reduce cognitive impairment among patients 
[8]. This technological solution aims to improve a person's 
Dementia status by providing improved treatment support. 

Within these five years, the United Kingdom's 
government, organizations, and communities began an 
educational information campaign regarding Dementia for the 
public, focusing on Dementia in family members, for 
example, the Dementia Friend, the Alzheimer's Association, 
and the Alzheimer's Disease International. However, the 
available resources for children are fairly restricted since, at 
times, children may find it difficult to understand owing to a 
language barrier that prevents them from grasping the 
situation. As a result, a more targeted intervention or 
programme to assist youngsters in understanding Dementia 
and how to care for their grandparents with Dementia is 
required. Furthermore, this arrangement will help the children 
maintain their bond with their grandparents. 

It has been discussed who, when, and how to inform 
children and young people about Dementia. Dementia Friends 
proposed five key messages about Dementia to help them 
understand what Dementia is and what a diagnosis means for 
their relationship: 1) Dementia is not a natural part of ageing, 
2) Dementia is caused by diseases of the brain, 3) Dementia is 
not just about losing your memory, 4) It is possible to live 
well with Dementia, and 5) There is more to the person than 
the Dementia. These five stages are the first to learn about 
Dementia, and an interactive version may also be utilized for 
youngsters. 

Children today are exposed to technology and digital 
information from an early age. As a result of their early 
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exposure, they are more comfortable spending time interacting 
with digital information. The interaction is either for 
education, entertainment, or a change of lifestyle. Online 
learning has become the new standard for encouraging self-
learning in schools. One of the online learning methodologies, 
digital storytelling, is regarded as helpful in raising children's 
motivation [9]. Furthermore, learning using interactive 
methods such as digital storytelling can aid in developing 
children's brains [9]. 

Education and computer application research is now 
generating a lot of interest in enhancing teaching and learning 
activities and raising children's productivity. Digital 
storytelling for Dementia may help youngsters comprehend 
the situation better [10]. In general, digital storytelling is a 
narrative style that combines digital pictures, texts, sounds, 
and other interactive components [11]. Digital tales are 
typically two to 10 minutes long. They are often saved in 
digital form and posted to internet sites where they may be 
viewed with web browsers [12]. 

Digital storytelling is also defined as short personal stories 
created with computer software and shared with others to 
transmit ideas, facts, and views on a wide range of subjects 
and themes [13]. They're also referred to as picture books [14] 
and are made up of various digital stories. According to Robin 
[13], the applications of digital storytelling may be divided 
into three categories: 1) personal narratives: stories about 
significant events in one's life; 2) historical documentaries: 
stories about critical events that help us understand history; 
and 3) stories that enlighten or instruct the viewer on a 
particular subject or practise. The application of Dementia to 
these domains might fall into one of three categories. 

As children became more involved in and influenced by 
digital storytelling material, it is imperative to examine a 
relevant framework that can guide designers and developers 
on the appropriate design and development of digital 
storytelling [13]. Although many academics investigate the 
design and development of digital stories and picture books, 
they are mainly focused on specific issues and traits, 
particularly when developing an interactive tool. There has 
been minimal research on the appropriate content and design 
of stories for young children, especially when it comes to 
Dementia prevention via a digital picture book. There is 
presently no comprehensive framework that researchers and 
developers may use as a guide to compare and select relevant 
parts for digital storybooks. As a result, a comprehensive 
digital storytelling framework must be developed to create 
practical guidelines in the future. Therefore, to develop the 
framework, this paper will address the following: 

• To analyze the current implementation of digital 
storytelling for young children in an online learning 
environment. 

• To identify the essential elements of storytelling to 
motivate young children's engagement in online 
learning environments. 

• To develop a suitable framework of digital storytelling 
for young children that can guide designers and 

developers on the appropriate design and development 
of digital storytelling tools. 

This paper is organized as follows. The research 
underpinning interactive learning in digital storytelling is 
presented in Section 2. In addition, the experiences of 
involvement and amusement in digital storytelling are 
described. The many tools for implementing digital 
storytelling are outlined as well. The discussion of approaches 
to adopting digital storytelling in education is also presented 
in Section 2. Section 3 offers the development of the 
framework. The framework validation research is discussed in 
Section 4, and Section 5 discuss the result obtained from a 
focus group discussion with experts in the field. Finally, 
Section 6 concludes with some remarks on the study's 
significance. 

II. RESEARCH BACKGROUND 

A. Digital Storytelling and Interactive Learning 
Digital storytelling is a method widely applied for 

interactive learning in which it could help to increase students' 
motivation to learn [13],[15], and it could evoke a sense of 
entertainment in learning [13]. Digital storytelling can also be 
viewed as an interactive platform that leverages information 
visualization to provide fun learning. Interactive learning is a 
merging technology in traditional education. It provides 
students with a platform to interact with the content in the 
learning process. The digital story also plays as a 
communication tool that conveys information between a 
teacher and their student based on the interactive story. In this 
environment, the student's role in the course changes from a 
passive receiver into an active participant. Interactive learning 
usually involves social networking. Community on social 
networks allows students to easily and effortlessly access the 
learning material, and learn from teachers and other students. 

When digital storytelling is used for educational purposes 
or used for conveying knowledge and ideas, the environment 
becomes part of an interactive learning platform. Digital 
storytelling typically transmits stories in the form of a video as 
it can be readily shared to reach a larger audience [16],[17]. 
Students and teachers can easily access and share content 
using social media sites like Facebook and Twitter. 
Furthermore, students can respond to these digital stories by 
leaving comments and sharing them. To some extent, they 
could be able to interact with others when utilizing the 
provided content. It is believed that the determination to get 
attention on social media is the kind of reason for the students 
to get engaged with the digital storybook. Having a good 
internet connection and tools, on the other hand, is regarded as 
critical in interactive learning since it determines the ease with 
which students may gain knowledge both online and outside 
of class. These technologies function as interactive learning 
components, substantially altering the engagement between 
teacher and student. 

Apart from that, one of the advantages of digital 
storytelling is that it can be generated using various media, 
including video, photos, audio, and music, to build a rich 
content project. Such inventions may provide viewers with a 
more profound sense of amusement and excitement when 
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viewing. As a result, digital storytelling has been applied to 
various disciplines to reach a wider audience or provide more 
profound knowledge. Digital storytelling, for example, is used 
in education to stimulate students' interest in learning and 
museum tours to enhance the tour experience. 

B. Digital Storytelling in Different Fields 
Digital storytelling approaches have become increasingly 

popular in recent years as the barrier to entry has lowered. 
Teachers have used it at many school levels to improve 
students' learning experiences and increase their interest and 
motivation in the course [18]. Digital storytelling is also used 
in various domains, such as health care, ageing, and social 
issues [19]. 

1) Digital storytelling in school: Teachers worldwide have 
incorporated digital storytelling into their classes to aid in 
teaching and improve their students' learning experience. 
Digital storytelling has the potential to stimulate students' 
interest in learning and boost their drive to learn [15]. Students 
will benefit from the process of producing a digital story 
because the goal of a digital story is usually to deliver a 
message. Students would need to improve their 
communication abilities to create a digital story. In this way, 
they learn to arrange their thoughts and create narratives [12]. 
Creating a digital story might encourage kids to think 
creatively while improving their cultural literacy [20]. 

2) Digital storytelling in museum: Digital storytelling, as a 
form of multimedia that combines audio and video, may be 
more appealing and exciting than traditional oral 
communication. For example, digital storytelling in a museum 
tour guide's tour could enhance the tour experience and 
narrative for guests. Digital stories developed for the museum 
could serve various functions, like offering advanced 
information about the exhibition's showpieces or answering 
visitor queries [21]. For a more engaging and personal tour 
experience, museums merge digital tales with modern 
technologies such as smartphone applications, augmented 
reality, virtual reality, and more. 

3) Digital storytelling in community and non-profit 
organization: On the social networking site, digital stories are 
straightforward and easy to share. As a result, communities 
and non-profit organizations frequently use it to spread their 
messages and raise public awareness. For example, a local 
government-sponsored awareness campaign might simply use 
and share the stories on social media sites like Facebook, 
Twitter, and Instagram. Furthermore, digital storytelling can 
make a complex or abstract subject more understandable for 
individuals. As a result, it has the potential to attract a more 
extensive range of people's attention [22]. 

4) Digital storytelling in healthcare: In health care, digital 
storytelling could be used as an educational tool to assist 
patients, their families, and caregivers understand their 
condition. Patients or their families who have gone through a 
challenging time, difficulties, or trauma due to illness could 
share their stories and offer advice. This information can be 
presented as a digital tale. Patients and their families may find 

that sharing their tales is a powerful and emotional tool that 
can help them cope with the pain and challenges they may 
encounter in the future. It arouses a sense of empathy among 
caregivers toward their patients indirectly [23]. Hardy & 
Sumner [10] advocate for patients, family members, and 
caregivers to create digital tales based on their experiences 
with physical and mental disorders such as arthritis and 
Dementia. People who have lived through or experienced a 
similar event benefited from the digitization of stories. 

C. Engagement and Digital Storytelling 
Children are exposed to various stories as they grow up, 

influencing their behaviour and acceptance of their 
surroundings. Children appear to be able to process and grasp 
complex information through narrative and apply it wherever 
possible [9]. Digital storytelling, enabling youngsters to learn 
something, has been proved to be an effective strategy in 
studies [9],[13]. This is because visual signals may assist 
children in focusing and thus become more engaged with the 
content. As a result, engagement, engrossment, and absolute 
immersion have been proposed as three levels of immersion 
[24]. 

• Engagement: The term "engagement" refers to both 
cognitive and emotional states [25],[26]. The 
interaction encourages the user to use the platform, or 
at the very least be aware of its existence, and piques 
the user's interest in digital technology, particularly 
game theory. Forcing anyone to use the platform, 
especially young children, is unconstitutional. Rather 
than forcing them to utilize any digital technology, 
they should be encouraged to do so. It will have a 
negative influence, and its monetary value will be lost. 
Engagement aims to provide a personalized experience 
through a platform that will attract and spark people's 
interest [25]. 

• Engrossment: The user may become highly absorbed 
and engrossed due to the involvement [24]. A game-
created environment can be entered, explored, enjoyed, 
and defended by users. The player becomes an integral 
part of the game, and the game immediately impacts 
their emotions. At this point, players want to keep 
playing, which allows them to achieve complete 
immersion [27]. 

• Total Immersion: The final immersion stage is total 
immersion [24], which occurs when the user is fully 
immersed. The most important aspect of total 
immersion is paying attention. In video games, there 
are three types of attention: visual, aural, and mental. 
Combine visual and auditory elements to create an 
ambience that directs the user's experience [27]. Users 
must pay close attention to sound and vision, which 
requires extra effort. Consumers become more 
engrossed as a result of increased attention and effort. 

D. Digital Storytelling Tools 
There are three different types of tools for generating 

digital stories. 1) Computer-based software programmes. 
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2) Tools that can be accessed via a web browser. 3) Apps for 
mobile devices such as smartphones and tablets [12]. 

• Computer-based Tools: Computer-based tools are 
software programmes that run on Windows or Mac OS 
X. They're most commonly used for non-linear editing. 
The basic functionality of free tools like Windows 
Movie Maker or iMovie for Mac is necessary to make 
digital stories. For the construction of digital 
storytelling, video and audio editing are sufficient. Paid 
editing applications with greater functionality, such as 
Adobe Premiere and Final Cut Pro, include transitions, 
filters, special effects, and more. Globally, computer-
based tools have the most users. As a result, many 
online resources, such as articles, video tutorials, and 
online courses, explain how to utilize and create. 

• Web-based Tools: Web browsers are used to generate 
these tools. As a result, it is useful for users whose 
operating systems are continually changing. The 
utilities are compatible with various operating systems, 
including Windows, Mac OS X, and Linux. After 
logging in with a web browser, the data will be 
synthesized for further processing. WeVideo is the 
most widely used of these tools. WeVideo, launched in 
2011, offers the most functions and is similar to 
computer-based technologies. 

• Applications for iOS or Android: In recent years, many 
people have switched from PCs to mobile devices as 
their primary means of work. As a result, professional 
editing apps for smartphones and tablets are now 
available. Some, including Adobe Premiere Rush (for 
iOS and Android) and iMovie for iOS, have grown 
from computer-based software. These apps are 
designed for users who are already comfortable with 
smartphones or tablets and are great for producing 
digital stories with limited content. 

E. Digital Storytelling as Entertainment Approach 
Digital storytelling is an approach to telling stories through 

digital technologies. It is considered a fun and entertaining 
approach when involved with technology. The story will be 
digitalized and designed with sound, video, or some 
interactive activities. Also, some are installed with external 
devices for enhanced learning. Following Hardy & Sumner 
[10], the storytelling is digitalized in six steps: writing, script, 
the storyboard, locating multimedia, creating the digital story, 
and sharing. 

The first step is about writing activity. The purpose of this 
step is to introduce a personal narrative and the main idea for 
the storytelling. Scripting comes next in step two. It has been 
refined, and the elements of the narrative story have been 
defined. Step three is the creation of a storyboard. The 
storyline for each scene in the storybook will focus on this 
step. Through a succession of visuals, the storyboard will 
define the specific aspect and segment of the plot. The next 
stage is to locate Multimedia, which is the fourth phase. Step 
four is collecting the materials, which comprise sounds, films, 
music, graphics, pictures, and images, among other things. 
Then, in step five, create the digital story. Users will create 

their stories using technology or software at this level. Step six 
is the final step, which is to share. It is critical to share user 
tales and solicit audience feedback. The digitalizing phases 
illustrate that when creating a digital tale, the storyline, the fun 
component, and the entertainment effect were all considered 
to make the story appealing and impactful to its intended 
audience. 

Learning through entertainment is a valuable method for 
children because it helps draw their attention and imitate their 
experiences while learning. Learning and enjoyment are 
combined in one platform with digital storytelling. Whether 
digital storytelling is about pleasure, emotion, or suspense, it 
will interest its readers passively, actively, or enormously 
[28],[29]. Games, immersive technologies, and artificial 
intelligence technology can all be used to understand this type 
of involvement. 

• Digital Storytelling in Games: In recent years, many 
people have switched from PCs to mobile devices as 
their primary means of work. As a result, professional 
editing apps for smartphones and tablets have been 
developed. Some, like Adobe Premiere Rush (for iOS 
and Android) and iMovie for iOS, arose from 
computer-based applications. These apps are designed 
for users who are already comfortable with 
smartphones or tablets, and they are great for 
producing digital stories with limited content. 

• Digital Storytelling with Immersive Technology: 
Augmented reality (AR), virtual reality (VR), and 
mixed reality are examples of immersive technologies 
(MR). These techniques create a more immersive 
interaction experience [30], opening more possibilities 
in content creation, including digital storytelling. 
Virtual reality (VR) applications for digital storytelling 
with immersive technologies are the most common. 
VR is presented via a head-mounted display, allowing 
users to experience a fully simulated virtual 
environment. Some forms of digital storytelling will 
enable the audience to participate. The audience, on the 
other hand, is primarily passive and consumes the 
author's substance. In digital storytelling, VR could 
allow the audience to participate in the environment 
and provide a direct response to the event [31]. The 
audience can participate in digital storytelling made in 
VR. "In the future, you will be the character. The story 
will happen to you," said Chris Milk, an immersive 
artist. [32]. 

• Artificial Intelligence Techniques in Interactive Digital 
Storytelling: Artificial intelligence (AI) has 
traditionally been used in video games to enhance 
digital storytelling. These games give players various 
options for what the main character does, giving them 
the feeling of being the story's protagonist. AI would 
then shape the tale based on the player's decisions. 
Among the AI approaches are case-based, FSM, 
genetic algorithms, goal net and fuzzy cognitive 
mapping, natural language processing, and search 
algorithms [33]. 
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III. DEVELOPMENT OF THE PROPOSED CONCEPTUAL 
FRAMEWORK 

A. The Framework Development Process 
The conceptual framework was developed according to the 

previous literature review. The research field includes digital 
storytelling, learning cycle, technology intervention and user 
engagement. Fig. 1 depicts the four processes involved in 
developing a framework. The initial stage is to summarise and 
list the aspects and define the main elements based on the 
existing literature. According to theories in serious games, 
interactive technologies, and learning cycles, the second stage 
is to group the pieces into interactive learning. In this study, 
the third phase is to build up the elements of digital 
storytelling. Discussions about technology theories relate to 
the digital storytelling platform at this point. The framework is 
built at the last stage. 

B. List of Elements 
Interactive learning and digital storytelling are the two 

elements of the framework. This section separates the 
satisfaction of needs in interactive learning and the satisfaction 
of requirements in digital narrative design. The concept of 
interactive learning is derived from the theoretical learning 
cycle and serious gaming, as shown in Table I. Education, 
engagement, and amusement are three components of 
interactive learning that are relevant to the primary goal of the 
research. Each component contains three elements. The first 
component, education, has three components: empowered 
learning, problem-based learning, and deep knowledge. The 
second component is engagement, which has three levels: 
engagement, engrossment, and ultimate immersion. The third 
component is entertainment, including passive, active, and 
immersive forms. 

Table II depicts Lambert's digital storytelling concept [12], 
which includes the seven components of digital storytelling 
and the establishment of the San Francisco Center for Digital 
Storytelling. However, the consumers in this study are 
children who are not suited to complex design. As a result, the 
five critical factors for launching digital storytelling pique 
children's interest while also providing an easy-to-use 
platform in Table II. 

C. Group Elements of Interactive Learning 
Education, engagement, and entertainment are the three 

components of interactive learning. Educational components 
are concerned with the learning process; engagement 
components are concerned with the amount of engagement; 
and entertainment components are involved with the 
entertainment experience. The proposed components are based 
on game theory, learning cycles, and the realm of immersion 
technologies. 

 
Fig. 1. Framework Development Process 

TABLE I. ELEMENT OF INTERACTIVE LEARNING 

Components Elements Description 

Education 

Empowered Learning To help the user's motivated to 
complete tasks. 

Problem-Based 
Learning 

It develops problem-solving skills 
and critical thinking skills. 

Deep Understanding 
Every decision and action have a 
meaning, also called meaning as 
action.   

Engagement 

Engagement 
Invite the user to use or know the 
platform exists and bring the 
user's interest. 

Engrossment 
The user becomes deeply involved 
and becomes engrossed. So, the 
user's emotions will be affected.    

Total Immersion 
The Final stage of immersion is 
total immersion, when  
the user is fully engaged. 

Entertainment 

Passive Entertainment It lacks the interaction of the user 
or viewer. 

Active Entertainment 

Increases the user's participation 
and expectations that they have 
different reactions to respond to 
different situations. 

Immersive 
Entertainment 

Immersive entertainment comes 
with immersive technology such 
as Virtual reality (VR) 
and Augmented Reality (AR). 

TABLE II. LEARNING ELEMENTS OF DIGITAL STORYTELLING 

Elements Literature 

Setting It refers to the physical location, including time, 
action, place, etc. 

Characters The most often-used cartoon or animals as characters. 
It also can affect the story 

Plot It is related to the storyline. 

Conflict It brings the challenge of problems that affect the 
action of the story. 

Resolution It is the underlying insight which is the message of 
the story. 

• Education-Learning Process: Kolb's learning cycle [34] 
and Gee's ideas for learning games [24] were used to 
guiding the learning process. These theories look at the 
deep learning cycle from a user's perspective, allowing 
them to apply their knowledge to new areas or solve 
challenging problems. Empowered Learning, Problem-
Based Learning, and Deep Learning are the three 
stages. Empowered Learning, Stage 1: Empowered 
Learning is the first stage in motivating or encouraging 
people to use the platform. It is vital at this stage to 
pique users' interests to finish the work, and as a result, 
users will continue to use the platform. Stage 2: 
Problem-Based Learning: During this stage, the user 
will get experience in solving problems. Stage 3: Deep 
Understanding: Users must comprehend the meaning 
of each decision and action to attain deep 
understanding. 
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• Education-Engagement Level: The purpose of the 
engagement level is to assist the user in becoming 
more engaged. It has been debated in serious game 
theories as to how to create higher-quality serious 
games. Gee [24] hypothesized three immersion levels: 
engagement, engrossment, and ultimate absorption. 
Stage 1 Engagement: This is the stage in which the 
user is invited to utilize or become aware of the 
platform and pique their curiosity. The user begins to 
devote time, effort, and focus. Stage 2 Engrossment: 
Following the previous stage, the user becomes more 
immersed and captivated, which has a direct impact on 
the user's emotions. Total immersion is the third stage, 
which describes the circumstance in which the user is 
completely immersed. Total immersion is the final 
immersion stage and impacts the user's ideas and 
feelings. Aside from that, one of the most significant 
aspects of immersion is paying attention. 

• Entertainment – Entertainment Experience: 
Entertainment Experience has been considered across 
various platforms, including video, games, and film 
[29]. Oliver & Bartsch [35] stated that theories on the 
entertainment experience are divided into three 
categories: Suspense, Appreciation, and Fun [28],[29]. 
According to Hall [36], suspense is related to the 
tension and excitement experiment. Whereby fun refers 
to enjoyment, appreciation relates to user experience, 
and suspense refers to the anticipation and excitement 
experiment. It resembles three cinematic elements: 
light, serious, and action-oriented [29],[35]. These 
theories are also similar to the "engagement Level", 
which has been discussed in the previous section. 
However, the conceptual framework proposed in this 
study is for digital interactive learning. Thus, the 
entertainment experience has been refined within three 
stages: Passive Entertainment, Active Entertainment 
and Immersive Entertainment. 

1) Stage 1 passive entertainment: Passive entertainment 
lacks the user's or viewer's interaction. It is a type of 
entertainment produced by others and distributed to others, 
such as viewing movies or reading a book. 

2) Stage 2 active entertainment: As the name implies, 
active entertainment places a premium on your participation 
and requires you to react and respond to various scenarios. 
Active entertainment, such as decision-making or character 
control in video games or interactive digital storytelling, will 
involve your participation rather than passive entertainment. 

3) Stage 3 immersive entertainment: Immersive 
entertainment is a brand-new idea that has emerged as a result 
of the advent of immersive technology. Virtual reality (VR), 
which requires the user to interact with a VR headset and VR 
controller for an immersive experience, is an example of 
active entertainment with a higher interactive level and 
immersive simulation. 

D. Relationship between Components 
This section discussed the relationship between interactive 

learning components: 1) Interest links education and 

entertainment, 2) Immersion links engagement and 
entertainment, and 3) Interactivity connects education and 
engagement. We illustrate the interrelationship of these three 
components in Fig. 2. 

1) Education – entertainment (interest): It is already 
termed in serious games called "Edutainment". However, the 
best association is "Interest". The more entertained they are by 
the APP (Games), the more interested the users will be in the 
learning content conveyed. 

2) Engagement – entertainment (immersion): The 
similarity between "Engagement" and "Entertainment" is in 
trying to approach the immersion stage, which brings the user 
totally involved with the platform.  

3) Education – engagement (interactivity): Interactivity 
increases engagement and brings users' attention. Thus, 
"Interactivity" enhances the learning process to provide an in-
depth education system. 

E. A Set of Elements for Digital Storytelling 
Digital Storytelling has five elements: Setting, Characters, 

Plot, Conflict, and resolution. The detail of each component is 
described in the following Table III. 

 
Fig. 2. Framework Development Process. 

TABLE III. ELEMENTS FOR DIGITAL STORYTELLING 

Elements Description 

Setting 
A story's setting refers to the physical location and 
includes the time, action, place etc. For example, 
historical stories.  

Character 

It depends on the story. People or animals are most 
often used as characters. Characters can also affect the 
story, such as some characters are set up as heroes who 
have a sense of fair play. 

Plot It is related to the storyline. The plot usually begins 
with a problem and resolves it at the end of the story.  

Conflict Most of the story requires conflict, which brings the 
challenge of problems that affect the action of the story.  

Resolution Resolution refers to the underlying insight to find out 
the "message" of the story. 
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F. Constructing the Framework 
The framework's construction follows the previous part 

and is divided into three stages, as follows: 

Stage 1: The framework is established based on the 
understanding of interactive learning elements and the 
components of digital storytelling in constructing a digital 
storytelling application for promoting Dementia among young 
children. The framework is established into two sections: 
interactive learning and digital storytelling. 

Stages 2: After establishing the essential component of the 
framework, the following step is to identify the sub-
components for each of the components established for 
interactive learning – education, engagement, and 
entertainment. Following the discussion of the education 
component in Section III(C), the sub-components of the 
learning process comprise empowered learning, problem-
based learning, and deep learning. The sub-components of 
engagement also discussed in Section III(C) include 
engagement, engrossment, and total immersion. For the 
entertainment component, the sub-components contained the 
entertainment experience, passive entertainment, active 
entertainment, and immersive entertainment. The relationship 
between these components was also mentioned in 
Section III(D). We illustrate this relationship in Fig. 3. 

Stage 3: Establishing the connectivity of interactive 
learning and its requirement for digital storytelling. This study 

aims to learn more about how this connectivity has a 
significant impact on the promotion of Dementia in young 
children. The digital storytelling element mentioned in 
Section III(E) is related to technological advancement. The 
framework of this study is formed by combining the 
theoretical aspect of interactive learning and the technical part 
of digital storytelling in Fig. 4. 

 
Fig. 3. Component and Sub-Components Relationship Establishment. 

 
Fig. 4. Digital Storytelling Conceptual Framework. 
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IV. FRAMEWORK VALIDATION 
Research methods are procedures for collecting and 

analyzing data. There are various research methods for 
different types of research. The methodologies used will 
generally be determined by the research paradigm or how the 
researcher perceives things related to the study context. In this 
study, the research method used to validate the framework is 
through expert review studies. We assumed a framework 
validation should be conducted in looking into the need to 
explore and further comprehend the developed conceptual 
framework. It will uncover the framework limitations or 
ambiguities that the literature study does not comprehend [37]. 

A. Validation Study with Expert Review 
The validation study was conducted in the form of an 

online focus group discussion. The focus group discussion is 
designed to get collective feedback on the developed 
framework and plan the future work for developing the AR 
application. We introduced the framework by explaining the 
background of the framework, its purpose, the development 
process, the components, and their relationship at the 
beginning of the discussion. Then, during the discussion, we 
asked four questions. The questions are: 

• Do you think the framework is comprehensive? 

• Do you agree with all the components in the 
framework? 

• Do you find any confusing components in the 
framework? 

• Do you have any comments to improve the framework? 

B. The Participants and Discussion Design 
The focus group discussion was participated by six 

experts. The six experts have decided to follow the minimum 
of five experts suggested in the heuristics study's guideline for 
finding average problems [38]. The experts were identified 
based on their research work and activities as well as their 
years of experience in user experiences, serious games, and 
persuasive computing. The demographic of the experts is 
presented in Table IV. These experts had agreed to participate 
in the study. 

The discussion session was conducted via online meeting. 
These six experts were first invited via email, asking for their 
participation and valuable input in the study. When all invited 
participants consented to participate, all meeting information 
and survey materials were forwarded to the participants. 
During the discussion session, experts were briefed 
beforehand. After the briefing, the session starts with the 
framework explanation, followed by the question-and-answer 
session. In the question-and-answer session, the moderator 
will ask a question, and participants will take turns giving 
their valuable insight. The online meeting was recorded, 
lasting about one and a half hours. 

TABLE IV. PARTICIPANT DEMOGRAPHIC 

Demographic No 
Gender 

Female 4 
Male 2 
Age 
30 - 34 1 
35 - 40 1 
41 - 45 4 
Employment Status 
Academician 4 
Researcher 2 
Field of Expertise 
User experiences 2 
Serious games 3 
Persuasive Computing 1 
Years of experience in the field 
5 - 9 3 
Ten and Above 3 

V. DISCUSSION 

A. Result and Findings 
Based on the discussion, we present the results and analyze 

them based on the questions during the discussion. The first 
question gauged the comprehensiveness of the proposed 
framework. The experts agreed that the components related to 
interactive learning have a direct effect on the digital 
storytelling application. Although, some comments are worth 
to be considered for further improvement. The 
synchronization of component plot and characters is a 
noteworthy point. When designing digital storytelling, it is 
important to ensure that the character's design and 
implementation are suitable to the story's context. As a result, 
the impact on interactive learning may be observed more 
clearly. Two experts discovered that the settings component 
has little effect on the digital storytelling parts. However, the 
other experts contended the setting is needed to differentiate 
the stories and their environment. Thus, the setting component 
remains in the framework. 

The discussion also revolved around the issues of 
improving the learning outcome. However, it was explained 
that the issue is not the main objective of the framework. It is 
part of the learning process that should be considered in future 
work. Therefore, all experts mutually agreed that based on the 
given input, the scope of the study, and their expertise in the 
field, the framework and its constituents are likely to be 
deemed comprehensive. 

The second question concerns consensus on the 
framework's components. This question was posed as a 
follow-up to the previous one. The purpose of this question 
was to ensure that the components were well-considered. 
After the discussion, the experts generally agreed on all the 
components. In response to the third question, none of the 
experts mentioned any concerns that would suggest a problem 
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with the components. After further explanation, the experts 
remark on their understanding of the study context. 

The discussion for the final topic revolves around remarks 
and suggestions for further improvement. Apart from what has 
already been stated, the experts are more interested in the 
framework's implementation, notably the application design 
and evaluation strategy. It would be beneficial if the findings 
were presented in separate sessions. 

B. Refind Framework 
According to the expert interviews, the framework was 

devoid of Dementia-related features. As a result, the Dementia 
parts were included in the framework as shown in Fig. 5. To 
make each session more pronounced, the title will be included. 
Furthermore, significant sections between each framework 
session may be tightly associated. 

Based on the expert interview comments, the following 
adjustments were made to the proposed model: 

• Add framework sections- Information: The five key 
messages of Dementia friends which involved with 
1) Dementia is not a natural part of ageing, 2) 
Dementia is caused by diseases of the brain, 3) 
Dementia is not just about losing your memory, 4) It is 

possible to live well with Dementia, 5) There is more 
to the person than the Dementia. 

These five fundamental messages are a starting point for 
understanding Dementia [39]. It is a critical step toward 
understanding Dementia. The five significant messages were 
reviewed and turned into a game called Teatime. The game's 
intended audience is the family of patients in the early stages 
of Dementia. The game symbolizes a possible Dementia 
symptom. However, another interactive platform to 
comprehend Dementia for youngsters will need to be created 
[39]. 

• Add a title to each section; 

• System: Interactive Learning Setting Platform 

• Platform: Digital storytelling Delivery Information: 
The key message of Dementia friends. 

• Links were added to each session; 

• System Applied Platform. Use the interactive learning 
system to apply to the digital storytelling platform. 

• Platform Deliver Information. For the user to receive 
the information to increase their knowledge. 

 
Fig. 5. Refined Conceptual Framework. 
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VI. CONCLUSION 
In general, having a digital storybook can help young 

children interact with and sustain relationships with their 
grandparents. This study proposes a framework for a 
Dementia digital storybook for young children to assist them 
in comprehending their grandparents' condition. The 
framework was developed after an examination of 
applications and a review of the literature. The system 
featured two key interconnected components: an interactive 
learning environment and digital storybook elements. The 
framework's relevant components have been synthesized, and 
an expert review study has verified it. As a result, while 
considering the specific application for a Dementia digital 
storybook, these elements are seen as critical. This study 
contributes a new guideline for the designer and developer of 
a Dementia-related application to increase children's 
comprehension. 

A prototype of a Dementia digital storybook for 
youngsters will be built for future development. This 
prototype will be evaluated with a range of users, including 
youngsters and family members with Dementia. The testing 
findings will eventually be used to prove the framework's 
validity. Overall, this approach is a useful resource for 
creating interactive learning aids to understand Dementia 
better. As part of the current study, children may learn about 
many long-term diseases (such as [16]) using a digital 
narrative framework. 

The conceptual framework may be expanded with 
extensive knowledge about Dementia or substituted for 
various issues, particularly during an informative session. As a 
result, this research may be broadened to analyze how 
individuals become more aware of social concerns such as 
human rights, gender equality, and global warming. 
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Abstract—Storage for large datasets, handling data in 
different formats and data getting generated with high speed are 
the major highlights of the Hadoop because of which the Hadoop 
got invented. Hadoop is the solution for the big data problems as 
discussed above. In order to give the improved solution (in terms 
of access efficiency and time) for small sized files, this solution is 
proposed. A novel approach called VFS-HDFS architecture is 
designed in which the focus is on optimization of small sized files 
access problems with significant development compared with the 
existing solutions i.e. HDFS sequence files, HAR, NHAR. In the 
proposed work a Virtual file system layer has been added as a 
wrapper over the top of existing HDFS architecture. However, 
the research work is carried out without altering the existing 
HFDS architecture. In this paper drawbacks of existing 
techniques i.e. Flat File Technique and Table Chain Technique 
which are implemented in HDFS HAR, NHAR, sequence file is 
overcome by using Bucket Chain Technique. The files to merge 
in a single bucket are selected using ensemble classifier which is a 
combination of different classifiers. Combination of multiple 
classifiers gives the better accurate results. Using this proposed 
system, better results are obtained compared with the existing 
system in terms of access efficiency of small sized files in HDFS. 

Keywords—HDFS; Small sizes files; virtual file system; bucket 
chain; ensemble classifiers; text classification 

I. INTRODUCTION 
This Hadoop Distributed File System (HDFS) is a core 

component of Hadoop which works at storage layer of Hadoop.  
Advantages of HDFS includes varied data sources, availability, 
scalable, cost effective, low network traffic, ease of use, 
performance, high throughput, compatibility, fault-tolerant, 
open source and multiple language support etc. Apart from 
these multiple advantages, HDFS have limitations too such as 
handling small files, slow processing speed, support for batch 
processing, no real time data processing, no Delta Iteration, 
latency, not easy to use, security etc. Storing and processing of 
large number of small sized files in HDFS is a major problem. 
Hadoop Archives provides an efficient way to handle with 
small files [20]. 

Hadoop working is best with respect to big data files; small 
sized files are handled inefficiently in HDFS. NameNode 
carries the metadata information in memory for the files which 
are stored in HDFS. Consider a file which is stored in HDFS 

having size as 1 GB and the NameNode is responsible for 
storing the information such as filename, offset, length etc. 
which are split into 1000 fragments and stored all 1000 small 
files in HDFS. It is mandatory for the NameNode to store 
metadata information of 1000 small files in memory. This is 
not efficient way; first it takes up a lot of memory and second 
soon NameNode will become a bottleneck as it is trying to 
manage a lot of data [30]. 

Due to the outbreak of a COVID-19 pandemic, the entire 
world is now working in online mode. As a result, a massive 
volume of data has been generated, making it extremely 
complex to store, analyze and handle. The term big data 
generally used for this. The generated large volume of data 
which is in the form of structured or unstructured format. There 
is an immense need of analyzing and classifying this data in 
terms of size. HDFS gives the solution for this, which is 
responsible for handling large files in GBs or TBs in size of 
unlimited storage. HDFS works closely with the small number 
of large files. It is inefficient for handling large number of 
small files. Large number of small sized files consume more 
memory on the NameNode of the HDFS. Access mechanism of 
small sized files concept is a major problem in 
HDFS[8],[9],[10]. 

1) Paper organization: The rest of the paper is organized 
as follows: Section II gives the related surveys present in the 
existing literature. Section III provides the discussion on 
existing solutions on the given problem statement. Section IV 
describes the proposed work. Section V focusses on 
experimental set up and results produced. Section VI finally 
concludes the article. 

II. LITERATURE REVIEW 
Xiong et al [1] employed a small file usage pattern to 

identify candidate files for merging into a single container. 
Identified gap in this article as and when the HDFS user 
request pattern changes there is a chance of cache missing. 

Zhipeng et. al [4] discussed about merge strategy based 
hierarchy for improving the small file problem in HDFS, Bing 
et.al [5] created a novel approach HDFS:TLB MapFile for 
efficient accessing of small files, Sachin et al [6] discussed 
about different techniques of dealing with a small files 
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problem. Authors discussed about Hadoop Archive i.e. 
achieving technique which binds number of small files into 
HDFS blocks. Another technique improved HDFS model is 
index-based i.e. index is built for each small file to reduce the 
waste caused by them which reduces the burden on the 
NameNode. EHDFS gives an improved indexing mechanism 
and prefetching of index information. Lion Jude Tchaye-Kondi 
et al. [13] encouraged using hash functions to create a perfect 
file. To get the metadata of a specific file, this approach 
removes the requirement of parsing the index file. Xun Cai et 
al. [14] improved the access and storage efficiency of small 
files. Yanfeng Lyu et al. [15] proposed an efficient merging 
method that substantially reduces the access time for small files 
by using caching and prefetching methods. X. Fu et al. [16] 
proposed a block replica placement technique for effectively 
processing small files where files are merged as per the pre-
determined parameters. Qi Mu et al. [17] advised a method for 
dealing with small files that is both efficient and effective. T. 
Wang et al. [18] suggested a method based on the behavior of 
small files access to build association between the small files. 
In this article, the concept focusses exclusively on file size. The 
gap identified in this, file contents have not been checked. If 
there is a mismatch in the file sizes, then cache will be missed. 

III. EXISTING METHODS 

A. HAR (Hadoop Archives) 
HAR files were created to reduce the problem among 

several files putting a pressure on the memory of name nodes. 
On the HDFS, a layered system has been installed. The 
Hadoop archive command is used to create HAR files. It is not 
more efficient to read through files in a HAR than it is to read 
across files in Hadoop. Each HAR file access needs the reading 
of two index files in addition to the data file, which slows 
down the process [2],[7],[19],[20]. The flat table technique is 
used to implement the HAR. 

Limitations of HAR files: 

• Hadoop archive file once created is not updatable i.e. 
to adding or removing of the file is not possible. 

• This archive file will contain a replica of all the 
original files when ‘.har’ is created and it will take 
more space as the original files. 

B. NHAR (New HAR) 
For NameNode, processing a large number of small files 

takes more time. In fact, the amount of time it takes to access 
such data should be minimized.  NHAR [2],[7],[11],[12] is a 
novel solution that relies on Apache Hadoop’s HAR. The table 
chain technique is used to implement NHAR. 

C. Spatiotemporal Small File Merging Strategy 
In previous work, Lion Xiong et al. [1] employed a small 

file usage pattern to identify candidate files for merging into a 
single container. They employed file access time stamps to 
analyze usage patterns, then grouped files with sequential time 
stamps and generated support files for each file group. A single 
container is used to store a file group with a high support value. 

IV. PROPOSED SYSTEM 
In this paper, the proposed technique is implemented by 

creating a wrapper over existing HDFS architecture without 
altering the HDFS architecture[5]. The Wrapper contains the 
Virtual file table which maintains the records of every file 
category wise like offset, length etc. Using large number of 
small files with different sizes analyzed the experimental 
results. Ultimately the time required for accessing files in 
HDFS is improved. 

A. Bucket Chain Technique 
Working methodology of the proposed system is shown in 

Fig. 1. The root file table contains the list of files category 
wise, in which the information is gained about the existence of 
file category. The Bucket or child per category file table 
contains the metadata of the per category container which 
holds the metadata as Name, Offset and length of the category. 
Every child per category file table gives the metadata of the per 
category container file where the actual contents of the file can 
receive. Then it can directly access the contents of the actual 
file as that of reading or getting a file which is working with 
HDFS. 

The advantages of the technique are if a user tries to access 
the same file repeatedly, the cache only gives the information 
quickly about the file location reducing the multiple searching 
and reading overheads. 

B. Methodology 
In this method all file’s metadata is stored in a single file, 

this file is called File Table. This file contains linked list of 
tables, forming a table chain. Another file is used to store 
actual contents of files; this file is called Container File. One 
container file is used for each category. All these files are 
stored on HDFS. File table contains metadata of a file such as 
filename, offset, and length. 

 
Fig. 1. Bucket Chain Technique for Proposed System (VFS-HDFS). 
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Before storing every file, it is classified using ensemble 
classifier to get its category. That file is then stored in container 
of that category and corresponding file table is also updated. 

On startup, the file table for each category is loaded in 
memory. First the latest file table is located in file table and its 
contents are added to in-memory file table, then previous file 
table is located and the process continues until first file table is 
reached. While doing this, a file’s metadata is already found in 
in-memory file table, then that entry is discarded (as it has 
become old due to updating or deletion of file). 

In every run, a new in-memory file table for each category 
is created to track new or updated files in that category. At 
runtime all metadata is created and updated operations are 
performed on this in-memory file table. Actual contents of the 
files are appended in container file. On shutdown, the contents 
of in-memory file tables are appended to file table in HDFS. 
This creates a chain of buckets, each bucket stores list of file 
tables which makes it possible to update and delete files. 

For reclaiming space used by deleted or updated files, the 
technique of pruning used. In this technique new copies of file 
tables are creating while skipping the deleted or updated 
entries. This will reduce space required for file tables and 
containers. 

Caching is used to reduce time required for reading files in 
already retrieved blocks. Each cache entry stores tuple of 
category, file, position, length and its complete block content. 
This will reduce time at the cost of increased memory 
requirement. 

C. Algorithm: Bucket Chain 
globals: 

 filenametable 

 indexfilemap 

 containerfilemap 

 filetablemap 

 newfiletablemap 

 classification_model 

 categorylist 

function intialize() 

 filenamemap=load_filenamemap() 

 for cat ∈ categorylist 

  indexfile=indexfilemap[cat] 

  containerfile=containerfilemap[cat] 

  filetable=filetablemap[cat] 
 file_index_location=get_last_index(indexfil 
 while file_index_location != NULL  
 indices=read_index(file_index_location) 

   filetable = filetable ∪ (indices - 
(filetable ∩ indices)) 

  
 file_index_location=get_prev_index(file_index_location) 

function add_file(filename, content) 

 cat = classify(classification_model, content) 

 location=append_content(containerfilemap[cat], content) 

 add_file_entry(newfiletablemap[cat], filename, location, 
len(content)) 

 add_filenametable(filenametable, filename, cat)  

function get_file(filename) 

 cat = get_category(filenametable, filename) 

 location, length = find_file(newfiletablemap[cat], 
filetable[cat], filename) 

 data = read_content(containerfilemap[cat], location, length) 

 return data 

function close() 

 for cat ∈ categorylist 

  last_index=get_last_index(indexfilemap[cat]) 

  append_entry_table(indexfilemap[cat], 
newfiletable[cat]) 

  append_prev_index(last_index) 

 update_filenametable(filenametable) 

D. Advantages of Bucket Chain Technique 
1) It has separate category wise containers. 
2) It contains cache memory. 
3) Pruning is applied to remove unused files in containers 

to reduce the memory wastage. 
4) Optimal File Table Size. 
5) Access time efficiency improved. 

E. Text Classification 
It is used to classify the text documents automatically into 

one or multiple defined categories (Fig. 2). Category of news 
article from Reuters-21578 Text Categorization dataset [21] is 
taken into consideration for text classification Text 
classification consists of main components [23]. 

1) Dataset Preparation. 
2) Feature Engineering. 
3) Model Training. 
4) Improve Performance of text classifier. 

 
Fig. 2. Text Classification Task. 

206 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 6, 2022 

F. Datasets Used 
Experimentation is done on the Reut2-000.sgm & Reut2-

002.sgm files. of Reuters dataset. 

Table I gives information about the datasets used. 

TABLE I. DESCRIPTION OF DATASET 

Name of 
Dataset 

Data 
Typ
es 

Default 
Task 

Attribut
e Type 

No. of 
Instanc
es 

No. of 
Class
es 

Yea
r 

Reuters-
21578 Text 
Categorizati
on 
Collection 

Text Classificati
on 

Categori
cal 1000 70 199

7 

G. TF-IDF 
The technique stands for Term Frequency- Inverse 

Document Frequency which is used to quantify words from 
documents; a weight has been assigned to each word which 
states the significance of each word in the document and its 
collection. TF-IDF score signifies the relative importance of a 
keyword or a term in the document and the entire corpus. It is 
calculated as the logarithm of the number of the documents in 
the corpus divided by the number of documents where the 
definite term appears [23]. 

Formula: idf(t) = log (N/df) 

The tf-idf metric is calculated by considering the total 
number of documents, dividing it by the number of documents 
that which contain a word and calculating the logarithm. 

tfidf(t) = tf(t) * idf(t) 

H. Classifiers used for Experimentation: 
1) J48 classifiers: It deals with issues such as numeric 

attributes, missing values, pruning, predicting error rates, 
decision tree induction complexity etc[3]. 

2) Random forest: It determines the outcome based on 
decision tree predictions. It estimates an average of the output 
of various trees [24]. 

3) Naive bayes classifiers: It is capable of dealing with 
both discrete and continuous data. It can handle a large number 
of predictions and data sets [25]. 

4) Ensemble classifiers: For classification purpose the 
ensemble learning method is used. Fig. 3 describes the 
architecture of ensemble classifier. These ensembles combine 
multiple hypotheses to form a better hypothesis. Ensemble 
learning supports to improve machine learning results as 
compared to a single model by combining several models. 
Basic idea is to learn a set of classifiers and to allow them for 
vote. Combination of Random Forest, Naïve Bayes and J48 
classifiers are used for experimentation [26]. 

Advantages: Motivation behind to use ensemble classifier 
is to improve the predictive accuracy. 

 
Fig. 3. Architecture of Ensemble Classifier. 

V. EXPERIMENTAL SETUP, RESULTS AND ANALYSIS 
The proposed system is implemented on top of existing 

HDFS architecture. The proposed algorithm is experimented 
on Fedora 32.0 Operating System, Hadoop 3.2.0 and Java 1.8.0 
Version. It contains 16 GB of RAM and 500 GB of Hard Disk 
with i5-5500U CPU @ 2.20GHz processor. Reuters-21578 
Text Categorization Collection dataset is used to test the 
proposed system. 

Table II shows the experimental set up used to execute the 
proposed work. 

Table III shows how much memory and time is required to 
access small sized files in bucket chain algorithm. 

TABLE II. EXPERIMENTAL SETUP 

Sr. No. Parameters Description 

1 No. of Nodes Single Node (Acts as both Master 
& Slave) 

2 Node Configuration Intel(R) Core(TM) i5-5500U CPU 
@ 2.20GHz 

3 RAM 16 GB 

4 Hard Disk 500GB 

5 Operating System Fedora 32.0 

6 Execution Platform JDK 1.8.0 

7 Hadoop Version 3.2.0 

8 Development Tool Net Beans 12.0 

9 Dataset Reuters containing TEXT files 

10 Number of Files considered 2138 

11 File Size Range Average From 1 KB to 100 KB 

12 No. of Iterations 1000 

13 No. of Classes 70 
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TABLE III. MEMORY AND TIME REQUIREMENT FOR PROPOSED SYSTEM 
(VFS-HDFS I.E. BUCKET CHAIN TECHNIQUE) 

Memory & Time Requirement for Proposed Technique 
(VFS-HDFS i.e. Bucket Chain Algorithm) 
for 1000 Iterations 

Average File Size Memory (in MB) Time (in Seconds) 

1K 30.7 39 

5K 31 39 

10K 35.2 41 

50K 40.5 46 

100K 55.2 55 

 
Fig. 4. Performance with respect to Time and Memory for Proposed 

Technique (VFS-HDFS, using Bucket Chain Algorithm). 

The above graph in Fig. 4 indicates the performance of the 
proposed technique in terms of time and memory. 

Table IV shows the comparative chart of Experimental 
results of existing technique and proposed Technique VFS-
HDFS using Bucket chain algorithm. where the memory 
requirement is increased due to the cache. 

The graph in Fig. 5 shows the comparative chart of 
experimental results of existing and proposed technique VFS-
HDFS using Bucket chain algorithm. 

Table V shows the comparative chart of Experimental 
results of existing technique and proposed technique-VFS-
HDFS using Bucket chain algorithm; where small files access 
time efficiency is increased. 

TABLE IV. COMPARATIVE CHART FOR MEMORY REQUIREMENT FOR 
EXISTING (HAR & NHAR) AND PROPOSED TECHNIQUE (VFS-HDFS USING 

BUCKET CHAIN ALGORITHM) 

Memory Requirement for 1000 Iterations 

Average File 
Size HAR (in MB) NHAR (in MB) VFS-HDFS 

(in MB) 

1K 16.2 19 30.7 

5K 16.5 19.1 31 

10K 17.1 21.2 35.2 

50K 19.3 23.1 40.5 

100K 27.4 35.8 55.2 

 
Fig. 5. Memory Requirement Existing and Proposed Technique VFS-HDFS 

using Bucket Chain Algorithm. 

TABLE V. COMPARATIVE CHART FOR TIME REQUIREMENT FOR EXISTING 
AND PROPOSED TECHNIQUES USING BUCKET CHAIN ALGORITHM 

Time Requirement for 1000 Iterations 

Average         
File Size 

HAR 
(in Seconds) 

NHAR (in 
Seconds) 

VFS-HDFS (in 
Seconds) 

1K 56 45 39 

5K 58 45 39 

10K 64 48 41 

50K 71 57 46 

100K 97 70 55 

 
Fig. 6. Time Requirement for Existing and Proposed Technique VFS-HDFS 

using Bucket Chain Algorithm. 

Fig. 6. shows the comparative chart of Experimental results 
of existing technique and proposed Technique-VFS-HDFS in 
terms of time using Bucket chain algorithm. 

Classifier Metrics: 

Table VI gives the information about different classifiers 
used and the corresponding experimental results. 

Confusion Matrix for a single class: 

Confusion matrix is created for class “earn” from reut2-
002.sgm file. 
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TABLE VI. DIFFERENT CLASSIFIER METRICS ALONG WITH ENSEMBLES 

Parameters Naïve 
Bayes J48 Random 

Forest 

Ensemble  (Naïve 
Bayes+J48+Rand
om Forest) 

Total Instances 962 962 962 962 

Correctly Classifies 
Instances 684 738 899 922 

Incorrectly 
Classified Instances 278 224 63 40 

Accuracy 71% 77% 93% 96% 

TABLE VII. CONFUSION MATRIX 

Total Instances N=962 Actually Positive Actually Negative 

Predicted Positive 131 40 

Predicted Negative 0 791 

Table VII shows the confusion matrix [22] of the instances 
of the earn class. 

 
Fig. 7. Accuracy of Classification and Predictions. 

The above graph in Fig. 7 shows the bubble chart of 
accuracy of classification and predictions of total 70 classes. X-
axis indicates the actual class. Y-axis indicates the predicted 
class. Instances on 45-degree line are correctly classified 
instances. Incorrectly identified instances are randomly shown 
in random positions. Size of bubble indicates number of 
instances in that position. 

VI. CONCLUSION 
In this paper, a novel approach called VFS-HDFS 

architecture is proposed in which exclusive focus is on 
optimization of the access efficiency of small sized files in 
HDFS with a significant improvements compared with the 
existing techniques i.e. flat table (HAR) and table chain 
(NHAR) technique. A new algorithm is proposed called bucket 
chain algorithm and the entire work is executed using this 
algorithm where memory requirement is increased to store the 
files in cache and time required to access the files from the 
cache is reduced. The proposed work uses the ensemble 
classifiers to classify the data sets. It helps to group the similar 
files in same container. Comparison is made between the 

experimental results of existing approach-i.e. flat table and 
table chain techniques and the proposed technique-bucket 
chain technique. In the proposed system it is observed that time 
required to access the files is reduced at the cost of memory 
required to store the files. 
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Abstract—Machine learning technology has a massive impact 
on society because it offers solutions to solve many complicated 
problems like classification, clustering analysis, and predictions, 
especially during the COVID-19 pandemic. Data distribution in 
machine learning has been an essential aspect in providing 
unbiased solutions. From the earliest literatures published on 
highly imbalanced data until recently, machine learning research 
has focused mostly on binary classification data problems. 
Research on highly imbalanced multi-class data is still greatly 
unexplored when the need for better analysis and predictions in 
handling Big Data is required. This study focuses on reviews 
related to the models or techniques in handling highly 
imbalanced multi-class data, along with their strengths and 
weaknesses and related domains. Furthermore, the paper uses 
the statistical method to explore a case study with a severely 
imbalanced dataset. This article aims to (1) understand the trend 
of highly imbalanced multi-class data through analysis of related 
literatures; (2) analyze the previous and current methods of 
handling highly imbalanced multi-class data; (3) construct a 
framework of highly imbalanced multi-class data. The chosen 
highly imbalanced multi-class dataset analysis will also be 
performed and adapted to the current methods or techniques in 
machine learning, followed by discussions on open challenges and 
the future direction of highly imbalanced multi-class data. 
Finally, for highly imbalanced multi-class data, this paper 
presents a novel framework. We hope this research can provide 
insights on the potential development of better methods or 
techniques to handle and manipulate highly imbalanced multi-
class data. 

Keywords—Imbalanced data; highly imbalanced data; highly 
imbalanced multi-class; data strategies 

I. INTRODUCTION 
Every single piece of information in this world is data. The 

nature of data is that it is not absolutely balanced [1], [2]. It is 
either slightly imbalanced or highly imbalanced. Highly 
imbalanced is a situation where the ratio among classes is 
elevated. For example, 80:20 or 90:10 or 95:5 (majority: 
minority). While the example of slightly imbalanced is 60:40 
or 55:45 or 70:30 (majority: minority). According to Bellinger 
et al., the imbalance ratio (IR) for highly imbalanced is 1000:1 
(majority: minority) [3]. A well-balanced dataset is only 
possible in a controlled environment in which variables are 
preset, and data undergoes proper preprocessing. 

The advancement of machine learning (ML) facilitates and 
alleviates problems in data analysis. The Internet of Things 
(IoT) and big data technology have accelerated the utilization 
of big data. During the Covid-19 pandemic, ML analysis helps 
in many ways like in vaccine development in which the cure is 

required to restrain the virus spread concisely. With advanced 
computers, machine learning algorithms can process trillions of 
data within a short period of time and make accurate 
predictions, or classification of the problem. 

To solve imbalanced data problems, researchers employ 
three strategies: 1) Data Level or DL 2) Algorithm Level or 
AL, and 3) Combination Level or CL. DL strategy involves 
data manipulation activities during the pre-processing phase. 
Most of the DL strategies involve approaches on data before it 
enters classifiers. Examples of such methods are 
undersampling and oversampling and their variants. AL 
strategy involves classifier-related activities. The main 
objective of the AL strategy is to apply algorithms or classifiers 
to manage dataset and handle imbalanced data problems. There 
are a lot of examples for AL such as Deep Learning variants, 
and Support Vector Machine (SVM) and their variants. CL 
strategy is a combination of both DL and AL strategy. This 
strategy applies to both hybrid and ensemble methods, even 
though ensemble can also work alone in AL. Ensemble is listed 
under CL because in most literatures about highly imbalanced 
data, the ensemble algorithm is combined with some other 
method(s) to achieve better performance. Some literatures only 
mention hybrid level, without the ensemble method as part of 
CL strategy [4], [5]. In some other literature, the ensemble 
method is mentioned along with DL and AL without the hybrid 
method [6]. 

The ensemble method is an interesting area of research. 
Ensemble algorithms can apply ensemble algorithm to other 
algorithms, either supervised, semi-supervised or unsupervised 
(or combination of all) to produce a better algorithm. The 
hybrid method is also a very interesting method in ML. It 
combines any method in DL with AL, combines DL method 
with another DL algorithm(s), or combines AL with another 
AL method(s). Therefore, this study proposes a new term 
“Combination Level” for both the hybrid and ensemble 
methods in highly imbalanced multi-class (HIMC) data. This 
article then will propose a novel framework for highly 
imbalanced multi-class data (HIMC). This is crucial so that the 
structure of the framework and the relevance to future of ML 
can be explored. It is hoped that this research will pave the 
road for other researchers to excavate deeper into the nature of 
HIMC data and various ways to handle it. 

This paper is organized into several sections. Section I 
presents the definition of imbalanced data, highly imbalanced 
data, multi-class data and highly imbalanced multi-class data. 
Section II provides the explanations on the research gap, 
research questions and research objectives. Section III presents 
the descriptions on the current and previous solutions in 
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handling imbalanced data, previous solutions in handling 
multi-class data and previous solutions in handling HIMC data. 
Section IV provides the descriptions on the prominent 
validation metrics for HIMC data, data type and dataset 
behavior along with discussion on the case study dataset. 
Finally, Section V presents the explanations on the proposed 
and refined framework of HIMC data and will be followed by 
Section VI, discussions on open issues. Finally, Section VII 
provides the conclusion. 

A. Imbalanced Data 
Imbalanced data is currently a prominent research topic and 

acts as a relatively new research interest in machine learning 
[1], [7]. A circumstance in which the total number of the 
majority class is significantly greater than the data of the 
minority class is known as data imbalanced [8]. Most 
classifiers are designed to work with a balanced dataset in 
which the majority class is comparable to or equal to the 
minority class, or the ratio between the two classes is 50:50. A 
balanced environment is essential to make sure the classifier 
can perform at the best level of accuracy. Therefore, when 
unequal data exists, an imbalance data problem transpires [9], 
[10]. Imbalanced data also occurs because of the existence of 
minority classes that are lowly represented [11]. It also can 
happen when the dataset is skewed [12]. Most classifiers in a 
balanced class are biased toward the majority class [13], [14], 
[15]. In real life, all real-world data is imbalanced [16], [17]. 
Real-world data can have a high chance to fall in the category 
of highly imbalanced data [18]–[20] or slightly imbalanced 
data [21]. 

Imbalanced data exists in numerous disciplines for 
example, wind turbine fault prediction [11], network diagnosis, 
wireless sensor application [22], acid amino detection [23], 
medical diagnosis [24], Internet of Things [25], fraud detection 
[26], and other domains. Many approaches to overcoming the 
problem have been offered with regard to data imbalanced 
problem using different solutions from DL to AL and CL 
strategy, such as those found in [5], [8], [11], [26]–[29]. 

B. Highly Imbalanced Data 
To deal with the problem of data imbalance, a variety of 

approaches and methodologies have been proposed. DL and 
AL strategies focus on ways to reduce biases of classes in a 
dataset. CL strategy involves an ensemble or a hybrid of 
several algorithms to achieve the best results. Nevertheless, the 
problem with imbalance data is far from settled, especially in 
highly imbalanced data scenarios. The problem with highly 
imbalanced data is that the ratio is extremely high. The solution 
that works in slightly imbalanced data might not work in 
highly imbalanced data. Therefore, highly imbalanced data 
needs more consideration and investigation. Normal graph 
distribution does not present in highly imbalanced data as the 
graph is highly skewed. 

In a slightly imbalanced data environment, a conventional 
method such as Synthetic Minority Over Sampling Technique 
(SMOTE) can help solve the problem of imbalanced data. 
Unfortunately, DL method like SMOTE can worsen the 
classification performance in highly imbalanced data 
environment. Using randomized methods like Random 
Undersampling (RUS) is also not effective due to a high 

variance created in the IR. To overcome the problem of noisy 
data and overlapping classes, a new approach for data 
preprocessing is needed to boost classifiers’ performance. A 
new approach to handle detection and filtering noisy data is 
needed in the scenario of relabeling classes. The problem can 
increase the imbalance among classes. It could result in the 
classifier rebalancing the wrong classes. 

A highly imbalanced data problem arises when the IR is too 
high compared to slightly imbalanced data. For example, the 
ratio of minority to majority less than 50:1 can be considered 
slightly imbalanced while imbalance ratio (IR) more than 50:1 
can be considered highly imbalanced. According to Triguero et 
al., IR for highly imbalanced data is 50:1 (majority: minority) 
[30], [31]. Another well-known IR is 100:1 up to 10000:1 [32]. 
The same IR (100:1) was suggested by Sharma et al. [33]. 
Sharma et al. suggest 100:1 as highly imbalanced while 1000:1 
was categorized as extreme imbalance [33]. Table I shows 
benchmark of IR. 

TABLE I. BENCHMARK OF IR 

No. Reference IR Year 
1. He & Garcia 100: 1 up 10,000:1 2009 

2. Triguero et al., Leevy et al. 50:1 2015, 
2018 

3. Sharma et al.  >1000:1 2018 

4.  Bellinger et al.  1000:1 2019 

More practical IR was found among bioinformatics and 
biotechnology domains, and it was 50:1 [30], [31]. In other 
literatures, highly imbalanced are also known as rare events in 
which researchers and scholars stated that the minority data 
that was from 0.1% to less than 10% , can be considered as rare 
events [34], [35]. In the real-world, IR ranging from 1000:1 up 
to 5000:1 is possible in fraud detection and medical science 
[4], [36], [37]. 

This research has chosen the latest literatures as the 
benchmark for highly imbalanced data ratio. The latest found 
in literatures on IR is suggested by Bellinger et al. which is 
1000:1 [3]. Therefore, for the purpose of this research, the IR 
stated by Bellinger et al. will be used. The ratio from Bellinger 
et al. has also been chosen because the dataset used in this 
research matches with the stated IR. 

C. Highly Imbalanced Multi-Class (HIMC) Data 
Problems in highly imbalanced data originate from 

problems in slightly imbalanced data, which are alleviated due 
to the nature of severe IR [3], [33]. Thus, problems in 
imbalanced multi-class data and highly imbalanced multi-class 
data can be considered similar in nature, with the difference 
laying in the IR. 

To overcome the HIMC data issue, a new approach for data 
pre-processing is needed to boost classifiers’ performance in 
HIMC data. Another solution to overcome the problem is by 
creating synthetic data to move overlapping data to new spaces 
[38]. Another method is to remove excessive samples and 
maintain the quality of the data [2], [6] [1], [6]. 

Relationship among classes is an issue in multi-class data. 
It is a complicated situation as each group of classes presents 
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different problems to the data [1], [2], [4], [38], [39]. This 
problem is elevated in HIMC data, and affects classifiers’ 
performance [40], [41]. Leevy et al. and Rendon et al. suggest 
that more flexible methods such like the heuristic-based 
method should be explored to solve multi-class data problems 
[31], [42]. The HIMC data has multiple skewed classes which 
reduce classifiers’ performance as it is challenging to 
normalize skewness [31], [43], [44], [45]. Due to skewness, it 
is also difficult to define borders of the overlap classes [4], 
[46], [47]. 

D. HIMC Data Research Gap 
Among the major challenges with highly unbalanced data 

are the accuracy of classifying highly imbalanced multi-class 
data, training efficiency for large data, and sensitivity to high 
imbalance ratio (IR) [48]. In highly imbalanced data, classifiers 
are prone to a strong bias toward the majority class, which 
cannot accurately represent the true problem or convey 
essential information. The minority class were treated as noisy 
data at the pre-processed level and will cause the loss of crucial 
information [1], [21]. This creates new challenges to data level 
strategy in handling biasness [49], [43], [45]. 

A dataset with multiple target classes is skewed in 
distribution in imbalanced multi-class data, and this has a 
substantial effect on classifier performance [38]. HIMC data 
has multiple skewed classes which significantly reduce 
classifiers’ performance as it is difficult to normalize skewness 
[31], [43], [44] due to the difficulty to define borders of the 
overlap classes [4], [47]. 

At algorithms level, existing classifiers are modified to 
remove the biases toward the majority classes. One of the 
methods is the cost-sensitive method. The cost of 
misclassification for minority samples is higher than for 
majority samples in the cost-sensitive method. Determining the 
cost values of trained data is complex since they are dependent 
on multiple aspects that have trade-off relationships, such as 
high-dimension, high noise, small sample size, and others [1], 
[21]. In financial data, biasness causes highly imbalanced 
distribution [50]. 

Therefore, based on arguments regarding HIMC data, this 
research addresses three research questions and three research 
objectives. 

The developed research questions for this study are: 

1) What is the current trend in handling highly 
imbalanced multi-class data? 

2) How to handle highly imbalanced multi-class data? 
3) How to develop a framework of highly imbalanced 

multi-class data? 

The following objectives are developed based on the 
research problem: 

1) To understand the trend of highly imbalanced multi-
class data through analysis of all related literatures. 

2) To analyze the previous and current method of 
handling highly imbalanced multi-class data. 

3) To construct a framework handling highly imbalanced 
multi-class data through research and literature study. 

II. STRATEGIES IN HANDLING IMBALANCED DATA 
Based on previous studies on HIMC data, it is imperative to 

understand these related sub-topics: (1) Strategies in handling 
imbalanced data; (2) Previous solutions in handling imbalanced 
data, imbalanced multi-class data and HIMC data; (3) Related 
method or technique used in solving HIMC data problems. 

The same three strategies in handling slightly imbalanced 
data can be used in handling highly imbalanced multi-class 
data. The details of these strategies and their methods are put 
under Appendix 1. There are three types of DL strategies 
which are oversampling, undersampling and hybrid strategy. 
AL strategy can be divided further into four methods which are 
cost-sensitive learning, skewed learning function, sampling-
based and other methods. The CL strategy can be divided into 
two main methods: hybrid and ensemble. The Hybrid method 
can be divided further into MTD-based, SVM-variants and 
other hybrid methods. While ensemble method can be divided 
further into four methods which are integration with data level, 
integration with cost-sensitive, bagging variants and boost 
variants. 

DL strategy involves data manipulation activities during the 
pre-processing phase in machine learning. An example of 
oversampling-related method is Synthetic Minority 
Oversampling Technique (SMOTE) [51], while an example of 
undersampling related method is Random Under sampling 
(RUS) [52]. From the literature review conducted, several 
literatures related to HIMC data have been found. However, 
the strategy or method proposed at DL in HIMC data is hardly 
mentioned. Therefore, this can be a promising area for future 
research in HIMC data. 

AL strategy involves classifier related activities such as 
Support Vector Machine (SVM) [53], Deep Learning method 
using Convolutional Neural Network model (CNN) [54], and 
K-Nearest Neighbor [55]. Convolutional Neural Network 
(CNN) model was used to predict Chlorophyll-A concentration 
in Algal Bloom in managing data imbalance and skewness 
[56], and a Deep Self-Organizing Map (DSOM) was proposed 
to detect a well-known pre-miRNA protein as compared to a 
genome's hundreds of thousands of potential sequences [18]. 

The CL strategy is a combination of both DL and AL 
strategies, or combination of DL strategy with another DL, and 
a combination of AL with another AL strategy. In addition, it 
can also be a combination of ensemble method with AL 
strategy, or combination of ensemble method with DL strategy, 
or it can be a combination of both hybrid and ensemble 
methods [57], [58]–[60]. For example, based on a combination 
of data rebalancing and Extreme Gradient Boosting 
(XGBoost), a unique form of malicious synchrophasors 
detector is developed [61]. 

Oversampling and under sampling were combined with 
SVM in solar flare prediction [7]. Fujiwara et al. proposed a 
heuristic undersampling and distribution-based sampling with 
boosting method (HUSDOS-Boost) in handling data problems 
in health record analysis [44]. The strategies and methods used 
in handling imbalance data are shown in Fig. 1. 
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Fig. 1. List of Strategies in Handling Imbalanced Data. 

Fig. 1 shows a list of strategies in handling imbalanced 
data. Imbalanced data can be divided into three strategies 
namely DL, AL, and CL strategy. Literatures related to DL and 
AL can be found in many studies while CL concept is still 
fresh. In literatures such as Kaur et al. and Johnson and 
Koshgoftaar, DL and AL have been mentioned along with 
Hybrid Method (HM). The logic behind this concept is that 
HM is a combination of both DL and AL [29], [42]. In other 
literatures such as in Sleeman & Krawczyk, DL and AL have 
been mentioned along with Ensemble Method (EM), while HM 
has not been specifically mentioned as their work was more 
focused on EM [6]. Some might argue on the reason to 
categorize EM into CL, as EM might also fall into AL strategy. 

It is imperative to understand that in recent highly 
imbalanced data research, EM is usually not working alone and 
is combined with another method except for performance 
comparison or proposal of a new framework [62], [63]. In 
highly imbalanced classification, research of supervised and 
unsupervised fuzzy measure approaches was conducted by 
Uriz et al. The authors integrated EM with fuzzy integrals and 
their synergy with various fuzzy measures [64]. Another study 
was by Liu et al. where they established a unique framework 
for imbalance classification that was intended at building a 
strong ensemble by self-paced harmonizing data hardness by 
under-sampling, in which a classifier was combined with self-
paced EM. [15]. 

Ghorbani et al. proposed a new hybrid model based on a 
highly imbalanced dataset to predict early mortality risk in 
intensive care units (ICU). The authors developed an SVM and 
SMOTE hybrid strategy (SVM-SMOTE) that included several 
methods, including a Genetic Algorithm (GA) for feature 
selection (FS) and Stacking and Boosting (EM) for prediction. 
SVM-SMOTE was used to tackle imbalanced data problems 
[65]. Using clustering, weighted scoring, SVM, and EM, 
Ksieniewicz et al. suggested a hybrid method for managing 
severely imbalanced data categorization in geometric space 
[66]. Using a combination of data rebalancing, bagging-based 
ensemble learning, and the Extreme Gradient Boosting 
(XGBoost) algorithm, a unique form of malicious 
synchrophasors detector was developed to address the highly 
imbalanced data problem. Even if malicious synchrophasors 

occur seldom in practice, a detector trained on a highly 
imbalanced dataset drawn straight from previous operational 
data is biased toward the majority class. [61]. Tran et al. 
proposed a combination of K-Segments, under sampling and 
bagging EM as experimental research to approach extreme 
imbalanced data classification [64]. From the examples 
mentioned in this study, EM was combined with other methods 
to achieve better performance. Appendix 1 until Appendix 4 
will entail strategies and methods involved in handling 
imbalanced data. 

III. PREVIOUS SOLUTIONS IN HANDLING HIGHLY 
IMBALANCED MULTI-CLASS DATA 

Ahmadzadeh et al. is one of the most current approaches 
for extremely unbalanced data that has been proposed [7]. The 
reviewed literatures discussed solar flare forecasts using under-
sampling, over-sampling, and Support Vector Machine (SVM) 
to handle highly or extremely imbalanced solar flare data. For 
future development, these works suggested exploring 
hyperparameter tuning of the proposed method to enhance the 
model. A multi-class dataset was initially used but then it was 
converted to binary classification data to make predictions. 

Fujiwara et al. published an article in the medical field. In 
this research, oversampling and undersampling methodologies 
for highly imbalanced data in health records analysis were 
presented. When minority samples are too tiny, undersampling 
and oversampling, or a mix of the two via hybrid and 
ensemble, did not give satisfactory results. The authors 
developed HUSDOS-Boost, which stands for Heuristic Under-
sampling and Distribution Based Sampling paired with a 
Boosting ensemble, to cope with the extreme imbalanced and 
small minority (EISM) problem. When compared to other 
ensemble approaches, the result was superior. The authors 
proposed that a hierarchical Bayes model be used to estimate 
the distribution parameter in future work to improve over-
sampling performance [44]. 

Managing cyber-attacks such as in detecting malicious 
synchrophasors is very important especially among energy-
based companies. Performance of the detectors might be 
deteriorated severely due to quality of extremely imbalanced 
data. The authors developed a malicious synchrophasors 
detector based on data rebalancing, ensemble learning with 
bagging, and Extreme Gradient Boosting (XGBoost). The 
proposed method can detect malicious synchrophasors even 
though only a minimum number of malicious instances were 
provided [61]. There are several other methods or solutions 
proposed by different researchers involving different kinds of 
algorithms or solutions in different kinds of extreme imbalance 
dataset. Despite all the proposed methods, an extreme or highly 
imbalance dataset is still a challenging area to explore [44]. 

A. Related Method/Technique In Handling Highly 
Imbalanced Multi-Class Data 
This section presents the related methods or techniques that 

have been used by researchers to handle highly imbalanced 
multi-class data. In the context of this study, the methods 
described are ensemble, deep learning, and cost-sensitive 
method. 
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1) Ensemble method: Research works on highly 
imbalanced data using ensemble method have become more 
prevalent since the emergence of Big Data technology [14]. 
Ensemble method along with hybrid method is steadily 
gaining attention from researchers around the world. From 
2010 to 2021, there are many literatures regarding research 
works on highly imbalanced data using ensemble method [15], 
[61], [62], [63], [64] [65], [66], [67], [68]–[74]. The ensemble 
technique is popular because it combines many algorithm 
approaches with the ensemble algorithm in machine learning 
to improve performance [60], [75]–[77]. Compared to a single 
classifier, the ensemble's total performance was improved by 
combining several approaches or algorithms. Ensemble 
modelling is a set of models that work collaboratively to 
provide a more efficient predictive model. Different modelling 
techniques, such as Decision Tree (DT) [78]–[82], Neural 
Networks (NN) [83]–[86], Random Forests (RF) [87], [88]–
[91], Support Vector Machines (SVM) [43], [92]–[95] and 
others can be integrated with ensemble. 

Bagging, boosting, and stacking are examples of ensemble 
techniques that are used to improve the performance of a 
model or reduce the likelihood of selecting a bad one. There 
are many literatures on the performance of ensemble method. 
Among more prevalent methods are Bagging (Bootstrap 
aggregation) [6], [28] [96]–[99], [100], Stacking (Stacked 
Generalization) [98], [101], [102], Random Forest (RF) [87], 
[91], [103], [13], [104]–[109] and Mixtures of Experts [8], 
[42], [110], [111], [112], [113]. 

In 1996, Bagging or Bootstrap Aggregating was established 
as one of the first ensemble approaches. To reduce variance 
error, this technique trains and picks strong classifiers on 
subsets of data. Robust performance on outliers, decrease of 
variance to minimize over-fitting, which requires minimum 
further parameter adjustment, and the ability to accept high 
nonlinear interactions are just a few of the advantages. One of 
the drawbacks of bootstrap aggregation is that the more 
complicated the model becomes, the less visible and 
interpretable it becomes [114]–[117]. 

Boosting is like bagging, but it gives weak classifiers more 
weight. The weaker classifiers are given additional weight in 
the following classification phase with each iteration of 
classifications, increasing their chances of being categorized 
properly until a stopping point is reached. This can be thought 
of as course-correcting by re-energizing the data weights that 
require it. Over-fitting, outlier influence, revision on iteration 
ending point, and lack of transparency owing to complexity are 
some of the flaws of this technique, which optimize the cost 
function. [96], [118]–[120], [121]. 

Stacking, sometimes known as the least understood 
ensemble technique, produces ensembles by combining a 
variety of powerful classifiers. When developing ensemble 
models, diversity is crucial because it allows stronger learners 
from various regions to combine their abilities to lower the 
chance of misclassification. Stacking employs various levels of 
classification training [98], [102], [122]–[124]. Tier two (2) 
will use the misclassified regions to adjust the behavior in the 

next phase if tier one has feature spaces that are misclassified. 
The biggest flaw in this form of ensemble is that it lacks 
transparency when it comes to determining a metadata 
classifier that adjusts for errors to improve prediction accuracy 
[59], [125]–[128]. 

When compared to the implementation in a single 
classifier, the ensemble's total performance is improved by 
combining several approaches or algorithms. There is a lot of 
literature stating about the performance regarding ensemble 
method [1], [2], [125], [129]–[132]. 

An effective and popular tool for optimizing ensembles of 
classifiers is the genetic algorithm (GA), belonging to the 
family of evolutionary algorithms [133]–[135]. The inspiration 
to study evolutionary computation (EC) was the imitation of 
nature in its mechanism of natural selection, inheritance, and 
functioning. Evolutionary computation is used to demonstrate 
and unravel complex tasks, primarily for optimization. It is 
trained based on species, not on an entity, that extends across 
the lifespan of numerous generations of entities. As a result, 
generations that are produced progressively meet the 
conditions of the task, and this would improve the adjustments 
made to the environment. 

It is also worth observing the combination of evolutionary 
computation with ensemble methods. Examples of such 
combination can be found in several areas of research like in 
model-based ensemble [136], micro genetic algorithm, parallel 
genetic algorithms [137], GA with ensemble method [138], 
[139], and stacking ensemble [58], [124]. The algorithms 
mentioned are examples of hybrid and ensemble algorithm that 
falls into the CL strategy. 

Ensemble approaches have been widely applied across 
several disciplines in the domain of credit scoring and 
bankruptcy prediction [99], [139], [140], [141] including the 
latest on personal bankruptcy prediction on imbalanced dataset 
can be found in several literatures [79], [88], [89], [141], [142]. 

2) Extreme Gradient Boosting (XGBoost): The 
consequences of noisy data and redundant features, which 
contributed to the unbalanced data scenario, are mitigated by 
feature selection methods. In boosting approaches, such as 
extreme gradient boosting (XGBoost), distributed learning, 
and multi-core computation, which fully employ the 
computer's capabilities to speed learning, are possible. As a 
result, more investigation into boosting is strongly 
recommended in the highly or extreme imbalanced data 
research. Chen and Guestrin developed XGBoost which is an 
advance gradient boosting (GB) [164]. It is a fast, scalable, 
and efficient algorithm that won Kaggle machine learning 
competition and was applied in many applications and is used 
by many corporations. 

Base classifiers are known as weak learners. In boosting, 
models are added concurrently until there is no further change. 
Boosting is an additive ensemble method that combines new 
models with existing models to reduce errors. Boosting is a 
technique for integrating many base classifiers to produce 
classification accuracy that is considerably better than any 
single base classifier's performance. A boosted model will 
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produce a good result even if the base classifiers have a 
marginally better accuracy than random. XGBoost is an open-
source library providing a gradient boosting platform for 
Python, R, C++, and Java. It employs a gradient-boosting 
technique to generate a prediction model in the form of an 
ensemble of weak prediction models, most commonly decision 
trees. 

Gradient boosting (GB), stochastic GB, and regularized GB 
are the three major types of gradients boosting that XGBoost 
can perform. The XGBoost approach is flexible in its 
implementation of distributed and parallel computing and can 
handle sparse data [143]. It is strong enough to handle hyper 
parameter fine tweaking and regularization parameter addition. 
It's been put to the test on large-scale challenges and can 
handle most regression, classification, and ranking problems, 
as well as custom objective functions. XGBoost is also 
portable and compatible, allowing it to run on any operating 
system. It works with AWS, Azure, and GCE, as well as other 
distributed cloud platforms. 

XGBoost is easily coupled to large-scale cloud data-flow 
systems like Flink and Spark, which were designed specifically 
for model performance and computing speed. Model tuning, 
computational environments, and algorithm enhancement are 
all available in XGBoost. The algorithm was created with the 
goal of reducing computation time and allocating memory 
resources efficiently. XGBoost improves classification 
accuracy and performs calculations 10 times faster than 
commercial software. It can prevent over-fitness and dealing 
with missing values. With learning, XGBoost can figure out 
the dividing path for the test with incomplete eigenvalues. [60]. 

3) Deep learning method: Research of deep learning in 
imbalanced data was overwhelming, however research of deep 
learning in highly imbalanced data still has much room for 
expansion. The length of the majority data or class is 
substantially longer than the length of the minority data 
component in highly imbalanced data settings. To put it 
another way, the minority data has essentially been ignored by 
the classifier and most of the time considered as a noisy data 
[4]. The net gradient, which is responsible for updating the 
classifier weights, is dominated by the majority data. During 
early iterations, this reduces the error of the dominant majority 
quickly, but it often raises the error of the minority group, 
trapping the algorithm in a slow convergence state. [5]. 

In the fields of image identification [144], speech 
recognition [145] and natural language processing [146], [147], 
deep learning has been widely utilized. However, there have 
been few studies on the use of deep learning in highly 
imbalanced data. As the RNN is ideal for time series analysis, 
one popular application is the deployment of a recurrent neural 
network (RNN) to investigate network intrusion detection on 
an imbalanced dataset [148]. 

Convolutional Neural Network (CNN) is another deep 
learning model that has been used to forecast bankruptcy. 
Hosaka et al. took financial statement data from Japanese 
publicly traded firms and converted the numerical financial 
ratio data into a grayscale image that was tailored to CNN's 

characteristics and could be evaluated directly by CNN. To 
cope with bankruptcy prediction difficulties, Hosaka suggested 
a CNN framework, and this model beat comparable 
conventional solutions, including most of the established 
machine learning techniques [149]. Mai et al. used layers of 
neural networks to extract attributes from textual data from 
over 10000 public corporations in the United States to 
incorporate deep learning into the prediction of bankruptcy. 
[150]. 

It has been revealed that when textual data (e.g., news, 
public company reports) is combined with classical numerical 
data (e.g., financial ratio data), deep learning performs better in 
imbalanced data study using textual disclosures, improving 
prediction accuracy even more. These intriguing findings open 
up new avenues for research in the field of bankruptcy 
prediction on imbalanced datasets, providing new insights and 
ideas. [151]. 

4) Cost-Sensitive learning: When training a model, cost-
sensitive learning considers the costs of prediction errors as 
well as any additional cost that may be necessary. It is related 
to classification on datasets that are imbalanced or have 
skewed class distribution. As a result, a variety of cost-
sensitive learning approaches and strategies can be used to 
solve problems with imbalanced data. [50], [58], [152]. 

The goal of cost-sensitive learning for imbalanced 
classification is to assign different costs to different types of 
misclassification errors, then utilize specific algorithms to 
compensate for those costs. The concept of a cost matrix 
facilitates to understand the varied costs of misclassification. A 
confusion matrix is a list of a model's predictions on 
classification tasks. It is a table that lists the number of 
predictions made for each class, separated by the actual class 
[153]. 

It is easiest to understand using a classification issue with 
negative and positive classes, which are commonly labelled 
with 0 and 1 class labels. Although the meanings of rows and 
columns can be and often are interchanged with no loss of 
meaning, the columns in a matrix table indicate the actual class 
to which the instances belong, and the rows represent the 
anticipated class. A cell is the number of samples that fulfil the 
row and column's requirements, and each cell has a unique 
common name. A confusion matrix for a classification problem 
is shown in Table II. 

The confusion matrix's cost matrix is a matrix that allocates 
a cost to each cell. The focus of the research on the unbalanced 
data problem, in relation to the confusion matrix, is on errors, 
hence 'False Positive' and 'False Negative' will be the primary 
focal areas. In an imbalanced classification task or a challenge 
with imbalanced data, the latter is more common than the 
former. 

TABLE II. A CONFUSION MATRIX FOR A CLASSIFICATION TASK 

 Actual Negative Actual Positive 

Predicted Negative True Negative (TN) False Negative (FN) 

Predicted Positive False Positive (FP) True Positive (TP) 
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IV. PROMINENT VALIDATION METRICS FOR HIGHLY 
IMBALANCED MULTI-CLASS DATA 

The precision metric, defined as Equation (1), measures the 
accurately categorized positive class samples. 

Precision = TP
TP+FP

             (1) 

where TP and FP stand for true-positive and false-positive 
counts, respectively. 

The fraction of accurately identified true positive samples 
is measured by recall, which is calculated using Equation (2): 

𝑅𝑒𝑐𝑎𝑙𝑙 = 𝑇𝑃
𝑇𝑃+𝐹𝑁

              (2) 

G-mean and AUC have been designed for class imbalanced 
problem-measurement. As shown in Equation (3), the F-
measure or F-1 score is the harmonic mean of precision and 
recall: 

𝑓 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 = (1+𝛽)2 𝑥 𝑟𝑒𝑐𝑎𝑙𝑙 𝑥 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
𝛽 𝑥 𝑟𝑒𝑐𝑎𝑙𝑙+𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

=  
(1+𝛽)𝑥𝑇𝑃𝑃 𝑥𝑇𝑃𝑃𝑃
𝑇𝑃
𝑃 𝑥 𝛽+𝑇𝑃𝑃𝑃

      (3) 

The geometric mean, or G-mean, is a metric that assesses 
the balanced performance of a classifier, as shown in Equation 
(4): 

𝐺 −𝑚𝑒𝑎𝑛 = � 𝑇𝑃
𝑇𝑃+𝐹𝑁

𝑥 𝑇𝑁
𝑇𝑁+𝐹𝑃

             (4) 

The AUC stands for Area under the ROC Curve, which is 
used to assess the model's performance [21] and can be used to 
estimate it, as demonstrated in Equation (5): 

AUC = � 𝑇𝑃
𝑇𝑃+𝐹𝑁

+ 𝑇𝑁
𝑇𝑁+𝐹𝑃

� /2            (5) 

As a result, the performance evaluators of the classifier 
employed in most imbalanced data research include F-measure, 
G-mean, AUC, and Accuracy [1], [154]. However, in a highly 
imbalanced data situation, accuracy, also known as balanced 
accuracy, is not a feasible validation metric due to the nature of 
the classifier, which is bias towards the majority class and 
ignores the minority class [21], [63], [155]. 

A. Related Study on HIMC Data Framework 
Before a new framework on highly imbalanced multi-class 

data can be proposed, related studies on both highly 
imbalanced binary data and highly imbalanced multi-class data 
must be discussed thoroughly. This section will present the 
descriptions and discussions on the differences between highly 
imbalanced binary data and highly imbalanced multi-class data 
in terms of literatures, technologies, and domain in real world. 

Table III shows literature related to highly imbalanced 
binary (HIB) data and highly imbalanced multi-class (HIMC) 
data. Before further explanation on this table is given, a 
clarification on “Data Mining” domain will be given. It is 
known as “Data Mining” domain due to the nature of the 
research which uses multiple different datasets ranging from 
five datasets to 35 datasets. Each of the datasets are different in 
terms of discipline and areas of interest such as Abalone, 
Glasses, Cars, and Credits etc. Therefore, each dataset is a 
unique domain and thus it is called “Data Mining” domain. 

From 2006 to 2021, there were many literatures published 
about highly imbalanced data. Some of the literatures were on 
HIB data and the rest were on HIMC data. The related HIB 
data was from the data mining domain, and this data was 
grouped based on these algorithms: SR 0-1 LOSS [15], F-BFR 
[156], T-BFS [157], K-SUB [64], PSU [102], C4.5N [158], 
DWCE [159], ECSM [72], GP-COACH [160], Fuzzy [161], 
[162], OSPREY [163], Chi Method, CNN [164], WL-Norm 
SVM [165], EAIS + Fuzzy [166], GA + Fuzzy [167], US + 
Ensemble (Data Hardness) [15], Clustering + WS [66], DBE-
DCR [73], EUBoost [168], GA-FS-GL [169], GSVM-RU 
[170], GA-GL+FRBC [171], K-Means + HFS [172], 
REPMAC k-Means +SVM + DT [173], SwitchingNED [70], 
SVM-US [174], B-BFS [67]. 

For the HIMC data, the related domain was the data 
mining: FMFS [186], DM-UCML [188], WRSEW + RDL 
[189], aerial imaging: RF-MML [187], bioinformatics: DBNN 
(DEEP SOM) [18], CNN [56], cyber-attack detection: SAE 
[190], facial recognition: VFSG [191], fetal aneuploidies: ANN 
[192], medical: CRF [40], CNN [144], pathology: CNN [193], 
power synchropasor detection: RXGBOOST [61] and flare 
forecast: US + OS + SVM [7]. 

In HIB data, specifically in the data mining domain, there 
are many published literatures between 2006 and 2021. For 
data mining domain, several novel methods were developed. 
For example, Calvert et al. who focused on severely 
imbalanced big dataset found that C4.5N was by far the best 
learner in terms of Slow POST attack data. Nevertheless, C4.5 
Decision Tree and Chi Algorithm were found to be less 
effective compared GP-COACH in highly imbalanced dataset 
[158]. Among the more recent literatures in HIB in data mining 
domain come from Bringer et al. The authors found that data 
labeling is difficult in highly imbalanced data environment. 
Therefore, the authors have proposed OSPREY which is a 
system to cater data labeling in highly imbalanced data. The 
system was developed on top of Snorkel framework [163]. 

The CL is the most popular strategy in HIB data. It can be 
seen by the number of literatures found especially in the data 
mining domain. For example, Fernandez et al. studied the 
behavior of GP-COACH algorithm in highly imbalanced data 
scenario [160]. Liu et al. developed a novel framework for 
unbalanced classification that focuses on generating a strong 
ensemble by self-paced harmonizing data hardness using a mix 
of under sampling and self-paced ensemble in CL for HIB data 
[15]. 

For HIMC data, less literatures were found from 2006 to 
2021. Unlike HIB data, there is less research in data mining 
domains where there is only a single literature at DL [219] and 
few literatures at AL [18], [56], [40], [190], [144], [187], [121], 
[191]–[193], and some literature in CL [61], [63], [188], [189], 
[7]. 

Domains such imaging [187], bioinformatics [18], [56], 
cyber-attack [190], facial recognition [191], fetal aneuploidies 
[192], medical [40], [144] and pathology [193] concentrated on 
AL strategy while domains such as medical [63], power [61] 
and solar forecast [7] employed CL strategy. Nonetheless, the 
only research using DL strategy focused on data mining 
domain. 
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TABLE III. HIGHLY IMBALANCED BINARY DATA VS HIGH IMBALANCED MULTI-CLASS DATA 

Class Data Level Domain Algorithm Level Domain Combination Level Domain 

Binary 
class 

SR 0-1 
LOSS [15], 
F-BFR 
[156], T-
BFS [157], 
K-SUB [64], 
PSU [102] 
 

Data Mining 

C4.5N [158], DWCE 
[159], ECSM [72], GP-
COACH [160], Fuzzy 
[161], [162], OSPREY 
[163], Chi Method, 
CNN[164], WL-Norm 
SVM [165] 
 

Data Mining 

EAIS + Fuzzy [166], GA + Fuzzy [167], US 
+ Ensemble (Data Hardness) [15], Clustering 
+ WS [66], DBE-DCR [73], EUBoost [168], 
GA-FS-GL [169], GSVM-RU [170], GA-
GL+FRBC [171], K-Means + HFS [172], 
REPMAC k-Means +SVM + DT [173], 
SwitchingNED [70], SVM-US [174], B-BFS 
[67] 

Data 
Mining 

NRA [175] 
 

Fraud 
Detection 

BERT [19] 
 

Malware 
Detection Ensemble + RF [68] Disease 

Prediction 

SSFS [176] 
 

Phishing 
Detection 

CNN [177], ECDL [178] 
 

Medical 
Imaging DS + ST [179] Hospital 

Admission 

BPFs [180], 
MPRM 
[181] 

Speech 
Recognition  AL [168] Social Media PCA + DA + CNN [145] Imaging 

  GSVM-BA [182] Spam Detection SMOTE-tBPSO-SVM [183] Malware 
Detection 

     Boosting + Sampling [184], SMOTE + RF [185]  Medical 

     GA + SVM-SMOTE [65]  Mortality 
Prediction 

    Ensemble + SMOTE [71] Sentiment 
Analysis 

Multi-
class 

FMFS [186] Data Mining 
 RF-MML [187] Imaging DM-UCML [188], WRSEW + RDL [189] Data 

Mining 

  DBNN (DEEP SOM) 
[18], CNN [56] Bioinformatics ELF [63] Medical 

  SAE [190] Cyber Attack RXGBOOST [61] Power  

  UCML [121] Data Mining US + OS + SVM [7] Solar 
Forecast 

  VFSG [191] Facial 
Recognition   

  ANN [192] Fetal 
Aneuploidies   

  CRF [40], CNN [144] Medical    

  CNN [193] Pathology    

Therefore, it clear that HIB data is more prominent than 
HIMC data and there is more room for future research to be 
conducted in highly imbalanced data. HIB data alone 
dominates the research with 72.7% while HIMC data with only 
27.3%. 

Table III demonstrates highly imbalanced data 
categorization based on techniques used. There are four 
categories of technique that have been used in HIB data and 
HIMC data research works. They are statistical, semi-
supervised, supervised, and unsupervised. This consists of 
81.6% from the overall literatures in CL and almost half which 
is 46.3% from overall literatures in highly imbalanced data. 

Combination Level (CL) dominated in terms of number of 
literatures in both HIB and HIMC data. Supervised type of 
research in HIB using ensemble were published between 2006 
and 2021. In the same technique category (supervised in HIB 
data), hybrid method is also not less popular with quite several 
literatures published within the same period while several 
literatures for unsupervised type of research have been found in 
binary class data using hybrid technique. Overall, there have 
been quite satisfying number of literatures published on CL in 
term of HIB data. 

For HIMC data, number of research in ensemble and hybrid 
was not as many as HIB data, there are only few literatures 
published between 2006 until 2021 which was literatures in 
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statistical area using hybrid, and in unsupervised area and other 
literatures in the area were using ensemble technique. Research 
in HIMC data area is still quite new. 

In terms of feature selection methods in both HIB data and 
HIMC data, there were several techniques involved in the list 
of literatures. The technique used was Repetitive Feature 
Selection, Threshold-based Feature Selection, Binary to Multi-
class Feature Selection, Program to Detect Phishing and 
Feature Maximization for Feature Selection. 

The rise of Big Data is one of the most prominent 
justifications for the adoption of both ensemble and hybrid in 
all three data techniques (DL, AL, and CL) in both HIB and 
HIMC data. Big data processing, as well as hybridization and 
algorithm ensembles have attracted much interest in the 
research community. Referring to the literatures that have been 
analyzed, the earliest literature on highly imbalanced data was 
published in 2006 for HIB data and 2013 for HIMC data 
respectively, after the emergence of Big Data technology. 

V. PROPOSED NOVEL HIMC DATA FRAMEWORK 
This article presents the descriptions on the technologies 

used and gathered from previous studies and the domains of 
the literatures published between 2013 and 2021. The 
literatures were divided further into four categories which were 
Supervised, Semi-supervised, Unsupervised, and Statistical. In 
terms of types of algorithms, the publications were segregated 
based on several groups which were feature selection, artificial 
neural network, deep learning, case-sensitive learning, 
ensemble, and hybrid, including two specific algorithms 
developed for aerial scene imaging and facial expression 
recognition. 

Fig. 2 illustrates the proposed framework of HIMC data. 
The framework has been developed based on important 
elements like data category, data behavior, data characteristics, 
data strategy, model or technique type, and algorithm or model 
or technique or framework or classifier used in HIMC data 
research. The HIMC data framework can be used as the 
underlying basis of highly imbalanced data research both 
binary data and multi-class data. 

 
Fig. 2. HIMC Data Framework. 
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Based on the framework, data can be categorized into 
binary and multi-class. There are other categories of data such 
as streamed data and big data, but this research only focuses on 
these two categories of data. Moreover, both streamed data and 
big data research are higher-level research when the underlying 
data categories will come back to multi-class data and binary 
class data as the base category. Multi-class data can be further 
divided into balanced and imbalanced data. Balanced data is 
only present in controlled environment where both majority 
and minority classes and data are divided to 50-50 percent 
ratio. 

Algorithms or techniques or methods can be divided into 
different categories which are Supervised, Semi-Supervised, 
Unsupervised and Statistical. In this framework, year of 
publication has also been added for easy referencing. Finally, 
there is technique or model group. It can be categorized into 
single method, ensemble, and hybrid group. Single method 
group lists only research works that use a single algorithm or 
technique or method. Ensemble group is a list of studies that 
employ ensemble method and hybrid group is a list of research 
that employ hybrid method. Finally, it is worth mentioning that 
in this framework, domains for each literature are also stated 
next to the method used. Multiple domains mean that the 
referred articles mentioned the use of many benchmarks in 
many disciplines. 

In the framework, highly imbalanced data is further divided 
into DL, AL, and HM [4], [21]. Since ensemble can work 
independently or combined with other methods in DL or AL, 
HM and EM are combined to employ CL strategy. In HIMC 
data framework, there have been only a couple of literatures 
related to DL strategy. Using Feature Maximization in Feature 
Selection, Jean-Charles Lamirel devised a strategy for coping 
with severely imbalanced textual data grouped into similar 
classes. [194]. Another study came from Kubler et al. where FS 
was used to handle problem with how to extend FS from binary 
classification data to multi-class data [195]. Both literatures 
used multiple domains in their research. 

There are several literatures published between 2016 and 
2021 on HIMC data in AL. Domains such as in the study of 
fetal aneuploidies, medical, application development of facial 
expression recognition, cyber-attack, aerial scene imaging and 
bioinformatics. Several articles stated the use of supervised 
method [56], [144], [121], [192], [196] and others stated the 
use of unsupervised method [191], [18], [83], [193] and one 
article mentioned the use of statistical method. All research 
related in DL and AL employed single method and thus, they 
were categorized into single method group [187]. 

CL gained more popularity in recent times. Even though 
there have been only little literatures related to CL strategy, 
most of these articles have the best performance benchmark. 
Two articles mentioned the use of supervised method in 
medical and malware detection domains [62], [63]. One article 
mentioned the employment of semi-supervised in power 
synchrophasors detector domain [61]. Other articles mentioned 
the use of unsupervised method in rare event of flare forecast 
and multiple domains [7], [189] and finally the statistical 
method was used in medical imaging and multiple domains 
based on several articles [40], [121]. 

VI. DISCUSSION 
Multi-class data issues are more difficult to solve compared 

to binary classification data [22]. Most of the articles published 
recently focus on handling problems in binary classes such as 
bankruptcy prediction (bankrupt vs. non-bankrupt), computer 
security (normal activity vs. malicious activity), medical 
(healthy vs. infected). Because multi-class data can be 
dissected and handled using binary class methods, many 
literatures focus on binary class data [21], [31]. 

Multi-class data have different challenges. If the output for 
binary classification is binary, multi-class output will be 
multiplied (more than two targets or results) [1]. Several 
examples of real-world cases involving highly imbalanced data 
are like hospital readmission [197], feature pattern of 
Thoracolumbar spine fracture [87], solar flare forecast [7], 
modeling of Chlorophyll concentration in Algal Bloom [56], 
semantic segmentation [198], [199], medical imaging [40], 
malware detection [19], cyber-physical strike discovery [190] 
and Bioinformatics [18]. 

In highly imbalanced multi-class data, a multiple skewed 
distribution is an issue which affects classifiers’ performance 
as it is difficult to decide the boundaries in highly imbalanced 
multi-class data. A distance-based algorithm such as Hellinger 
distance has been used to handle the problem. However, there 
are issues on overlapping class and noisy data [21], [33], [155]. 
A good solution for the problem is to combine a method that 
can minimize overlapping class and reduce noisy data [2], [31], 
[200]. A promising solution that might handle both problems is 
by using ensemble methods. This is because this method is 
capable of rectifying imbalance class and improving weak 
classifiers [201]. However, ensembles suffer from lack of 
interpretability and are usually computationally expensive [26]. 

Problems in highly imbalanced data originate from 
problems in slightly imbalanced data which are alleviated due 
to the nature of severe imbalance ratio (IR) [3], [33]. Thus, 
problems in imbalanced multi-class data and highly 
imbalanced multi-class data can be considered similar in nature 
with high IR. In ML, multinomial or multi-class classification 
is the problem of classifying instances into one of three or 
more classes [21]. A multi-class classification problem is not as 
developed as the binary classification problem in imbalanced 
data [4], [21], [110]. 

High IR has negative impact toward the minority class and 
overall performance of data may result in information loss 
[102], [202]. In multi-class data, performance of each class 
needs to be focused specifically because each class is 
distinctive. A classifier might obtain good performance in 
some classes while unsatisfactory results in other classes [4], 
[18], [21]. 

Relationship among classes is another issue in multi-class 
data. It is a complicated situation because each group of classes 
presents different problems [4]. Two or more classes might 
overlap in some group. While other classes might have a 
normal borderline and considered as normal classes. This 
problem is elevated in highly imbalanced multi-class data, and 
it affects classifiers’ performance [159], [40]. 
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Leevy et al. and Rendon et al. suggest that heuristic-based 
and more flexible methods have been less developed to solve 
multi-class data problems [31], [203]. There are literatures in 
the analysis of relationships among classes in multi-class data 
that have produced satisfactory results [155]. However, there is 
a need to improve on highly imbalanced multi-class data 
domains as the same method has not produced good results in a 
highly imbalanced environment. 

In multi-class data, class overlapping is an issue because it 
may happen anywhere within the dataset with different groups 
of overlap classes. The problem is more complicated in highly 
imbalanced multi-class data scenarios, as it is hard to define 
borders of the overlapped classes. The problem will affect the 
classification or prediction performance of the classifier. The 
data needed to be properly pre-processed and appropriate 
sampling procedure be applied [4], [47], [47]. The challenge is 
to develop solutions that consider the different features within 
the overlapped classes and at the same time also showing good 
classification or prediction performance [204]. 

The presence of noisy data in a dataset can increase the 
imbalance among classes and eventually could result in the 
classifier rebalancing the wrong classes [205]. To overcome 
the issue, a new approach for data cleaning is needed to boost 
classifier performance in multi-class data [46]. Another way to 
solve the problem is to create synthetic data, which allows 
overlapping data to be transferred to other locations. Another 
method is to remove excessive samples. New approaches 
should consider removing excessive samples while maintaining 
the quality of the data [2], [6]. 

In summary, in highly imbalanced multi-class data, 
minority classes are treated as noisy data. However, the 
minority data might have crucial information [1], [21]. Another 
issue is the misclassification cost between the majority and 
minority data. The cost-sensitive strategy is a well-known 
method for dealing with data imbalances. Minority samples, on 
the other hand, had a higher cost of misclassification than 
majority samples. [50]. Finally, a highly imbalanced multi-
class data has multiple skewed classes which reduces classifier 
performance as it is difficult to normalize the skewness [26], 
[31], [44] and difficult to define borders of the overlap classes 
[4], [46]. Future research in highly imbalanced multi-class data 
should focus on these issues. 

Future direction of HIMC data is clear, that is to have more 
research focusing on the issues presented in this article. One of 
the main issues of HIMC was the high IR between data classes. 
This was because the presence of multiple classes with high IR 
caused multiple skewed distribution and would affect the 
minority class as it was ignored by the classifiers because they 
tended to be biased toward the majority class. Another issue 
was the overlapping classes. This involved the difficulty to 
define borders of multiple classes. Finally, the issue on the 
presence of noisy data especially in big dataset. In this issue, 
classifiers tended to treat the minority data as noisy data due to 
the high IR. 

VII. CONCLUSION 
Data-related research has evolved as more essential, 

exciting, and beneficial due to the rapid rise of Big Data. In this 

research, machine learning algorithms at different levels have 
been addressed by using different strategies which are DL, AL, 
and CL to properly manage highly imbalanced multi-class data 
problems. It has proposed a novel framework for HIMC data in 
the wake of issues concerning HIMC data. However, due to the 
dynamism and uniqueness of each dataset and the 
heterogeneity of data, developing a proper method or technique 
in handling highly imbalanced multi-class data remains a 
challenge. As a result, the current state-of-the-art algorithms 
were found and categorized in four different types in this study: 
supervised, semi-supervised, unsupervised, and statistical. 
Finally, the performance of various machine learning 
techniques used to handle HIMC data is compared in this 
research. Hence, based on the analysis performed, there is a 
need for a novel framework of HIMC data to be designed. 
Finally, open issues, challenges, and future direction of HIMC 
data have been discussed and presented in this article to pave 
the road for extended research works in HIMC data to be 
conducted in the future. 
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Abstract—Agriculture is one of the most famous case studies 
in deep learning. Most researchers want to detect different 
diseases at the early stages of cultivation to save the farmer's 
economy. The deep learning technique needs more data to 
develop an accurate system. Researchers generated more 
synthetic data using basic image operations in traditional 
approaches, but these approaches are more complicated and 
expensive. In deep learning and computer vision, the system's 
accuracy is the crucial component for deciding the system's 
efficiency. The model's precision is based on the image's size and 
quality. Getting many images from the real-world environment 
in medicine and agriculture is difficult. The image augmentation 
technique helps the system generate more images that can 
replicate the physical circumstances by performing various 
operations. It also prevents overfitting, especially when the 
system has fewer images than required. Few researchers 
experimented using CNN and simple Generative Adversarial 
Network (GAN), but these approaches create images with more 
noise. The proposed research aims to develop more data using a 
Meta approach. The images are processed using kernel filters. 
Different geometric transformations are passed as input to the 
enhanced GANs to reduce the noise and create more fake images 
using latent points, acting as weights in the neural networks. The 
proposed system uses random sampling techniques, passes a few 
processed images to the generator component of GAN, and the 
system uses a discriminator component to classify the synthetic 
data created by the Meta-Learning Approach. 

Keywords—Basic image operations; meta-learning techniques; 
generator; discriminator; synthetic data; sampling techniques; 
latent points; kernel filters 

I. INTRODUCTION 
Deep Learning algorithms are famous for solving case 

studies related to medicine and agriculture. The efficiency of 
the deep learning model depends on the selection of neural 
network design. The process of defining the best estimators 
for a network is coined "Hyper Turning." he system needs 
more balanced and huge of data to estimate the proper 
parameters that suit the network. It is highly impossible to 
collect the real-time images from the farming lands using 
digital cameras, and the collection of satellite images covers 
the entire crop. However, it cannot provide individual leaf 
analysis [19]. So, the agriculture industry needs a system that 
can generate similar images covering controlled and 

uncontrolled situations like blur leaf images due to heavy 
wind effects, half leaf images due to the distance, and others. 
The generation of similar images is known as "Data 
Augmentation," and the data is known as “Synthetic Data.” 
The previous researchers created synthetic data using basic 
image manipulation techniques, GANs or Auto encoders and 
decoders [10]. The number of images will increase using 
manipulation techniques like transformation and rotation, but 
they cannot produce uncontrolled images. Researchers have 
introduced GANs and encoders over the past few years to 
create compressed and noisy images so they can handle 
uncontrolled conditions. However, due to single components 
of GANs, they produce more noise than required. The 
proposed system to reduce the number of noisy images and 
enhance the quality of controlled images introduced a meta-
intelligent environment where the architecture is improved by 
increasing the components of GAN, and these components 
take the manipulated images rather than the original images 
from the GAN. The proposed research generates images using 
simple operations, as discussed below. 

A. Basic Image Operations 
Traditionally, to manipulate the images, researchers 

performed Geometric transformations [18], which involve 
rotations, flipping, resizing, shifting, zooming, cropping, and 
noise operations. The system can also perform color space 
transformations. Images are composed of RGB color 
conventions but must be converted into grey-scale or other 
color saturation values for efficient data processing. The 
essential operations involve a kernel filter [16], extracting the 
region of interest from the image using convolution neural 
networks. The image is saved as a two-dimensional matrix, 
and the filter does a dot product between the inputs and filter 
layers and then adds the values to get a single value in each 
location. Edge detection, image sharpening, and blurring 
operations benefit from kernel filtering. The most recent 
improvements are the random erasing technique to remove 
pixels in an image by choosing a rectangular region based on 
the likelihood determined by aspect and area ratios. The 
Random Erasing technique is essential for image recognition, 
object detection, and people re-identification. It can be used 
on pre-trained models and easily combined with neural 
networks [13]. The different types of image operations are 
shown in Fig. 1. 
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Fig. 1. Types of basic Image Operations. 

1) Rotation: Rotation is the most straightforward 
operation that can be applied to any image to change its 
orientation. The rotation angle is expressed in degrees, ranging 
from 0 to 360 clockwise[21]. 

2) Flipping: It is a variation in the rotational operation. 
The transposition of row and column pixels is accomplished 
using a flipping operation. Two types of flipping operations 
can be carried out here. Horizontal and vertical flips may be 
used, depending on the quality of the images. 

3) Shearing: Shearing is moving pixels from one location 
to another, either horizontally or vertically. The image's 
dimensions remain unchanged. Only a few pixels will be 
clipped off. 

4) Cropping: The images generally have a region of 
interest at different locations. Cropping the image at the 
required area is the best operation to identify the location. 
Since the proposed system is a classification model, the 
model's output should be a subset of the entire image[17]. 

5) Zooming: When a system zooms in, the system can 
either add new pixel values or interpolate existing ones. If we 
take the value x as an example, the zoom will perform 1+x 
and 1-x operations on the image pixels. It aids in the image's 
standardized sampling. 

6) Brightness or contrast: This operation can darken or 
brighten an image. This operation primarily assists the model 
in training the device in various conditions. The system may 
use percentages to specify the minimum and maximum values. 
The image is darkened if the value is less than 1.0 and 
brightened if the value is more than 1.0. 

The below section presents the algorithm in which all the 
manipulation operations are randomly applied to the dataset's 
images. 

Algorithm:  Basic Image Operations 
Input: Load the tomato dataset from the data repository, T_Data 
Output: Retransformed Images 
1. for i in len(T_Data): 
       Resize_timageImageGenerator(T_Data,rescale=1/255). 
 2. train_img_genImageDataGenerator(rotation_range=45, 
width_shift_range=0.20, height_shift_range=0.25, horizontal_flip= 
True, zoom_range=0.50) 
3. 
img_gentrain_img_gen.flow_from_directory(directory=path,batch
_size=32) 
4. for img in img_gen: 
        imshow(img) 

The algorithm will give the individual operations 
augmented images, as shown in Fig. 2(a), and the combined 
basic image operations are shown in Fig. 2(b). 

Fig. 2(a) represents the individual operation on each 
image, whereas the proposed system uses the "Data 
Generator" module to apply different processes on the dataset 
images. Fig. 2(b) represents five such figures as sample 
output. 

B. Data Augmentation 
Manually increasing the size of the image dataset is 

complicated. Neural networks provide different "data 
augmentation through GAN” [11], as shown in Fig. 3, to 
simplify the process. The data augmentation can be performed 
in either online mode or offline mode. This research 
implements online augmentation techniques since the offline 
[12] mode involves high memory usage, which is expensive 
and time-consuming. In online data augmentation, images are 
transformed randomly in different batches, and the model is 
trained with more cases in each epoch. 

The two design considerations for augmentations are 
Train-time data augmentation to minimize generalization error 
and test-time data augmentation to increase predictive 
accuracy. The most critical operation to perform is resizing. 
Resizing ensures that all images are the same size. Specific 
pixel scaling and normalization operations can be carried out. 

  
 

Rescale Rotation Horizontal Shift 

   
Vertical Shift Horizontal Flip Zoom 

(a) 

 
(b) 

Fig. 2. (a) Individual basic Image Operations on Tomato Leaves, (b) 
Combined basic Image Operations using Image Data Generator. 

 
Fig. 3. GAN’s Classification. 
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GAN technique provides adversarial preparation in critical 
models where Gaussian noise is injected, and images are 
transformed with worst-case perturbations [15], resulting in 
incorrect results with high confidence values. It also includes a 
neural style transferring technique that aids in the creation of 
new images by blending them, mainly when the model 
contains text or kinds. It employs two distinct distance roles, 
one for identifying text differences and the other for 
identifying style differences. In GANs, the generator takes a 
fixed-length vector as input and gives a domain-specific 
sample as output. Discriminator [14] takes the domain's 
information and generates a binary value depending on the 
prediction. 

The entire paper organizes into five sections, where the 
introduction discusses the techniques related to image 
manipulation and data creation operations. The literature 
review section focuses on the previous researchers' 
methodologies and their merits and demerits. The literature 
section and also represents the gaps in the earlier works by 
analyzing the fallbacks associated with each method. The 
proposed process initially defines the architectural difference 
between the existing and proposed techniques. It also presents 
the layered architecture of the discriminator component and 
generator component. Finally, it describes the overall process 
of creating the synthetic data to enhance the size of the data. 
The result section describes how the accuracy of creating fake 
and real images in every epoch is computed. It also proves 
state-of-the-art compared with the other works mentioned in 
the literature survey. The paper in the last section concludes 
the piece by justifying the need for intelligent approaches to 
enhancing data size and presents the future to design an 
automated system for agriculture [21-24]. 

II. LITERATURE REVIEW 

A. Methodologies Implemented using Researchers 
[1] Ahmed Ali et al. proposed a framework in which 

GANs are integrated with CNN to classify mosaic virus in 
tomato plants. The author increased the dataset size by 
generating fake images stage by stage. This research's stages 
are healthy, early, and late infection. Random noise and each 
stage are passed as discriminators' inputs to generate synthetic 
samples. In hidden layers, global pooling is applied to create 
fake images almost nearer to the real images in the training 
dataset. It generates 512 feature vector dimensions and is 
passed as input to the discriminator to check its authenticity. If 
the accuracy rate is low, it loops the entire process for that 
particular image until it obtains a high accuracy rate. Finally, 
the model takes these augmented images as input to the neural 
network and performs multi-classification. CNN uses a 4-
layered architecture by taking the standard activation function 
"ReLu" and standard optimizer "ADAM." This model 
balanced the dataset by producing an equal number of images 
in each stage. 

In [2], Umit Atila et al. experimented with EfficientNet to 
eliminate the problems caused by the ImageNet pre-trained 
Model. The first step to improving efficiency is to perform the 
uniform scaling operation in all directions along with uniform 
translations and rotations. The uniform scaling factor is 
measured by drawing the grid relation between neighboring 

pixels. The obtained values act as the constraints based on 
which a neural network is designed to predict the class labels 
approximately. This research constructed inverted bottleneck 
layers available in Mobilev2Net to generate the images based 
on the expansion and contraction techniques. Transfer learning 
replaces the last layers of the B5 model, with 16 layers of 
MobileNet and four fully connected layers as a classifier. The 
disadvantage of this model is that it initialized the learning 
rate as 0.0001 but obtained an accuracy of 99.97%, which 
means this model cannot learn the complex relationships 
among the features. 

In [3], Hongxia Deng et al. designed RHAC_GAN using 
the hidden variable mechanism to increase the dataset size 
because the collection of small data would not make many 
effects and would not get better results by using the CNN 
algorithm. Traditional approaches used image rotation, 
increased image brightness, and many other factors to solve 
this problem. Even these cannot help collect extensive data, 
which results in less accuracy. In the case of agriculture, it 
needs a large amount of data to identify the disease; however, 
due to insufficient data collected, even the best method, CNN, 
cannot give the best results. For the more extensive data 
collection, they proposed an ACGAN method that takes the 
generated images and divides them into parts to visualize the 
disease better. The hidden parameters in this model aim at 
low-frequency parameters in the image and show it as the 
disease-affected place. 

In [4], Yang Wu et al. implemented an Adversarial VAE 
encoding mechanism for increasing the number of tomato leaf 
images in the dataset. Traditional VAE is extended by 
replacing the single scaling component with a multi-residual 
member for generating different scaling images in different 
directions. It is not easy to extract and train the parameters in 
the model, so the system needs a generalized learning 
environment and the labels associated with images. In this 
Model, GAN is integrated with the encoder in stage 1 to create 
compressed images as a dummy dataset. In stage 2 decoder is 
attached to reconstruct by creating latent space variables. 
Usage of the mean pre-processing technique helps the model 
enhance the dimension from 128 to 256 during the encoding 
process. The downsampling of neural networks helps the 
model create a scale block using reduced mean operation. 

In [5], Amreen Abbas et al. designed conditional GAN 
using a transfer learning technique on nine diseases. The 
model uses a generator of CGAN to create augmented images 
using three layers. One of the three layers is implemented 
using an embedded pairing mechanism, consisting of a series 
of flatten and dropout layers. The advantage of CGAN lies in 
the fast creation of enhanced images by learning 
approximately seven lakhs of training parameters, and all the 
images are labeled from 0 to 9. In the next phase, the 
augmented images are merged with DenseNet using max 
pooling and average pooling layer alternately to minimize the 
number of features in every layer. A fine-tune layer is attached 
to the pre-trained network, which helps adjust weights 
optimally and perform the hyper tuning. 

In [6], Jashraj Karnik et al. used a new way of 
classification called YOLOv3. KNN, K-means, and SVM did 
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the data classification in the olden days. However, with the 
help of YOLOv3, it would be better and more accessible. 
They had proposed four ways for the farmers to understand 
the problem. Pre-processing, data augmentation, classification, 
and intersection over union have been done. The farmers who 
lived far away would face a problem identifying the disease. 

Moreover, with the help of deep learning and AI, they can 
only identify the disease in the early stage. All farmers who do 
not know which plant to have or not and what fertilizers to use 
were also present in the AI, which would help the farmers 
increase their growth. YOLOv3 would work in 2 ways: 
classifying the leaves and the disease. This way, the output 
would be given to the CNN, identifying the disease. In their 
proposed AI, they would recognize the disease and help the 
farmers take the next step that would help them increase their 
growth. 

In [7], Aaditya Prasad et al had implemented a two-step 
machine learning model for better accuracy for low- and high-
fidelity pictures. Here they used UAV images. The two data 
collectors were used to reduce the imbalance in the high 
fidelity. One was a data generator, and the other was 
modeling, and each of these elements had two-step for 
identification and classification. This model identifies the 
affected region and captures high-definition images for better 
understanding and classification. The second phase deals with 
the technical method for proletarian revolution: synthetic crop 
images in data generators. 

In [8], using MATLAB, Bhattacharya developed a method 
based on CNN. The rapid investigation and diagnosis of plant 
illnesses can help manage disease development on various 
crops, enhancing harvest growth and yield. Apply image 
analysis and deep learning approaches to automatically 
discover acceptable features for differentiating the different 
types of plant disease to make the system efficient. The author 
introduced the method called convolution neural network 
architecture. This deep learning technique autonomously 
categorized three types of wheat leaf disease detection (fungal 
blight, blasting, and black mark) inside this study [25-28]. 
They have created a technique for recognizing normal and 
diseased plants from a batch of 1000 rice plants during the 
classification stage. 

In [9], Guo et al. proposed a method based on RPN 
integrated with image Segmentation. This work provides a 
deep learning-based statistical equation for plant disease 
diagnosis and identification that increases the accuracy, 
flexibility, and training effectiveness. Its region proposal 
network is used to identify and locate the affected parts in the 
plants. So therefore, Chan–Vese (CV) method segments the 
image to find the illness attribute. Lastly, the separated leaves 
were fed into a transferring learning model, developed on a 
dataset containing diseased leaves inside a simplified 
environment. This prototype is also tested for brown rot, 
fungal disease, and rust disease. This analysis shows an 
accuracy of 83.57 percent, which is greater than the best way 
to minimize the disease impact on food production and 
promote agriculture's long-term sustainability. As a result, the 
deep learning methodology suggested in the research has a lot 

of potential in smart agriculture, environmental regulation, 
and agricultural output. 

B. Comparison Analysis 
Table I coins all the methodologies presented in the above 

section with their advantages and limitations to identify the 
gaps associated with each methodology to solve the problems 
efficiently. 

TABLE I. COMPARATIVE ANALYSIS OF EXISTING APPROACHES 

S.No
  

Author 
Name  

Algorithms 
Used  Merits  Demerits  

1  Ahmed 
Ali  

GANs 
integrated 
with CNN 

Since the model 
produces images 
stage by stage, it 
can productively 
increase the size 
of the dataset.  

To increase the 
accuracy rate for 
each image, it 
iterates in loops, 
which makes the 
system expensive.  

2  Umit 
Atila  EfficientNet 

Because of the 
inverted layer 
architecture, 
more similar 
images are 
generated at a 
low cost by 
reducing the 
generation 
cycles from k*k 
to k.  

It has hardware 
limitations because 
of which it can 
perform only 
binary 
classification. So, 
plants with 
multiple diseases 
cannot be predicted 
using this model.  

3  Hongxia 
Deng RAHC-GAN Used for a large 

amount of data.  

Have to explore 
more data to 
maintain high 
value and accuracy 

4  Yang 
Wu  AVE 

The architecture 
with complete 
dense layers 
helps the model 
to train the 
system with  

The model requires 
a large amount of 
annotation data to 
identify the correct 
labels for each 
image 

5  Amreen 
Abbas  

CGAN using 
transfer 
learning 

Usage of fine-
tuned layers in 
DenseNet 
improves the 
multi-
classification 
rate without 
overfitting. 

The model needs 
retraining to work 
with compressed 
images efficiently.  

6  Karnik  CNN 
 Here a pixel 
identification 
has been made 

 Rotational image 
identification is 
complex. 

7  Aaditya 
Prasad GAN 

Had two steps 
approach for 
classification 
and 
identification 

Had to increase the 
accuracy and 
classification 
model 

8  Bhattach
arya  

 CNN using 
MATLAB 

 Image-based 
classification 
has been done 

 Pre-trained the 
model based on 
size. 

9 Guo 

 RPN and 
Image 
Segmentation, 
SVM 

 Here migration 
learning model 
is used to 
identify the 
diseased leaf. 

 Iteration 
calculation is 
significantly less 
when compared to 
other algorithms. 
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C. Research Gaps Identified and Solutions to Solve them 
1) Most existing systems cannot produce good images 

using the basic operations because they are costly and cannot 
simulate real-world conditions. 

2) Usage of CNN will complicate the model because the 
direct conversion of the image into a matrix will increase the 
training time. 

3) Traditional GANs use the MNIST dataset to regenerate 
the images. We need to use 2-layered architecture to extract 
simple 28*28 images, which produce noisy images as fake 
images. 

So, in the proposed research, instead of 3-layered 
architecture, the model presents a 4-layered Enhanced Cyclic 
GAN to extract the features from the image and reconstruct it 
as early as possible. To overcome the problem of the noisy 
image, the model initially performs pre-processing using 
kernel filters, and a few images are constructed using the basic 
image manipulations. These pre-processed and manipulated 
images are passed as input to Enhanced Cyclic GAN to create 
the synthetic data. This process is known as the "Meta-
Learning Technique," as shown in Fig. 4. 

 
Fig. 4. Operations in Meta Intelligent Image Augmentation Process. 

III. PROPOSED METHODOLOGY 
Using machine learning and deep learning techniques, 

several Research Scholars and Scientists are constantly 
working on various plant diseases to improve production 
quality. These researchers used the PlantVillage dataset [20] 
to obtain plant images under controlled conditions. The use of 
computer vision and deep learning techniques have resulted in 
high-accuracy systems for detecting plant diseases 
automatically. The images of the dataset are presented in 
Fig. 5. Image augmentation creates new images in different 
scenarios using the existing images and applying popular deep 
learning techniques. The proposed paper discusses the various 
image augmentation techniques applied to the tomato plant's 
dataset from the PlantVillage open source. It also suggests the 
best method to use the data augmentation by comparing the 
performance evaluation metrics. 

A. Pre-Processing 
The best solution for solving the random and uneven noise 

is to apply filters to the images. Analyzing the dataset makes it 
clear that most of the images have salt and pepper noise. The 
proposed research used a median filter to reduce these noises 
and obtained the results shown in Fig. 6(b). 

In Fig. 6(a), the original image contains more disturbances 
due to signal fluctuations. The median filter smoothens the 

images by replacing each pixel with the median of 
neighboring pixels. The main advantage of the median filter 
lies in its edge preservation and removing the spikes. 

B. Discriminator 
GAN works as a classifier to distinguish real and fake 

images. Real images are positive points, and counterfeit 
images are negative points. The discriminator gets input from 
training samples and the generator component of the GAN. 
The working of this component is based on conditional 
probability; this component calculates the chance for an image 
authenticity. The discriminator has associated loss functions 
because the system has accuracy in classifiers. The GAN 
structure imposes a penalty for misclassification. This 
component reduces the penalty by adjusting the latent points 
through the backpropagation technique. The primary focus of 
the loss function is to analyze the difference between sample 
distribution among real and fake images. The proposed 
research designed the layers in the discriminator component, 
as shown in Fig. 7. 

C. Generator 
It acts as a creative tool to generate fake images to mislead 

the discriminator in the classification process by maximizing 
the penalty and taking the feedback from the above 
component. Creating a random sample image induces noise as 
input and then converts it into necessary output. In the GAN 
structure, the training of the generator is the most crucial part, 
so the noise is converted into vector space. This space should 
be balanced by reducing one component and increasing 
another component's performance. During the training 
process, using the cross-entropy mechanism, GANs use the 
min-max loss function as shown in equation (1). 

  

Target Spot Mosaic Virus 

  

Early Blight Healthy 

Fig. 5. Original Dataset Images of Different Diseases of Tomato. 

                                          
(a)        (b) 
Fig. 6. (a): Original Image, (b): Filtered Image. 
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Fig. 7. Layers Design in Discriminator Module. 

𝑀𝑖𝑛𝑀𝑎𝑥_𝐶𝐺𝐴𝑁_𝐿𝑜𝑠𝑠 =
𝐸𝑥𝑝𝑒𝑐𝑡𝑒𝑑_𝑅𝑒𝑎𝑙(log (𝐷𝑖𝑠𝑐𝑟𝑖𝑚𝑖𝑛𝑎𝑡𝑜𝑟(𝑋)) +
𝐸𝑥𝑝𝑒𝑐𝑡𝑒𝑑_𝐹𝑎𝑘𝑒(log (1 −𝐷𝑖𝑠𝑐𝑟𝑖𝑚𝑖𝑛𝑎𝑡𝑜𝑟(𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑜𝑟(𝑌)))- (1) 

Where 

Discriminator(X) analyzes the probability associated with 
the real images. 

Generator(Y) analyzes the probability associated with the 
fake images along with the noise. 

The summary evaluation of the layered architecture of the 
generator component is represented in Fig. 8. 

 
Fig. 8. Summary Evaluation Report of Generator Component. 

D. Enhanced Cyclic Generative Adversarial Networks 
In practice, GANs act as a tool to generate a fake image by 

analyzing the sample distribution of the real image. GANs 
should be designed with the help of two components. One is a 
generator to take care of modifications in the real images, and 
the other is a discriminator that focuses on the wrong 
assumptions made by the model in the identification process. 
The basic element needed by any GAN to generate fake 
images is "noise" to generate different variations in images. 
However, GANs can accept only random noise or probability 
distribution. In reality, GAN acts as a mapping function 
between two different dimensional spaces. Designing a good 
model requires the dimensionality of sample space to map 
with latent space. Otherwise, the model may lose all the 
essential properties in the classification process based on the 
distance. In general, to convert 1D into 2D, the traditional 
Vanilla GAN tries to analyze the Gaussian distribution among 
the random samples, but the model fails after a few training 
epochs. The proposed research defined the latent space 
dimension as 100, as the traditional GANs cannot support high 
dimensional conversion, and also, the dataset consists of 
images of multiple diseases. Hence, the model needs a GAN 
that can convert one domain to another, which is the basic 
phenomenon of the consistent cyclic GAN. CGAN consists of 
two generators and two discriminators, each consisting of 3 
layers of CNN in each component, as shown in Fig. 9. 

The proposed research modifies the existing 3-layered 
architecture of GANs into 4-layered architecture (shown in 
Fig. 10), with a single generator and discriminator, shown in 
Fig. 10. 

 
Fig. 9. Existing Architecture of Cycle GAN. 
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Fig. 10. Complete MI-Leaf GAN Architecture for the Synthetic Data 

Creation. 

Algorithm for MI-Leaf GAN:  

Input: T_DataLoad the Pre-processed Images of Tomatoes from 
the repository 
Data: Generates more number of augmented images 
Begin: 
1. Initialize latent_dspace with 100  
2. model_discriminatorcall enhanced_discriminator() 
3. model_generatorcall enhanced_generator(latent_dspace) 
4. model_enhanced_CGANcall 
enhanced_CGAN(model_generator,model_discriminator) 
5. Call train_enhanced_model(model_generator, 
model_discriminator, model_enhanced_CGAN, 
T_Data[0],latent_dspace)  
6. decisioncall generate_latent_points() 
7. fake_imgmodel.predict(decision) 
8. Plot the images 
End 

Pseudocode for Enhanced Discriminator using Sequential 
Network: 
1. Resize the input image to k (where k defines the size as 128) 
2. Define four convolution layers of size k/2 
3. Define 4 LeakyReLu layers with αn 0.2 
4. Add a Flatten layer  
5. Add dropout layer to normalize with threshold value as 0.4 
6. Add a fully connected layer with sigmoid as an activation function 
7. Compile the Model by defining the optimizer, learning rate, loss 
function, and accuracy   

Pseudo code for Training of Enhanced Model 
1.  Set up number of batches in each epoch i.e., bperepoch as number 
of images per number of batches 
2.  Initialize number_of_epochs as “35000” 
 3.  a. for i in number_of_epochs: 
           b.for j in bperepoch:  
              c. img_real, 
label_realgenerate_real_images(T_Data,bperepoch/2) 

              d.img_fake, 
label_fakegenerate_fake_images(model_generator,latent_dspace, 
bperepoch/2) 
              e. d_lossmodel_discriminator.train_on_batch(img_real, 
label_real, img_fake, label_fake) 
              f. 
img_gangenerate_latent_points(latent_dspace,batch_size) 
             g. label_gannp.ones((batch_size,1)) 
           h. 
g_lossmodel_enhanced_CGAN.train_on_batch(img_gan,label_gan
)     

In binary machine learning algorithms, the class labels will 
be either 0 or 1, but in GANs, the class labels are assigned as -
1, 0, and 1 due to Gaussian distribution. In GANs, the latent 
space tries to identify the region of interest by performing 
addition and subtraction operations, i.e., finding the 
compressed image of the original image by acting as the 
hidden layer. Each latent space is associated with latent points, 
which are used to assign random values initially with a 
discriminator's help. Later, these values are updated through 
the generator component. 

IV. RESULTS AND DISCUSSION 
The Meta Intelligent Leaf GAN designed using a single 

discriminator and generator with a constant number of neurons 
in the hidden layers produces the fake images, as shown in 
Fig. 11. Since the proposed research uses online data 
augmentation techniques, these are stored in Google drive for 
further access. 

Fig. 12 shows the accuracy produced by the GAN structure 
at a different number of epochs. The number of epochs is set 
to 35000, and the model exhibited an output of 400 epochs as 
a sample. Similarly, the model can also plot the accuracy rate 
for the fake images. 

To train the GAN structure, the model initially defines the 
latent space with 100 dimensionalities, and then the pre-
processed images are passed as input to the GAN. The 
proposed model computes the loss functions for both 
components. Fig. 13 presents a sample output for a single 
iteration with the corresponding accuracy of real and fake 
images. 

 
Fig. 11. Synthetic Images Created using MI-GAN. 
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Fig. 12. Accuracy for Generating Real Images at Different Epochs. 

 
Fig. 13. Loss Function Computation for GAN. 

To date, many researchers worked on different GAN 
structures. Most of the problems faced are either due to noise 
or complexity of the design rather than random noise. The first 
traditional GAN was developed for the MNIST dataset. For 
28*28 images, they have used two generators and 
discriminators with three layers each. Similarly, Table II 
represents the other mechanisms with the corresponding 
accuracy and proves that the proposed model has achieved 
good accuracy and simple architecture. 

From Table II, the GAN approach has crossed 
approximately 90% out of the traditional CNN and GAN. So 
the proposed system enhanced the GAN technique using meta 
intelligent concept and reached 99.29%, which is 
approximately a 2.29% improvement from previous 
approaches. Accuracy alone cannot be stated as state of the 
art. So in Table III, the model presents other metrics of 
learning approaches. 

TABLE II. ACCURACY ANALYSIS BETWEEN EXISTING AND PROPOSED 
GAN 

Reference 
Number Algorithm Accuracy 

[1] CNN Integrated GAN 97 

[3] Feature Fusion 78.80 
[5] CNN 97.1 
[7] RPN for Image Segmentation and GAN 83.5 
[9] RAHC-GAN 93.28 

Proposed Work MI-GAN 99.29 

TABLE III. EVALUATION METRICS 

Algorithm Accuracy Precision Recall F1-Score 

CNN Integrated GAN 97 90 85 87 

Feature Fusion 78.8 73 76 74.5 

CNN 97.1 90 85 88 

RPN for Image Segmentation 
and GAN 83.5 80 80 80 

RAHC-GAN 93.28 85.1 89 87 

MI-GAN 99.29 96 98 97 

The visualization graph of the Table III analysis is 
presented in Fig. 14, where the X-axis represents the 
algorithm's name and the Y-axis represents the measurement 
scale. The proposed system has performed accurately in all 
metrics. So, the state-of-the-art for the proposed system is 
achieved. 

 
Fig. 14. Metrics Evaluation Analysis. 

V. CONCLUSION 
It is complicated to label every image from the live 

capturing. It is difficult to predict the type of disease using 
unsupervised algorithms like clustering. So, the model should 
develop a classification system where data labeling is 
mandatory. In a real-time environment, the conditions are 
uncontrolled. The method may face problems like labeling 
disease datasets, addressing the data imbalances, and 
overfitting because of the size of diagnostic clues, which are 
smaller than in the real-world scenario. The system also 
suffers from overfitting because it takes many computations to 
select and apply possible geometric transformations. 
Designing a GAN structure for high dimensionality images is 
challenging because the standard MNIST uses three-layered 
architecture for simple 28*28 size images. If the size 
increases, the number of layers get increased, and the model 
becomes complicated. So, by designing a good policy schema, 
like Meta Intelligent Leaf GAN, the auto augmentation 
process can efficiently improve the accuracy where the 
enhanced GAN model uses an integrated filter. The MI Leaf 
GAN modules generate more training data because the system 
addresses the overfitting problem that occurs due to basic 
image operations. Fig. 13 shows that accuracy is more 
accurate for the proposed research in generating fake images 
and successfully fooling the discriminator after performing 
more epochs. Even though the size of the images is vast, the 
model considered is more significant than standard GAN; it 
was designed only in four layers to complete the task. 
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Abstract—This work is concerned with the Path Planning 
Algorithms (PPA), which hold an important place in Robotics 
navigation. Navigation has become indispensable to most modern 
inventions. Mobile robots have to move to a relevant task point in 
order to achieve the tasks assigned to them. The actions, which 
are planned in a structure, may restrict the task duration and 
even in some situations, the mission tends to be accomplished. 
This paper aims to study and compare six commonly used 
informed and uninformed algorithms. Three different maps have 
been created with gradually increasing difficulty levels related to 
a number of obstacles in the tested maps. The paper provides a 
detailed comparison between the algorithms under investigation 
of several parameters such as: Total steps, straight steps, rotation 
steps, and search time. The promised results were obtained when 
the proposed algorithms were applied to a case study. 

Keywords—Mobile robots; informed algorithm; uninformed 
algorithm; path planning 

I. INTRODUCTION 
Mobile robots [1] are getting more important in daily life 

as a result of their increasing role in making human’s life 
easier. According to this point of view, it is obvious that 
Mobile Robots will be an indispensable part of future life [2]. 
To make Mobile Robots able to perform an assigned task, they 
have to know their locations [3], how to navigate [4] within 
their environment [5] and how to comprehend what the world 
around them looks like in order to choose the optimal path [6] 
from the start to the end point in order to reach the target. The 
path selection depends on the selected criteria to evaluate the 
path (ex: travel time, number of visited nodes, etc.).The 
optimal route [7] can be obtained by a variety of methods like 
the graph theory [8], probabilistic or heuristic [9] based 
optimization methods [10]. At every point in the grid map 
representing the working area of the robot, the selected 
algorithm assigns a direction for the robot out of the possible 
four directions: Right, Left, Up, and Down. In this paper six 
different algorithms have been studied, categorized as 
Informed [11] and Uninformed types [12], a differentiation 
between them in characteristics is applied, how the algorithm 
itself works, how the steps of work are correctly applied, and 
finally, there were three different maps that graduate in their 

difficulty related to a number of obstacles [13] to test those 
algorithms, testing six different types of path planning 
algorithms with three different maps was a  challenging work 
that has been done successfully. 

The key objectives of the research are the following: 

1) Single mobile robot represents as one node mass. 
2) Start and End from Fixed node. Easy, Medium, Hard 

Map depend on the number of obstacles. 
3) Modified informed algorithms and adjusted all 

algorithms to make the Mobile Robot pass in four dimensions; 
now no longer in eight directions to ensure that modified 
algorithms move with less rotation and short pass. 

4) Compared all algorithms with each other and get 
results. 

This paper is organized as follows: Section II briefly views 
the general optimal path problems definitions and the 
methods, which are executed and discussed in this study. 
Section III presents the Simulation and the results. Section IV 
presents the conclusion and the future work. 

II. PATH PLANNING PROBLEM AND ALGORITHMS 

A. Path Planning Problem 
First, the path planning is traditionally divided into two 

categories: local [14], and global [15]. The local is used in an 
unknown environment while the global is a prior knowledge 
of the work environment. In this classification, path or route 
planning [16] is defined as a problem in which an agent moves 
from a start to an endpoint by avoiding the obstacles in order 
to reach the target with minimum cost. The starting and the 
endpoints could be the same (loop closure) or even different. 
It is preferably desired to have the shortest distance [17] 
between the start/endpoints. However, the definition of the 
optimal path can be changeable in some situations. For 
example, if the tasks are successively assigned to the robots, 
the elapsed time to calculate the optimal path also matters. 
When the computation time is too long to obtain the optimal 
path, it will be difficult to provide the task continuity. 
According to this reason, the most suitable algorithm has to be 
chosen according to the desired optimal criterion. 
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Fig. 1 to 8 demonstrates the different types of the 
environments as following: 

1) Creating a grid map environment for all experiments. 
2) Fixed dimensions for the grid map shall be (30*40). 
3) Making sure to start and end from a fixed node. 
4) Categorizing different Maps depending on a number of 

obstacles to: Easy, Medium, and Hard Maps. 
5) Making modifications and adjustments for the 

informed algorithms by making them work in four dimensions 
rather than eight directions. 

6) Choosing a single mobile robot to represent only one 
node mass. 

 
Fig. 1. Grid Map. 

 
Fig. 2. Fixed Start, End Node. 

 
Fig. 3. Four Dimension. 

 
Fig. 4. Eight Direction. 

 
Fig. 5. Easy Map. 

 
Fig. 6. Medium Map. 

 
Fig. 7. Hard Map. 

 
Fig. 8. Single Mobile Robot. 
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B. Path Planning Algorithm 
Optimal path planning algorithm can be classified to 

informed or uninformed (blind) one. Table I summarizes the 
algorithms which will be discussed in this paper. 

1) Informed algorithms: Informed Algorithms are the 
algorithms that can be applied if complete information about 
the working area is available. 

TABLE I. INFORMED AND UN-INFORMED ALGORITHMS 

Informed Un-Informed 

1-Dijkstra [18] 4-Best First Algorithm [19] 

2-A star search [20] 5-Breadth First Search [21] 

3-Bidirectional A Star [22] 6-Depth First Search [23] 

Several algorithms are related to informed algorithms. In 
this paper, the most common algorithms were selected, which 
are Dijkstra, A star, and Bidirectional A star. 

a) Dijkstra’s Algorithm: Dijkstra algorithm is one of the 
oldest algorithms used in path planning. It was published by 
Dijkstra in 1959. However, it is still being widely used in 
several applications [24], [25] [26]. The problem which is 
handled by Dijkstra Algorithm is represented as follows: when 
given a graph and a source vertex in that graph, it's obligatory 
to find the shortest paths from the source to all vertices in the 
given graph. 

The algorithm can be summarized by using the following 
flowchart: 

Algorithm 1: Dijkstra’s Algorithm 

Initialization: 
for every vertex X in Graph:  
Dst[X] = infinity // initial distance from source to vertex X 

is set to infinite 
previous[X] = undefined // Previous node in optimal path 

from source 
Dst [source]:= 0 // Distance from source to source 
D: = the set of all nodes in Graph // all nodes in the graph 

are unoptimized - thus are in D 
Main Loop 

While D is not empty 
 S = node in D with shortest distance from source 
 Remove S from D 
 for each neighbor X of S such that X �D 

 alt = Dst[S] + distance between (S, X)  
 if alt < Dst[X] then  
 Dst[X] = alt 
 previous[X]:= S 

End while 

The algorithm outputs an array indicating the best previous 
node (previous) for every node and another array stores the 
best distance from the source to every node in the graph (dist). 

b) A star search (A* or A-star or A* search): A search 

method [27][28][29] based on a heuristic function, h (n), 
where n refer to a node n. Every node is associated an 
estimation h(n) of a route's cost from n to a goal node, while 
h(n) is equivalent to the actual distance (cost) from n to the 
goal node. 

The other part of this function is g(n), that represents the 
cost of the path from the beginning node to node n, and f(n), 
which shows the estimated cost of the path that is being 
obtained which moves via n to reach to the goal node. f (n) is 
defined as the total of g (n) with h (n), as in shown Equation: 

f (n) = g (n) + h (n)              (1) 

Two lists are mentioned in following flowchart: 

Algorithm 2: A Star Algorithm 

Initialization: 
 Let open list have only the starting node 
 Let closed list empty  

Main Loop 
 While (the destination node has not been reached): 
 consider the node with the lowest f score in  

 the open list 
 If (this node is destination node): 
 we are finished. 
 Else If: put the current node in the closed list and 

 look at all of its neighbors. 
 For (each neighbor of the current node): 
 If (neighbor has lower g value than current  

 and is in the closed list). 
 replace the neighbor with the new, lower, g value  
 current node is now the neighbor's parent  
 Else If (current g value is lower and this 

 neighbor is in the open list). 
 replace the neighbor with the new, lower, g value  
 change the neighbor's parent to current node 
 Else If this neighbor is not in both lists: 

 add it to the open list and set its g . 
End while. 

The algorithm outputs an array indicating the best path 
related to the lowest cost 'g value' for every node and an array 
stores the best distance from the source to every node in the 
graph (closed list). 

c) Bidirectional A Star Algorithm: The bidirectional 
search algorithm combines two separate searches. The search 
that is performed from both the origin and destination 
simultaneously, and when these two searches meet, then the 
shortest path can be obtained. 

Next are the steps and pseudocode to show how 
bidirectional A star search works: 

• Search forward from the start point. 

• Search backward from the goal point. 

• Using "fF", "gF" ,"hF" to indicate f, g, and h-costs in 
the forward search. 

• Also using "fB","gB","hB" similarly in the backward 
search. 
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Algorithm 3: Bidirectional A Star Algorithm 

Initialization: 
Open F and Open B 
 store states generated in the forward and back ward directions,  
Finally, g min F, g min B, f min F and f min B 
 
 denote the minimal g- and f-values in OpenF and OpenB  

d (x, y) denotes the shortest distance between x and y. Front-
to-end algorithms use two heuristic functions. Main Loop 

The forward heuristic, hF , is forward admissible 
 If f hF (u) ≤ d (u, goal) 
For all u in G and is forward consistent  
 If f hF (u) ≤ d (u, u’) + hF (u’) 
 For all u and u' in G. 
The backward heuristic, hB, is backward admissible 
 If f hB(v) ≤ d (start, v) 
For all v in G and is backward consistent 
 If f hB(v) ≤ d (v’, v) + hB (v’) 
For all v and v' in G. 
final f = d (start, goal) is the cost of an optimal solution. 
End 

After this implementation, some modifications in informed 
algorithms are needed to improve path length to make them 
more optimum and straight as possible. 

The huge problem in informed algorithms which is related 
to the cost function search is that they cannot find the least 
rotation steps in many paths with the same path length. In this 
paper, informed algorithms are improved by adding the 
rotation cost estimation method based on a moving direction. 
Assuming that the node n coordinate is (xn,yn), then the 
previous node coordinate is (xn-1,yn-1),and the coordinates of 
the next node is (xn+1,yn+1). Then the rotation evaluation 
function of node n is k (n). 

f (n) = g (n) + h (n)+K(n)             (2) 

2) Uninformed algorithms: Blind search is another name 
for uninformed search formulas. The search algorithm 
generates the search tree without relying on any domain 
knowledge, which is a brute force in nature. Uninformed 
Algorithms lack background information on how to approach 
the goal or destination that must be reached. 

Best First Algorithm “BFS” stands for Best First Search, 
it’s an evaluation function that measures distance to the goal, 
the general approach of this search algorithm is that the node 
is selected for expansion based on an evaluation function f(n). 

It combines the advantages of both DFS and BFS in a 
single method; in DFS not all combining branches have to be 
expanded; on the other hand, the BFS are not trapped on dead-
end paths. Combining the two to follow a single path at some 
time, but switching between paths whenever there is some 
competing path looks more promising than the current one. 

a) Best first search algorithm: At every step of the BFS 
[30] search process, The most promising nodes are selected 
that have been generated thus far, applying some appropriate 
heuristic function to each of them, and then making an 
expansion to the chosen node by using the specified rules to 
generate its successors, which is known as an OR-graph, 
because each of its branches representing an alternative 
problem-solving path, and storing the nodes in the to Visit 
Nodes data structure using a queue. 
Algorithm4: Best First Search Algorithm 

Initialization: 
open list containing the start state. 
CLOSED list empty.  
BEST =start state. 
 lets s= arg max e(x). 
 (get the state from OPEN with the highest evaluation) 
remover S from OPEN and add to CLOSED  
 if e(S)>=e(BEST),  
 then BEST =S 

 Main Loop 
for each child t of s that is not in the OPEN or 

CLOSESD list, evaluate and add to OPEN  
 if BEST changed in the last set of expansions  
 goto step four  
Return BEST 

b) Breadth first search: There are different ways to 
traverse graphs, this algorithm means by graph traversal 
visiting every vertex and edge exactly one time in a well-
defined order, as using a certain graph algorithm, each vertex 
of the graph must be visited one time exactly, and the order in 
which the vertices are visited are so important as it may 
depends on the algorithm or the problem that is needed to be 
solved. 

Next are steps and pseudo code explaining BFS 
methodology. 

First step: move horizontally then visit all the nodes of the 
present layer. 

Second step: Move to the following layer 

Algorithm 5:Breadth First Search 

Initialization  
Set all nodes to "not visited"; 
 q = new Queue (); 
 q. enqueue (initial node); 

Main Loop 
 While (q ≠ empty) 

 do{ x = q. dequeue (); 
 If (x has not been visited) 
 {visited[x] = true; // Visit node x  
 for (every edge (x, y) // we are using all edges  
 If (y has not been visited)  
  q. enqueue(y); // Use the edge (x, y)  

End While 
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c) Depth first search: DFS stands for Depth First 
Search, it is an algorithm for traversing or searching a tree or 
graph data structure, it uses a stack data structure for 
implementation. In DFS, one starts at the root and explores as 
far as possible along each branch before backtracking. Nest 
are steps and pseudocode explaining DFS methodology. 

• Initializing nodes with status =1(ready data). 

• Put starting node in the stack and change status to 
status=2(waiting state). 

• Loop: repeat the next two steps until stack gets empty 
or algorithm reaches goal node. 

• Remove front node N from stack, process them and 
change the status of N to status=3(processed stat). 

• Add all the neighbors of N to the stack and change 
status to status=2(waiting status). 

Algorithm 6:Depth First Search 

Initialization: 
procedure DFS-iterative (G, v) is  
 let S be a stack 
 S.push (v) 

 Main Loop 
 While S is not empty do  
 v = S.pop() 
 If v is not labeled as discovered then  
 label v as discovered  
 For all edges from v to w in G.adjacent Edges (v) 
 do S.push(w) 

End while 

III. SIMULATION AND RESULTS 
To demonstrate the benefits of the modification for the 

algorithms in terms of search speed, visited nodes, number of 
rotations, path selection, and path length, Three separate 
experimental locations have been created, basic and modified 
algorithms are compared then comparing those algorithms 
with uninformed ones, The experiments aim to establish a 
starting point and a target point environment. 

Fig. 9(a) to 11(b) shows the difference between Basic and 
Modified Dijkstra is in three different maps. 

A. Dijkstra Algorithm 
In this environment, it shows the search methods and gives 

a comparison between the two algorithms (Dijkstra algorithm 
and modified Dijkstra algorithm) in three environments. 

Fig. 9(a) to 11(b) shows the difference between Basic and 
Modified Dijkstra in three different maps. 

Also, Tables II to IV compare Basic and Modified Dijkstra 
in total steps, straight steps, rotation steps, visited nodes, and 
search time on three different maps. 

1) Dijkstra and modified Dijkstra algorithm in Easy Map. 

 
(a)    (b) 

Fig. 9. (a) Modified Dijkstra for Easy Map (b) Basic for Easy Map. 

TABLE II. COMPARISON BETWEEN BASIC AND MODIFIED DIJKSTRA 
ALGORITHM IN EASY MAP 

Algorithm Total 
Steps 

Straight 
Steps 

Rotation 
Steps 

Visited 
nodes  

Search 
time  

Basic 
Dijkstra  56 47 9 986 4.9 

Modified 
Dijkstra 56 50 6 1010 5.3 

2) Dijkstra algorithm in Medium Map 

 
(a)    (b) 

Fig. 10. (a) Modified Dijkstra for Medium Map (b) Basic Dijkstra for 
Medium Map. 

TABLE III. COMPARISON BETWEEN BASIC AND MODIFIED DIJKSTRA 
ALGORITHM IN MEDIUM MAP 

Algorithm Total 
Steps 

Straight 
Steps 

Rotation 
Steps 

Visited 
nodes  

Search 
time  

Basic 
Dijkstra  76 45 31 974 4.29 

Modified 
Dijkstra 76 70 6 976 4.32 
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3) Dijkstra Algorithm in Hard Map. 

 
(a)    (b) 

Fig. 11. (a) Modified Dijkstra for Hard Map (b) Basic Dijkstra for Hard Map. 

TABLE IV. COMPARISON BETWEEN BASIC AND MODIFIED DIJKSTRA 
ALGORITHM IN HARD MAP 

Algorithm Total 
Steps 

Straight 
Steps 

Rotation 
Steps 

Visited 
nodes  

Search 
time  

Basic 
Dijkstra  112 73 39 812 3.95 

Modified 
Dijkstra 112 97 15 814 3.96 

As shown in the Fig. 9(a) to 11(b) and Tables II to IV, 
both of the Dijkstra algorithm and the improved Dijkstra 
algorithm can search for symmetric paths of the same length, 
but the search path of the improved Dijkstra algorithm has 
more straight length, the path trajectory is different, and the 
number of rotation points in the paths are also different. It is 
obvious that the improved Dijkstra algorithm search straighter 
than the Dijkstra algorithm by equal to 3 steps in easy map, 25 
steps in medium map and 19 steps in hard map. 

B. A Star Algorithm 
In this environment, Fig. 12(a) to 14(b) shows the 

difference between basic and modified A Star in three 
different maps. 

In addition, Tables V to VII gives a comparison between 
the two algorithms in total steps, straight steps, rotation steps, 
visited nodes, and search time on three different maps. 

1) A Star Algorithm in Easy Map 

 
(a)    (b) 

Fig. 12. (a) Modified a Star for Easy Map, (b) Basic a Star for Easy Map 

TABLE V. COMPARISON BETWEEN BASIC AND MODIFIED A STAR 
ALGORITHM IN EASY MAP 

Algorithm Total 
Steps 

Straight 
Steps 

Rotation 
Steps 

Visited 
nodes  

Search 
time  

Basic A Star  56 47 9 569 2.96 

Modified A 
Star 56 49 7 726 3.15 

2) A Star Algorithm in Medium Map. 

 
(a)     (b) 

Fig. 13. (a) Modified a Star for Medium Map, (b) Basic a Star for Medium 
Map. 

TABLE VI. COMPARISON BETWEEN BASIC AND MODIFIED A STAR 
ALGORITHM IN MEDIUM MAP 

Algorithm Total Steps Straight 
Steps 

Rotation 
Steps 

Visited 
nodes  

Search 
time  

Basic A Star 76 61 15 758 3.19 

Modified A 
Star 76 69 7 768 3.21 

3) A Star Algorithm in Hard Map 

 
(a)     (b) 

Fig. 14. (a) Modified a Star for Hard Map, (b) Basic a Star for Hard Map. 

TABLE VII. COMPARISON BETWEEN BASIC AND MODIFIED A STAR 
ALGORITHM IN HARD MAP 

Algorithm Total Steps Straight 
Steps 

Rotation 
Steps 

Visited 
nodes  

Search 
time  

Basic A Star  112 95 17 679 2.96 

Modified A 
Star 112 97 15 698 2.97 
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As shown in above Fig. 12(a) to 14(b) and Tables V to 
VII, both A Star algorithm and the improved A Star algorithm 
can search for symmetric paths of the same length, but the 
search path of the improved A Star Algorithm has more 
straight length, the path trajectory is different, and the number 
of rotation points in the paths are also different. And it is 
obvious that the improved A Star Algorithm search straighter 
than A Star Algorithm by equal to 3 steps in easy map, 8 steps 
in medium map and 2 steps in hard map. 

C. Bidirectional a Star 
In this environment, Fig. 15(a) to 17(b) shows the 

difference between Basic and modified Bidirectional A Star in 
three different maps. 

In addition, Tables VIII to X give a comparison between 
the two algorithms in total steps, straight steps, rotation steps, 
visited nodes, and search time on three different maps. 

1) Bidirectional A Star algorithm in Easy Map: 

 
(a)     (b) 

Fig. 15. (a) Modified Bidirectional a Star for Easy Map (b) Basic 
Bidirectional a Star for Easy Map. 

TABLE VIII. COMPARISON BETWEEN BASIC AND MODIFIED BIDIRECTIONAL 
A STAR ALGORITHM IN EASY MAP 

Algorithm Total 
Steps 

Straight 
Steps 

Rotation 
Steps 

Visited 
nodes  

Search 
time  

Basic 
Bidirectional A 
Star  

56 48 8 437 1.32 

Modified 
Bidirectional A 
Star 

56 49 7 462 1.57 

2) Bidirectional A Star Algorithm in Medium Map 

 
(a)     (b) 

Fig. 16. (a) Modified Bidirectional a Star for Medium Map, (b) Basic 
Bidirectional a Star for Medium Map. 

TABLE IX. COMPARISON BETWEEN BASIC AND MODIFIED BIDIRECTIONAL 
A STAR ALGORITHM IN MEDIUM MAP 

Algorithm Total 
Steps 

Straight 
Steps 

Rotation 
Steps 

Visited 
nodes  

Search 
time  

Basic 
Bidirectional A 
Star  

76 68 8 651 2.71 

Modified 
Bidirectional A 
Star 

76 69 7 659 2.73 

3) Bidirectional A Star Algorithm in Hard Map. 

 
(a)     (b) 

Fig. 17. (a) Modified Bidirectional a Star for Hard Map (b) Basic 
Bidirectional a Star for Hard Map. 

TABLE X. COMPARISON BETWEEN BASIC AND MODIFIED BIDIRECTIONAL 
A STAR ALGORITHM IN HARD MAP 

Algorithm Total 
Steps 

Straight 
Steps 

Rotation 
Steps 

Visited 
nodes  

Search 
time  

Basic 
Bidirectional A 
Star  

112 97 15 747 3.16 

Modified 
Bidirectional A 
Star 

112 97 15 756 3.19 

As shown in Fig. 15(a) to 17(b) and Tables VIII to X, it 
can be seen that both the Bidirectional A Star algorithm and 
the improved Bidirectional A Star algorithm can search for 
symmetric paths of the same length, but the search path of the 
improved Bidirectional A Star algorithm has more straight 
length, the path trajectory is different, and the number of 
rotation points in the paths are also different. In addition, it is 
obvious that the improved Bidirectional A Star algorithm 
search straighter than Bidirectional A Star algorithm can reach 
to one-step in easy map one-steps in medium map and the 
same steps in hard map. 

D. Best First Search Algorithm 
1) Best first search algorithm in easy map: The three 

different maps of BFS are demonstrated in three figures [Fig. 
18(a) to 18(c)]. 
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(a)   (b)  (c) 

Fig. 18. (a) BFS Easy Map, (b) BFS Medium Map, (c) BFS Hard Map. 

Tables XI gives the result of BFS in total steps, straight 
steps, rotation steps, visited nodes, and search time on three 
different maps. 

TABLE XI. RESULTS OF BFS IN EASY, MEDIUM AND HARD MAP 

Algorithm Path 
Length 

Straight 
Steps 

Rotation 
Steps 

Visited 
nodes  

Search 
time  

BFS Easy Map  76 65 11 462 1.54 

BFS Medium 
Map 96 78 17 659 2.75 

BFS Hard Map 118 101 17 756 3.17 

E. Breadth First Search 
1) Breadth first algorithm in easy map: The three 

different maps of BFS is demonstrated in three Fig. 19(a) to 
19(c). 

 
(a)   (b)  (c) 

Fig. 19. (a) BFS Easy Map, (b) BFS Medium Map, (c) BFS Hard Map. 

The Table XII gives the result of BRFS in total steps, 
straight steps, rotation steps, visited nodes, and search time on 
three different maps. 

TABLE XII. RESULTS OF BRFS IN EASY, MEDIUM AND HARD MAP 

Algorithm Total 
Steps 

Straight 
Steps 

Rotation 
Steps 

Visited 
nodes  

Search 
time  

BRFS Easy 
Map  56 48 8 678 2.95 

BRFS Medium 
Map  76 68 8 673 2.97 

BRFS Hard 
Map  112 97 15 805 3.81 

F. Depth First Search 
1) Depth First algorithm in Easy Map: The three different 

maps of DFS is demonstrated in three figures below [Fig. 
20(a)-(c)]. 

 
(a)   (b)  (c) 

Fig. 20. (a) DFS Easy Map, (b) DFS Medium Map, (c) DFS Hard Map. 

The Table XIII gives the result of DFS in total steps, 
straight steps, rotation steps, visited nodes, and search time on 
three different maps. 

TABLE XIII. RESULTS OF DFS IN EASY, MEDIUM AND HARD MAP 

Algorithm Total 
Steps 

Straight 
Steps 

Rotation 
Steps 

Visited 
nodes  

Search 
time  

DFS Easy Map  332 289 41 625 2.68 

DFS Medium 
Map  220 177 43 526 2.61 

DFS Hard Map  224 159 65 526 2.35 

2) Comparison between modified informed algorithm and 
informed algorithms: In all informed and modified informed 
algorithms path length are equal in all maps, but trajectory 
path and straight length in selected path is improved as shown 
in Table XIV. 

TABLE XIV. COMPARISON OF STRAIGHT LENGTH IN UNINFORMED 
ALGORITHMS 

Algorithm Easy Map 
straight Length 

Medium Map 
Path Length 

Hard Map 
Path Length 

BFS 65 /76 78/96 101/118 

BRFS 48/56 68/76 97/112 

DFS 289/332 177/220 159/224 

G. These Experiments Show us Best Uninformed Algorithm in 
all Maps is BRFS 
1) Comparison between modified informed algorithm and 

informed algorithms: In Table XV all informed and modified 
informed algorithms path length are equal in all maps, but 
trajectory path and straight length in selected path is 
improved, in easy map path equal 56 steps, in medium map 76 
steps, in hard map 112 steps. 
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TABLE XV. COMPARISON OF STRAIGHT LENGTH IN MODIFIED INFORMED 
AND INFORMED ALGORITHMS 

Algorithm Easy Map 
straight Length 

Medium Map 
straight Length 

Hard Map 
straight Length 

Dijkstra 47 /56 45/76 73/112 

Mod Dijkstra 50/56 70/76 97/112 

A star  47/56 61/76 95/112 

Mod A star 49/56 69/76 97/112 

Bidirectional A 
star 48/56 68/76 97/112 

Mod Bidirectional 
A star  49/56 69/76 97/112 

Table XV shows us that: 

• Dijkstra algorithm is improved by more than 5% in 
Easy Map, more than 32% in medium Map, more than 
19% in Hard Map. 

• A Star Algorithm is improved by more than 3% in Easy 
Map, more than 10% in medium Map, more than 1% in 
Hard Map. 

• Bidirectional A Star Algorithm is improved by more 
than 1% in Easy Map, more than 2% in medium Map. 

• Modified Dijkstra has higher effect in results more than 
other two algorithms. 

2) Comparison between modified informed algorithm and 
uninformed algorithms: According to informed and 
uninformed algorithms experiment data as shown in Table 
XVI, the obtained path trajectories are not the same for all 
algorithms, which indicates that the Modified Dijkstra 
algorithm has Minimum straight length path in all maps, in 
other side modified A Star, modified Bidirectional A Star have 
same straight length easy and medium map, also all of three 
modified informed algorithms have Minimum straight length 
path Comparing the search time easy, medium and hard map 
informed and uninformed search. 

TABLE XVI. COMPARISON BETWEEN MODIFIED INFORMED AND 
UNINFORMED ALGORITHMS 

Algorithm 
Visited nodes Search time in second 

Easy Medium Hard Easy Medium Hard 

Mod Dijkstra 1010 976 814 5.3 4.32 3.96 

Mod A star 726 768 698 3.15 3.21 2.97 

Mod Bidirectional 
A star  462 659 756 1.57 2.73 3.19 

BFS 462 659 756 1.54 2.75 3.17 

BRFS 678 673 805 2.95 2.97 3.81 

DFS 625 526 526 2.68 2.61 2.35 

IV. DISCUSSION 
To demonstrate the Benefits of the modified algorithms in 

terms of search speed, number of rotation, path selection and 

path length, three separate experimental locations have been 
created. The experiments establish a starting point and target 
point environment. Dijkstra algorithm improved by more than 
5% in Easy Map, more than 32% in medium Map, more than 
19% in Hard Map. 

A Star Algorithm improved by more than 3% in Easy 
Map, more than 10% in medium Map, more than 1% in Hard 
Map. 

Bidirectional A Star Algorithm is improved by more than 
1% in Easy Map, more than 2% in medium Map. 

Modified Dijkstra has better results over the other two 
algorithms. 

V. CONCLUSION 
The purpose of this paper is to modify and adjust informed 

search algorithms and compare pure informed algorithms and 
uninformed algorithms to find the shortest path between the 
start and the goal on designed maps of various obstacles' 
quality. Additionally, to enhance the identification of the 
shortest path for each algorithmic search with less rotation 
within the path and to simulate its performance in the designed 
maps, it can be noticed from the results that algorithms that 
have high visited nodes have more optimums than algorithms 
with low visited nodes. Search time is directly proportional to 
the number of visited nodes. Finally, heuristic search 
algorithms are more flexible than blind search algorithms. 

Future work will involve the proposed algorithms that are 
compatible with Artificial Intelligence to make high-response 
and more features to keep up with the modern technology 
requirements. 

REFERENCES 
[1] Mester, “Applications of mobile robots,” 2006. 
[2] P. E. Teleweck and B. Chandrasekaran, “Path planning algorithms and 

their use in robotic navigation systems,” in Journal of Physics: 
Conference Series, 2019, vol. 1207, no. 1, p. 12018. 

[3] C. M. Pop, G. L. Mogan, and M. Neagu, “Localization and Path 
Planning for an Autonomous Mobile Robot Equipped with Sonar 
Sensor,” in Applied Mechanics and Materials, 2015, vol. 772, pp. 494–
499. 

[4] T. T. Hoang, D. T. Hiep, P. M. Duong, N. T. T. Van, B. G. Duong, and 
T. Q. Vinh, “Proposal of algorithms for navigation and obstacles 
avoidance of autonomous mobile robot,” in 2013 IEEE 8th Conference 
on Industrial Electronics and Applications (ICIEA), 2013, pp. 1308–
1313. 

[5] Stentz, “Optimal and efficient path planning for partially known 
environments,” in Intelligent unmanned ground vehicles, Springer, 
1997, pp. 203–220. 

[6] I-H. Zhou and H.-Y. Lin, “A self-localization and path planning 
technique for mobile robot navigation,” in 2011 9th World Congress on 
Intelligent Control and Automation, 2011, pp. 694–699. 

[7] G. E. Jan, K.-Y. Chang, and I. Parberry, “A new maze routing approach 
for path planning of a mobile robot,” in Proceedings 2003 IEEE/ASME 
International Conference on Advanced Intelligent Mechatronics (AIM 
2003), 2003, vol. 1, pp. 552–557. 

[8] R. Katsuki, T. Tasaki, and T. Watanabe, “Graph Search Based Local 
Path Planning with Adaptive Node Sampling,” in 2018 IEEE Intelligent 
Vehicles Symposium (IV), 2018, pp. 2084–2089. 

[9] C. R. Reeves, “Heuristic search methods: A review,” Oper. Res. Pap., 
pp. 122–149, 1996. 

[10] C. A. Floudas and P. M. Pardalos, Encyclopedia of optimization. 
Springer Science & Business Media, 2008. 

247 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 6, 2022 

[11] C. Grosan and A. Abraham, “Informed (Heuristic) Search,” in 
Intelligent Systems, Springer, 2011, pp. 53–81. 

[12] S. Pooja, S. Chethan, and C. V Arjun, “Analyzing uninformed search 
strategy algorithms in state space search,” in 2016 International 
Conference on Global Trends in Signal Processing, Information 
Computing and Communication (ICGTSPICC), 2016, pp. 97–102. 

[13] Hassani, I. Maalej, and C. Rekik, “Robot path planning with avoiding 
obstacles in known environment using free segments and turning points 
algorithm,” Math. Probl. Eng., vol. 2018, 2018. 

[14] Y. Wang, X. Yu, and X. Liang, “Design and implementation of global 
path planning system for unmanned surface vehicle among multiple task 
points,” Int. J. Veh. Auton. Syst., vol. 14, no. 1, pp. 82–105, 2018. 

[15] N. Buniyamin, W. W. Ngah, N. Sariff, and Z. Mohamad, “A simple 
local path planning algorithm for autonomous mobile robots,” Int. J. 
Syst. Appl. Eng. Dev., vol. 5, no. 2, pp. 151–159, 2011. 

[16] Selamat, M. Zolfpour-Arokhlo, S. Z. Hashim, and M. H. Selamat, “A 
fast path planning algorithm for route guidance system,” in 2011 IEEE 
International Conference on Systems, Man, and Cybernetics, 2011, pp. 
2773–2778. 

[17] Jiang, L. D. Seneviratne, and S. W. E. Earles, “A shortest path based 
path planning algorithm for nonholonomic mobile robots,” J. Intell. 
Robot. Syst., vol. 24, no. 4, pp. 347–366, 1999. 

[18] D. B. Johnson, “A note on Dijkstra’s shortest path algorithm,” J. ACM, 
vol. 20, no. 3, pp. 385–388, 1973. 

[19] R. Dechter and J. Pearl, “Generalized best-first search strategies and the 
optimality of A,” J. ACM, vol. 32, no. 3, pp. 505–536, 1985. 

[20] X. Liu and D. Gong, “A comparative study of A-star algorithms for 
search and rescue in perfect maze,” in 2011 International Conference on 
Electric Information and Control Engineering, 2011, pp. 24–27. 

[21] F. Zhang et al., “An adaptive breadth-first search algorithm on 
integrated architectures,” J. Supercomput., vol. 74, no. 11, pp. 6135–
6155, 2018. 

[22] P. Muntean, “Mobile robot navigation on partially known maps using a 
fast a star algorithm version,” arXiv Prepr. arXiv1604.08708, 2016. 

[23] Kaur, P. Sharma, and A. Verma, “A appraisal paper on Breadth-first 
search, Depth-first search and Red black tree,” Int. J. Sci. Res. Publ., 
vol. 4, no. 3, pp. 2–4, 2014. 

[24] H. Wang, Y. Yu, and Q. Yuan, “Application of Dijkstra algorithm in 
robot path-planning,” in 2011 second international conference on 
mechanic automation and control engineering, 2011, pp. 1067–1069. 

[25] G. Qing, Z. Zheng, and X. Yue, “Path-planning of automated guided 
vehicle based on improved Dijkstra algorithm,” in 2017 29th Chinese 
control and decision conference (CCDC), 2017, pp. 7138–7143. 

[26] P. Sari, M. F. Fahroza, M. I. Mufit, and I. F. Qathrunad, 
“Implementation of Dijkstra’s Algorithm to Determine the Shortest 
Route in a City,” J. Comput. Sci. Inf. Technol. Telecommun. Eng., vol. 
2, no. 1, pp. 134–138, 2021. 

[27] B. Wang, “Path Planning of Mobile Robot Based on A* Algorithm,” in 
2021 IEEE International Conference on Electronic Technology, 
Communication and Information (ICETCI), 2021, pp. 524–528. 

[28] F. Duchoň et al., “Path planning with modified a star algorithm for a 
mobile robot,” Procedia Eng., vol. 96, pp. 59–69, 2014. 

[29] T. XiangRong, Z. Yukun, and J. XinXin, “Improved A-star algorithm 
for robot path planning in static environment,” in Journal of Physics: 
Conference Series, 2021, vol. 1792, no. 1, p. 12067. 

[30] H. K. Tripathy, S. Mishra, H. K. Thakkar, and D. Rai, “CARE: A 
Collision-Aware Mobile Robot Navigation in Grid Environment using 
Improved Breadth First Search,” Comput. Electr. Eng., vol. 94, p. 
107327,2021. 

248 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 6, 2022 

Modified Gradient Algorithm based Noise Subspace 
Estimation with Full Rank Update for Blind CSI 

Estimator in OFDM Systems 
Saravanan Subramanian, Govind R. Kadambi 

Faculty of Engineering and Technology 
Ramaiah University of Applied Sciences 

Bangalore, India 
 
 

Abstract—This paper presents a modified Gradient-based 
method to directly compute the noise subspace iteratively from 
the received Orthogonal Frequency Division Multiplexing 
(OFDM) symbols to estimate Channel State Information (CSI). 
By invoking the matrix inversion lemma which is extensively 
used in Recursive Least Square (RLS) algorithms, the proposed 
computationally efficient method enables direct computation of 
noise subspace using the inverse of the autocorrelation matrix of 
the received OFDM symbols. In the case of a vector input, the 
modified Gradient algorithm uses rank one update to calculate 
noise subspace recursively. For an input in the matrix form, the 
modified Gradient algorithm uses a full rank update. The 
validity, efficacy, and accuracy of the proposed modified 
Gradient algorithm have been substantiated through a relative 
comparison of the results with the conventional Singular Value 
Decomposition (SVD) algorithm, which is in wide use in the 
estimation of the subspaces. The simulation results obtained 
through the modified Gradient algorithm show a satisfactory 
correlation with the results of SVD, even though the 
computational complexity involved in modified Gradient is 
relatively less. Apart from the results encompassing various 
power levels of the multipath channel, this paper also discusses 
the adaptive tracking of CSI and presents a comparative study. 

Keywords—Orthogonal Frequency Division Multiplexing 
(OFDM); Carrier Frequency Offset (CFO); Channel State 
Information (CSI); Recursive Least Square (RLS); Singular Value 
Decomposition (SVD); Channel Impulse Response (CIR);  BPSK; 
QPSK; QAM  

I. INTRODUCTION  
Radio systems based on Orthogonal Frequency Division 

Multiplexing (OFDM) are increasingly being adopted by many 
wireless communication standards [1]. With the ability of 
OFDM systems to effectively handle impairments of wireless 
channels, communication engineers and system designers can 
use standards for broadband digital data communication 
standards such as IEEE 802.11 [a, b, j, n], IEEE 802.15.3a, etc. 
OFDM is adopted as the waveform in IEEE 802.16 [d, e], 
IEEE 802.120, digital video broadcasting, digital audio 
broadcasting and cellular [3G, 4G]. Additionally, in high-speed 
wireless data communication using OFDM waveforms, the 
effects of multipath and the delayed spread of channels have a 
significant impact on data throughput. Figure 1 describes a 
typical OFDM transmitter and Receiver operating in a 
multipath wireless channel. For efficient operation and 

throughput of the OFDM system, it is important to estimate the 
multipath wireless channel (Channel State Information) at the 
receiver end. 

In summary, accurate estimation of Carrier Frequency 
Offset (CFO) and CSI is essential for ensuring the satisfactory 
performance of the OFDM system. The attainment of time 
synchronization between OFDM symbols is assumed to be 
present. The emphasis of this paper is on CSI which deals with 
the estimation of the multipath wireless channel. Instead of 
conventional SVD, this paper presents a computationally 
efficient modified gradient algorithm to estimate the noise 
subspace directly (Instead of signal subspace first and then 
through it, the noise subspace). The noise subspace is then 
utilized for the estimation of CSI. 

This paper is structured as follows. Section II presents the 
review of CSI estimation techniques. Section III presents the 
OFDM system model. Section IV deals with the second-order 
statistics and the blind CSI estimation process of the subspace. 
Section V discusses the proposed modified Gradient based 
noise subspace. Section VI presents the formulation for the 
estimation of CSI using the proposed modified gradient 
algorithm. Section VII analyses the performance of modified 
Gradient based CSI estimator, to substantiate its efficacy and 
ability in improving the estimation accuracy of CSI. Section 
VIII presents the conclusions of the paper. 

 
Fig. 1. OFDM System Block Diagram. 

II. RELATED WORK 
This section presents a comprehensive review of research 

studies pertaining to OFDM in general and estimation of CSI 
in particular. 

The authors in [2] propose an Integrated OFDM (I-OFDM) 
system to meet the BER performance of Enhanced Long-Term 
Assessment (LTE-A). For the pilot-aided CSI estimation 
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technique, pilot arrangement of comb type as well as 
convolution (Channel) encoder with best-known bounds of 
Coding Bounds are used. “Maximum A Posteriori (MAP)” 
decoder for the convolution encoder is at the receiver. The 
evaluation of BER performance was through convolution 
codes of Recursive systematic and non-systematic nature. The 
proposed I-OFDM showed significant improvement in the 
system performance combining traditional IM and multiple-
mode IM in [3]. To achieve the varied diversity order and 
spectral efficiency required next-generation wireless 
communication networks, CIM techniques (subcarrier-wise 
and subblock-wise) are presented. 

To achieve higher data bandwidth in such systems, it is of 
greater importance to estimate the CSI, the transfer function of 
the wireless channel. Author in [4] addresses the clustering 
strategy for heterogeneous wireless sensor networks. The 
clustered heads are chosen based on the CSI, the nodes' 
residual energy, and the network's average energy. Author 
proposes periodic transmission of a data packet containing the 
information about the energy dissipation of the wireless sensor 
nodes using Bluetooth low energy, ZigBee, and ANT protocols 
for the appropriate choice for the protocol selection. 

The authors in [5] propose the OFDM/OFDMA system’s 
improved performance by introducing closed-loop rotate 
modulation schemes involving BPSK, QPSK, and QAM. The 
method utilizes the feedback of the complex-valued CSI. The 
rotate modulation serves the role of channel equalizer and does 
not need the guard interval insertion. With BPSK and QPSK, 
the proposed method does not degrade BER performance with 
feedback delay. However, with QAM, the feedback delay 
degrades BER performance. 

The authors of [6] discuss the potential demands and 
challenges of the emerging 6G wireless communication 
network. The authors address system capacity requirements, 
data rate, latency, enhanced security, and the improved quality 
of service of 6G relative to 5G. The paper also dwells on the 
potential applications of mm-wave, terahertz communications, 
and massive MIMO systems in 6G. 

This paper [7] addresses the issue of Pilot contamination in 
a massive MIMO system. The authors proposed a scheme for 
reducing pilot contamination by combining time-shifting 
protocol, the directional pilot scheme, and a greedy algorithm-
based pilot allocation scheme for channel estimation. The 
simulation results show the significantly enhanced 
performance of a massive MIMO system with the proposed 
combinatorial scheme compared to the individual constituents 
of the combination. 

The receiver improves the overall bandwidth efficiency of 
the system by detecting CSI accurately and efficiently. CSI 
acquisition is generally performed using pilot or non-pilot 
techniques. To estimate CSI, pilot-based techniques typically 
use significant bandwidth to train the channel estimator at the 
receiver and send the training sequence. Paper [7] addresses the 
issue of pilot contamination in large-scale MIMO systems. The 
authors proposed a scheme to reduce pilot contamination by 
combining a time-shift protocol, a directional pilot scheme, and 
a pilot allocation scheme based on a greedy channel estimation 
algorithm. The simulation results show that the performance of 

large MIMO systems using the proposed combination scheme 
has improved significantly. 

For non-pilot assisted methods, CSI estimation requires 
statistical information about the data received. In addition, non-
pilot assistive techniques (often referred to as blind techniques) 
are more bandwidth efficient because they do not require a 
unique training sequence. 

The authors in [8,9] proposed pilot aided technique for 
channel estimation. The authors investigated the performance 
of block type and comb type pilot insertion technique in 
estimation of the channel. Comb time pilot insertion scheme is 
found to be more appropriate to track time varying channel. 
The technique involves the pilot insertion on the estimation. 
The frequency domain interpolations are carried in case of the 
block type pilot insertions and time domain interpolation is 
carried in case of the comb type pilot insertions. 

In [10], the authors presented the pilot aided technique for 
channel estimation in OFDM. The performance of two pilot 
based estimators performance is evaluated at different SNRs. 
Bayesian based Minimum Mean Square Estimator (MMSE) 
performs better at low SNR when compared to the Maximum 
Likelihood (ML) estimator. Both MMS and Bayesian 
estimators require a prior information about the channel 
statistics. The estimator requires more number of pilot tones as 
compared to the Channel Impulse Response (CIR) length. 

Linear Redundancy Precoding (LRP) uses either cyclic 
prefixes (CPs) or zero pads (ZPs) in OFDM systems [11, 12]. 
LRP is one of the categories of blind techniques for estimating 
the CSI of OFDM systems. The estimation accuracy of the 
LRP technique depends on the CP / ZP length of the OFDM 
symbol. The second category of blinding techniques relies on 
the subspace of the secondary statistics of the received sample 
to estimate the CSI of the OFDM system. The performance of 
the subspace-based method depends heavily on the accuracy in 
estimating the autocorrelation matrix of the received sample. 
This paper focuses on a subspace-based approach with 
improved stability in CSI numerical estimation and improved 
channel bandwidth efficiency. 

In [12] and [13], the underlying method for estimating CSI 
is based on the singular vector of the covariance matrix. CSI 
estimation requires a noise subspace of the autocorrelation 
matrix. Computing the required noise subspace with traditional 
algorithms such as SVD requires extensive computation. A 
zero padded OFDM system is explored in [14] for CSI 
estimation based on subspace. 

Numerical methods for calculating noise subspaces are not 
as common as signal subspace estimators. In addition, most 
algorithms for estimation [15] that combine signal and noise 
subspaces are available with high complexity. The estimation 
algorithm exists exclusively for the signal subspace, but there 
seems to be no algorithm dedicated to the noise subspace. 

This paper presents a Gradient [16] based method for 
iteratively calculating noise subspaces from received OFDM 
symbols. The method proposed in this paper directly calculates 
the noise subspace required to estimate the CSI. In the 
proposed method, the calculation of the noise subspace 
requires the inverse of the autocorrelation matrix of the 
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received OFDM symbols. In addition, this paper employs the 
matrix inversion lemma, which is very commonly used in 
recursive least squares algorithms (RLS) [17], to overcome the 
high computational cost of direct inversion of autocorrelation 
matrices. 

Also, the noise subspace of the autocorrelation matrix is 
just the signal subspace of the inverse autocorrelation and is 
calculated using the numerically stable Gradient algorithm. In 
this paper, the modified Gradient refers to fitting the inverse 
matrix to compute the inverse of the autocorrelation matrix and 
using the numerically stable Gradient algorithm to estimate the 
noise subspace. This paper also shows two schemes of 
modified gradient based on whether the underlying input to the 
modified Gradient algorithm is a vector or a matrix. For vector 
inputs, the modified Gradient recursively calculates the noise 
subspace using rank one updates. On the other hand, modified 
Gradient algorithm recursively computes the noise subspace 
using a full-rank update if the input is in the form of a matrix. 
Without loss of generality, this paper assumes channel matrix 
to be a full-rank Hankel matrix. 

The emphasis of this paper is on CSI which deals with 
estimation of multipath wireless channel. Instead of 
conventional direct SVD, this paper presents a computationally 
efficient modified gradient algorithm to estimate the noise 
subspace directly. The noise subspace is then utilized for the 
estimation of CSI. The application of the new algorithm has 
been substantiated in the estimation of CFO using MUSIC 
algorithm [18], which also requires the noise subspace. This 
paper extends the utility of the modified gradient algorithm for 
the estimation of CSI. It is envisaged that the modified gradient 
algorithm proposed by the authors [18] is new way of 
estimating CFO and CSI, since modified Gradient algorithm is 
computationally efficient compared to the conventional direct 
SVD[19]. 

III. OFDM SYSTEM MODEL 
In this section, the basic OFDM symbol is formed by N 

carriers. The basic OFDM symbol is followed by L zeros. 
Where L ≥ LH (length of channel impulse response). In this 
document, the zero-pad OFDM system eliminates ISI. 
Equation (1) represents the nth received OFDM symbol Yn 
after full time synchronization. 

𝑌𝑛 = 𝐻𝐹𝐻𝑥𝑛 + 𝑤𝑛             (1) 

𝑌𝑛 is nth Received OFDM symbol with L zero padding of size 
(N+L) x 1 

𝐻 is channel convolution matrix of size N+L x N. 

 𝐹𝐻is the orthonormal IIFT matrix. 

 𝑥𝑛 is nth i.i.d unit norm data vector of size N x 1. 

  𝑤𝑛 is i.i.d additive white Gaussian noise of variance σ2. 

 𝐻 =

⎣
⎢
⎢
⎢
⎢
⎡
ℎ(0) 0 ⋯ 0
⋮ ℎ(0) ⋱ ⋮

ℎ(𝐿𝐻) ⋮ ⋱ 0
0 ℎ(𝐿𝐻) ⋱ ℎ(0)
⋮ ⋮ ⋱ ⋮
0 0 ⋯ ℎ(𝐿𝐻)⎦

⎥
⎥
⎥
⎥
⎤

 

H is a full-rank non-negative Toeplitz channel convolution 
matrix. The element of matrix H is the normalized channel 
impulse response of length LH. The channel is assumed to be 
time-invariant and frequency-selective over the symbol period. 
To overcome the effects of ISI, the length of the selected ZP 
will be L ≥ LH. The CSI estimate assumes carrier frequency 
offset (CFO) cancellation introduced by the Doppler or local 
oscillator of the received OFDM symbol Yn. 

IV. BLIND CSI ESTIMATION 
The blind CSI estimation algorithm in this document uses 

the noise subspace calculated from the quadratic statistics of 
the received OFDM symbols [14]. The quadratic statistics 
(autocorrelation) of the received OFDM symbols contain only 
the information about the transmitted OFDM symbols and the 
convoluted channels. However, due to the orthonormal nature 
of the inverse Fast Fourier Transform (IFFT) and the nature of 
the independent identical distribution and unit norm of the 
transmitted data Xn, the autocorrelation matrix can be used to 
estimate the CSI [14]. 

𝑅𝑛 = 𝐸{𝑌𝑛𝑌𝑛𝐻}              (2) 

𝑅𝑛 = 𝐻𝐻𝐻 + 𝜎𝑛𝑜𝑖𝑠𝑒2 𝐼𝑁+𝐿             (3) 

Where Rn is the autocorrelation matrix and E is the 
expected value operator. The matrix HHH is the Hermitian 
positive semi-finite matrix, IN+L is the identity matrix, and 
σ2

noise is the noise power of the channel. The size of the 
resulting autocorrelation matrix Rn is N+L x N+L. The identity 
matrix can diagonalize the resulting Rn by applying the 
spectral theorem. SVD is used to diagonalize Rn. 

𝑅𝑛 = 𝑈∑𝑉𝐻              (4) 

𝑈 = [𝑈𝑠𝑖𝑔𝑛𝑎𝑙𝑈𝑛𝑜𝑠𝑖𝑒]             (5) 

𝑉𝐻 = [𝑈𝑠𝑖𝑔𝑛𝑎𝑙𝑈𝑛𝑜𝑖𝑠𝑒]𝐻             (6) 

∑ = �
𝛥 + 𝜎𝑛𝑜𝑖𝑠𝑒2 𝐼𝑁 0

0 𝜎𝑛𝑜𝑠𝑖𝑒2 𝐼𝐿
�            (7) 

The orthonormal matrices U and VH contain subspace 
components of signal and noise subspaces. Usignal corresponds 
to the signal subspace of dimension N+L x N of the 
autocorrelation matrix Rn, and Unoise corresponds to the noise 
subspace of dimension N+L x L. ∆ is a diagonal matrix with 
diagonal elements representing the signal power of each N-
subcarrier. Equation (1) shows that the received OFDM symbol 
Yn is basically in the signal space across the channel 
convolution matrix H. A linear combination of the channel 
convolution matrix H multiplied by FH xn yields the received 
OFDM symbol Yn. The channel convolution matrix H is a 
Toeplitz matrix of size N+L x N, so there are N non-identical 
columns and the rank is N. This indicates that the rank of the 
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main subspace (signal subspace) of this matrix H is N, and the 
rank of that subspace (noise subspace) is L. 

𝑈𝑛𝑜𝑖𝑠𝑒𝐻 × 𝑈𝑠𝑖𝑔𝑎𝑛𝑙 = 0             (8) 

Equation (8) states that the Usignal and Unoise are orthogonal 
subspaces. Each vector in the noise space is orthogonal to the 
entire signal space Usignal. Similarly, each vector in the signal 
space is orthogonal to the total noise space Unoise. This special 
property is used to estimate the channel impulse response hn. 
Since the columns of the channel convolution matrix H span 
the entire signal space, the received OFDM symbol Yn is also 
in the signal space across H . Therefore, this space is also 
orthogonal to any vector in the noise space Unoise calculated 
from the SVD on the autocorrelation matrix Rn. 

𝑈𝑛𝑜𝑖𝑠𝑒𝐻 × 𝐻 = 0              (9) 

𝑢𝐻 = [𝑢1 𝑢2 ⋅ ⋅ 𝑢𝑁+𝐿]          (10) 

𝑢𝐻 × 𝐻 = 0            (11) 

if uH in Equation (10) is a vector of length N+L in the noise 
subspace, it is also an orthogonal complement of the channel 
convolution matrix H by equation (11). From Equation (11) to 
Equation (12) rewritten by the Toeplitz structure of the channel 
convolution matrix H. Where V is a Henkel matrix of size L+1 
x N formed using the elements of u, which is the noise vector 
of the noise subspace Unoise. The cost function for estimating 
CSI includes the complex conjugate of equation (12). 

ℎ𝐻 × 𝑉 = 0            (12) 

(ℎ𝐻 × 𝑉) × (ℎ𝐻 × 𝑉)𝐻           (13) 

ℎ𝐻𝑉𝑉𝐻ℎ = 0            (14) 

By using all the noise vectors in the noise subspace Unoise, 
Equation (14) is rewritten as the cost function of Equation (16) 
to estimate the CSI. 

𝑊 = ∑ 𝑉𝑖𝑉𝑖𝐻𝐿
𝑖=0             (15) 

ℎ𝐻𝑊ℎ = 0            (16) 

Vi is a Hankel matrix formed from the individual noise 
vector elements of the noise subspace Unoise. Equation (16) 
means that the vector h, which is a small singular vector of W, 
can minimize the cost function. This small normalized singular 
vector is an estimate of CSI with phase ambiguity. Each 
complex element, when scaled, is a small singular vector that is 
also the solution to the cost function defined in Equation (16). 

Vi is the Henkel matrix formed by using the elements of 
the individual noise vectors of the noise subspace Unoise. 
Equation (16) implies that the vector h, a minor singular vector 
of W, can minimize the cost function. This minor singular 
vector normalized is the estimate of CSI with a phase 
ambiguity. Any complex element, when scaled, a minor 
singular vector, is also a solution to the cost function defined 
by Equation (16). This phase ambiguity is attributed to the 
above. 

Considering the process of CSI estimation from the 
reception of OFDM symbol Yn to the solution of equation (16), 
the calculation of equations (4) and (16) uses a computationally 

intensive algorithm (SVD) in two steps. Analysis of the steps 
involved in the CSI estimation shows that noise space is more 
important in the CSI estimation. In fact, of the results of 
Equations (4) and (16), the noise vector from each calculation 
is used in the subsequent process of the CSI estimation method. 
However, the computational cost of the O((N+L)3) SVD 
method makes this estimation method a non-viable option for 
real-time implementations. In the next section, this paper 
proposes a new algorithm for efficiently estimating the noise 
vectors in Equation (4) (using rank-one updates) and equation 
(16) (using full-rank updates). The proposed algorithm has 
computational advantages over existing algorithms such as 
SVD. 

V. MODIFIED GRADIENT ALGORITHM 
Let x(t) be a column vector in complex vector space Cn 

observed at instant t. In time domain spectral analysis, it is a 
vector of n consecutive samples of summation of r non 
coherent complex sinusoids corrupted by additive complex 
Gaussian noise n(t) with variance σ2. 

𝑥(𝑡) =  ∑ 𝑠𝑘𝑟
𝑘=1 𝑎(𝑤𝑘) + 𝑛(𝑡)          (17) 

𝑥(𝑡) =  𝐴𝑠(𝑡) + 𝑛(𝑡)           (18) 

Where A = [a(w1) a(w2) … a(wr)]  is the deterministic 
matrix of size n x r. a�wp� = [1 ejwp ej2wp … ej(n−1)wp ]T is 
the frequency vector and S(t) = [s1 s2 … sr]  is the random 
source vector. The correlation matrix 𝑅  is formed from the 
snapshot vector x(t). 

𝑅 = 𝐸[𝑥(𝑡) 𝑥𝐻(𝑡)] = 𝐴𝐶𝑠𝐴𝐻 + 𝐼𝜎2         (19) 

Where 𝐶𝑠 = 𝐸[S(t)S𝐻(t)], I denotes the identity matrix and 
E stands for expectation. Taking Eigen decomposition of 
Equation (5). 

𝑅 = 𝑈𝛴𝑈𝐻            (20) 

𝑈 = [𝑈𝑠𝑈𝑛]            (21) 

𝑈𝑠  contains the signal space vectors and 𝑈𝑛 has the noise 
space vector. The first r vectors in U (Equation (21)) form the 
signal subspace vector alias column subspace vectors. The 
remaining (n-r) vectors form the noise subspace vectors alias 
left Null subspace vector. Similarly, ∑ (Equation (20)) is the 
diagonal matrix containing the Eigen values corresponding to 
the signal and noise subspace respectively. It is important to 
note that both the matrices A and 𝑈𝑠 span the same column 
space alias the signal subspace. The 𝑈𝑠  signal subspace vectors 
and 𝑈𝑛 noise subspace vectors are orthogonal and they 
complement each other. The above-mentioned properties are 
exploited in high resolution spectral estimation technique using 
MUSIC [20] and ESPIRIT algorithms [21]. 

It is clear that the matrices A and 𝑈𝑠 span the same column 
space alias the signal subspace. This enables to build a cost 
function to estimate the signal subspace. Let y(t) be a vector in 
the column space of the 𝑈𝑠𝐻 . Then, 

y(t) =  𝑈𝑠𝐻𝑥(𝑡)            (22) 

𝑥(𝑡) = 𝑈𝑠 y(t)             (23) 
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𝑥(𝑡) = 𝑈𝑠𝑈𝑠𝐻𝑥(𝑡)            (24) 

Superscript H denotes the Hermitian transpose. For 
convenience 𝑈𝑠 and 𝑈𝑠𝐻 are rewritten as 𝑊 and  𝑊𝐻  
respectively. The scalar cost function can be arrived as 

𝐽(𝑊) = 𝐸‖𝑥(𝑡) −𝑊𝑊𝐻𝑥(𝑡)‖2            (25) 

𝐽(𝑊) has global minimum only at when the columns of W 
span the signal space of A. 

Global minimum of Equation (25) can be found recursively 
using the Gradient Descent method [16]. As a first step, the 
gradient of the unconstrained cost function with respect to W is 
derived. 

𝛻𝐽 = [−2𝑅 + 𝑅𝑊𝑊𝐻 + 𝑊𝑊𝐻𝑅]𝑊           (26) 

The update on the subspace can be written as  

𝑊(𝑡) = 𝑊(𝑡 − 1) + [2𝑅(𝑡) − 𝑅(𝑡)𝑊(𝑡 − 1)𝑊𝐻(𝑡 − 1) −
𝑊(𝑡 − 1)𝑊𝐻(𝑡 − 1)𝑅(𝑡)]𝑊(𝑡 − 1)          (27) 

The above Equation (27) converges to the signal subspace 
of the correlation matrix 𝑅(𝑡) . This implies that the 
conventional Gradient algorithm facilitates the computation of 
signal subspace only. One has to compute the noise subspace 
after computing the signal subspace. The proposed modified 
Gradient algorithm is aimed for the direct computation of noise 
subspace instead of first computing the signal subspace and 
then computing the noise subspace from the knowledge of auto 
correlation matrix. To obtain the noise subspace, R(t) in 
Equation (27) is to be replaced with Rinv(t), where Rinv(t) is the 
inverse of correlation matrix 𝑅(𝑡 ). With this modification, 
Equation (27) can be rewritten as shown in Equation (28). 

𝑊(𝑡) = 𝑊(𝑡 − 1) + [2𝑅𝑖𝑛𝑣(𝑡) − 𝑅𝑖𝑛𝑣(𝑡)𝑊(𝑡 − 1)𝑊𝐻(𝑡 −
1) −𝑊(𝑡 − 1)𝑊𝐻(𝑡 − 1)𝑅𝑖𝑛𝑣(𝑡)]𝑊(𝑡 − 1)         (28) 

Equation (28) is the modified Gradient Method for the 
noise subspace estimation. The computational complexity of 
Equation (28) is comparatively less when compared to the 
batch based SVD or EVD techniques [19] which is of the order 
of O(n3) operations. 

VI. MODIFIED GRADIENT IN CSI ESTIMATION 
This section presents a unique method for calculating the 

noise vector of Rn, the autocorrelation matrix by altering the 
current Gradient method [16]. The Gradient-based subspace 
estimation method is a member of the iterative power-based 
subspace estimation algorithm class. These categories of 
algorithms estimate and track signal vectors more effectively 
than the noise vector of the subject matrix. In addition, the 
iterative power-based approach predicts the greatest vector in 
the signal space. Typically, signal subspace vectors are 
computed prior to noise subspace estimation. The noise 
subspace created by inverting Rn, the autocorrelation matrix 
eliminates the need to compute the noise subspace following 
the signal subspace. Taking into account the inversion of the 
subjected Rn matrix, the same power-based technique will be 
more effective at directly estimating and tracking the noise 
space vector or minor vectors. 

The inverse of the autocorrelation matrix Rn is calculated in 
the proposed modified Gradient, Xn, by utilizing the 
underlying received OFDM symbol Yn. This is carried out in a 
recursive fashion. The classic matrix inversion lemma is used 
in the recursive least square estimation techniques, and it is 
utilized by the modified Gradient. The underlying matrix that 
will be employed in tracking the noise vectors in Equations (4) 
and (16) of interest for estimating the CSI will be the inverted 
version of Xn, which will have a dimension of N+L x N+L. 
During the process of estimating the CSI, this modified 
Gradient method will be used to calculate and keep track of the 
noise vectors. In terms of the amount of computing power 
required, a technique of this iterative nature is quite effective. 
The comparative performance of blind CSI estimation using 
the proposed modified Gradient algorithm and SVD based 
approach will be described later in section VI with a random 
complex channel. The focus of this section is on the 
performance of blind CSI estimation using modified Gradient 
method. 

This paper describes the procedure for computing the noise 
subspace vectors specified in Equation (4) and (16) using the 
modified Gradient approach. A pseudocode for the CSI 
estimation is also presented. Estimation of CSI begins with the 
OFDM signals that were successfully received. Xn denotes the 
nth estimate of the inverse of the autocorrelation matrix, Rn. 

A brief explanation of pseudo-code is presented here in 
order to estimate the noise subspace vectors making use of 
modified Gradient, with rank one update being performed by 
the underlying OFDM signal Yn. As shown in the Equation 
(31), the rank-one update of the inverse autocorrelation matrix 
Xn is computed using Yn, the received OFDM signal. 

Initialize  

𝑉𝑛𝑜𝑠𝑖𝑒(0) = [𝐼]𝑁+𝐿 𝑋 𝐿 

 
𝑋(0) = [𝐼]𝑁+𝐿 𝑋 𝑁+𝐿 

Where N is the number of carriers and L is the zero-
padding length. 𝑉𝑛𝑜𝑠𝑖𝑒(0) is the initial noise subspace matrix of 
Xn

H , and X(0) is the initial inverse of Rn. 

For n = 1,2,3… , 

𝐾𝑎𝑙𝐺𝑎𝑖𝑛 𝐴(𝑛) = 𝑋(𝑛 − 1)𝑌(𝑛)           (29) 

𝐺𝑎𝑚𝑚𝑎 𝐴(𝑛) =  1−𝜆
𝜆+(1−𝜆)𝑌𝐻(𝑛)𝐾𝑎𝑙𝐺𝑎𝑖𝑛𝐴(𝑛)

          (30) 

𝑋(𝑛) =  

 1
𝜆

(𝑋(𝑛 − 1) − 𝐺𝑎𝑚𝑚𝑎𝐴(𝑛)𝐾𝑎𝑙𝐺𝑎𝑖𝑛𝐴(𝑛)𝐾𝑎𝑙𝐺𝑎𝑖𝑛𝐴𝐻(𝑛))  (31) 

𝑉𝑛𝑜𝑠𝑖𝑒(𝑛) = 𝑉𝑛𝑜𝑠𝑖𝑒(𝑛 − 1) + �2𝑋(𝑛) − 𝑋(𝑛)𝑉𝑛𝑜𝑠𝑖𝑒(𝑛 −
1)𝑉𝑛𝑜𝑠𝑖𝑒

𝐻(𝑛 − 1) −
𝑉𝑛𝑜𝑠𝑖𝑒(𝑛 − 1)𝑉𝑛𝑜𝑠𝑖𝑒

𝐻(𝑛 − 1)𝑋(𝑛)� 𝑉𝑛𝑜𝑠𝑖𝑒(𝑛 − 1)        (32) 

End 

λ is the forgetting factor between 0 and 1. 

𝑉𝑛𝑜𝑠𝑖𝑒 44T, which has the noise vectors corresponding to the 
noise subspace vector of Equation (10). The L noise vectors 
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from 𝑉𝑛𝑜𝑠𝑖𝑒 R construct the Henkel matrix V needed to compute 
W, as shown in Equation (15). The smallest singular vector 
of W is obtained using the procedure listed below. 

A summary of pseudo code for estimating the noise vectors 
using the modified Gradient method is presented with full-rank 
updating of W, which is computed from the 𝑉𝑛𝑜𝑠𝑖𝑒 as described 
in the Equation (15). 

Initialize 

𝑄(0) = �𝐼0�𝑁+𝐿 𝑋 𝐿
 

𝑊𝑖𝑛𝑣(0) = [𝐼]𝐿𝑋𝐿 

for n = 1,2,3…  

𝐾𝑎𝑙𝐺𝑎𝑖𝑛𝐵(𝑛) = 𝑊𝑖𝑛𝑣(𝑛 − 1)𝑊(𝑛)          (33) 

𝐺𝑎𝑚𝑚𝑎𝐵(𝑛) =  1−𝜆
𝜆+(1−𝜆)det (𝑊𝐻(𝑛)𝐾𝑎𝑙𝐺𝑎𝑖𝑛𝐵(𝑛))

          (34) 

𝑊𝑖𝑛𝑣(𝑛) = 
1
𝜆

(𝑊𝑖𝑛𝑣(𝑛 − 1) − 𝐺𝑎𝑚𝑚𝑎𝐵(𝑛)𝐾𝑎𝑙𝐺𝑎𝑖𝑛𝐵(𝑛)𝐾𝑎𝑙𝐺𝑎𝑖𝑛𝐵𝐻(𝑛))  (35) 

𝑄(𝑛) = 𝑄(𝑛 − 1) + [2𝑊𝑖𝑛𝑣(𝑛) −𝑊𝑖𝑛𝑣(𝑛)𝑄(𝑛 − 1)𝑄𝐻(𝑛 − 1) −
𝑄(𝑛 − 1)𝑄𝐻(𝑛 − 1)𝑊𝑖𝑛𝑣(𝑛)]𝑄(𝑛 − 1)            (36) 

End 

Q in Equation (36) contains noise subspace vectors of Winv 
of Equation (35). The first singular vector is the estimate of the 
channel's impulse response. The impulse response estimate is 
normalized to get the estimate of CSI. The estimated 
normalized impulse response will have a phase ambiguity and 
is resolved with the help of a single pilot carrier. 

The Gradient class of subspace estimation algorithms 
typically exhibit a complexity of O((N+L)L) with the 
additional complexity of O((N+L)2) for inversion of matrix 
using matrix inversion lemma of Equation (31). In general, 
computational complexity in the estimation of noise spaces 
through the proposed modified Gradient scheme is 
O((N+L)2+(N+L)L)), instead of O((N+L)3) operations of the 
conventional SVD based methods. This in turn implies a 
reduction in computational complexity of modified Gradient 
method. Table I presents the comparison of computational 
complexity between the direct SVD and modified Gradient 
algorithms in computing the noise subspace with rank one 
update. As shown in Table I, the computational complexity of 
modified Gradient is comparatively less than the direct SVD 
based algorithms for various values of N and L. 

TABLE I. COMPARISON OF COMPUTATIONAL COMPLEXITY OF DIRECT 
SVD AND MODIFIED GRADIENT IN ESTIMATION NOISE SUBSPACE WITH RANK 

ONE UPDATE 

SI. No N L SVD Modified Gradient 

1 128 8 O(136^3) O(26.955^3) 

2 256 16 O(272^3) O(42.788^3) 

3 512 32 O(544^3) O(67.921^3) 

VII. PERFORMANCE ANALYSIS 
This section presents the results of the simulation to 

establish the ability modified Gradient based CSI estimation 
algorithm using the directly computed noise subspace. The 
simulation model assumes the reception of the OFDM symbol 
with 128 carriers and zero-padded to the extent of 1/4th of the 
OFDM symbol. Out of 128 carriers, one carrier is a reference 
carrier to resolve the issue of phase ambiguity. The simulation 
of the Rayleigh channel model mimicking the outdoor channel 
is through 16 tap FIR filter. The subcarriers of the OFDM use 
the modulation scheme of the QPSK constellation. The 
simulation is with 1500 OFDM symbols. The changes in the 
Rayleigh channel model are induced to occur at the time 
instances of 500th and 1000th OFDM symbols. The Channel 
Impulse Response, which is nothing but CSI, is estimated and 
is tracked using a subspace-based technique at various power 
levels. The estimate of CSI is compared with a response of 
modelled ideal Rayleigh channel. Direct SVD and proposed 
modified Gradient techniques are adopted to estimate the noise 
subspace. Noise subspace, in turn, is used to estimate the CSI. 
Fig. 2 to Fig. 4 present the comparative performance and 
analysis of CSI estimates obtained through modified Gradient, 
Direct SVD, and the ideal channel response. 

Fig. 2 to Fig. 4 illustrate the comparative estimation 
performance of the modified Gradient and direct SVD-based 
noise subspace estimators in the estimation of CSI of the 
OFDM system. In the simulation studies presented in this 
paper, 400 OFDM symbols are utilized to reconstruct the 
autocorrelation matrix which is required for noise subspace 
estimation. The results of Fig. 2 correspond to the power level 
(SNR) of the wireless channel at 10 dB. The ideal Rayleigh 
channel shown in Fig. 2, is the reference for comparison and 
has been modeled through 16 tap FIR filter. Fig. 2 depicts the 
estimation of the Rayleigh channel state (at SNR of 10 dB) at 
the 400th OFDM symbol. While Fig. 2(a) depicts the amplitude 
response of the CSI estimation, the corresponding phase 
response is shown in Fig. 2(b). There is an excellent agreement 
between the results obtained through the modified Gradient 
and direct SVD-based blind CSI estimators. The results of Fig. 
2(b) reveal a fixed offset between the results of modified 
Gradient and Direct SVD relative to the ideal Rayleigh 
channel. The referred fixed offset in the phase of estimated CSI 
is attributed to the phase ambiguity (which is already explained 
while discussing Equation (16)). This phase ambiguity is 
resolved or negated using a single reference subcarrier. 

Similarly, Fig. 3(a) and Fig. 3(b) depict the amplitude and 
the phase of the CSI estimation (SNR of 20 dB) at the 400th 
OFDM symbol. At increased power level of the channel 
(SNR), the correlation between the CSI estimation by the blind 
CSI estimators and the ideal channel improves. 

The analogous results at SNR of 30 dB are shown in 
Figures 4a and 4b. The results on amplitude response of CSI 
estimation shown in Figure 4a show perfect agreement among 
the blind CSI estimators and ideal channel. It is pertinent to 
note that modified Gradient requires relatively lesser 
computational effort compared to direct SVD. 

Fig. 5 depicts the channel tracking performance of the 
proposed modified Gradient algorithm with direct SVD at SNR 
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of 10 dB. It also illustrates the Relative Error Norm 
performance of the proposed modified Gradient and direct 
SVD-based blind CSI estimators. Whenever there is a change 
in the state of the Rayleigh channel, the blind CSI estimator 

takes around 100 OFDM symbols for attaining the steady state. 
Post 100 symbols, the Relative Error Norm falls to around -6 
dB at 1000th and 1500th OFDM symbols. 

  
(a)       (b) 

Fig. 2. (a) Amplitude Response: CSI Estimation for Rayleigh Channel at 400th OFDM Symbol (SNR of 10 dB), (b) Phase Response: CSI Estimation for Rayleigh 
Channel at 400th OFDM Symbol (SNR of 10 dB). 

  
(a)       (b) 

Fig. 3. (a) Amplitude Response: CSI Estimation for Rayleigh Channel at 400th OFDM Symbol (SNR of 20 dB), (b) Phase Response: CSI Estimation for Rayleigh 
Channel at 400th OFDM Symbol (SNR of 20 dB) 

  
(a)       (b) 
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Fig. 4. (a) Amplitude Response: CSI Estimation for Rayleigh Channel at 400th OFDM Symbol (SNR of 30 dB), (b) Phase Response: CSI Estimation for Rayleigh 
Channel at 400th OFDM Symbol (SNR of 30 dB) 

 
Fig. 5. CSI Tracking of Rayleigh Channel at SNR of 10 dB. 

Similarly at the higher SNR value of 20 dB (Fig. 6), the 
Relative Error Norm shows decreasing trend (as low as -16 
dB). 

 
Fig. 6. CSI Tracking of Rayleigh Channel at SNR of 20 dB. 

The results of Fig. 7 reveal that for a channel power level 
(SNR of 30 dB), the Relative Error Norm is as low as -22 dB. 
As the power level increases, the difference in the Relative 
Error Norm continuously decreases leading to very good 
agreement between the results of direct SVD and the modified 
Gradient method. This substantiates the ability of modified 
Gradient algorithms to accurately estimate the CSI of the 
wireless multipath channel at a lower computational cost. 

Fig. 8 presents the comparison of the Mean Square 
Estimate (MSE) of CSI estimation performed through 
Modified Gradient algorithm and with that of Cramer Rao 
Lower Bound (CRLB). The subspace-based techniques which 
are blind in nature are formulated to perform the estimation of 
CSI without the knowledge of complete information. The 
proposed modified Gradient algorithm compares favorably 
with CRLB at high SNR. At SNR of about 15 dB and above, 
the modified Gradient algorithm requires about 2 to 3 dB 
additional power gain to attain the limits of CRLB. Indeed, it is 

exhibiting a good performance in spite of complete blind 
operation. 

 
Fig. 7. CSI Tracking of Rayleigh Channel at SNR of 30 dB. 

 
Figure 8: CRLB Comparison. 

VIII. CONCLUSION 
This paper presents a modified Gradient based method to 

directly compute the noise subspace iteratively from the 
received OFDM symbols to estimate CSI. The proposed 
method enables direct computation of noise subspace using the 
inverse of the autocorrelation matrix of the received OFDM 
symbols. This paper adopts a matrix inversion lemma to 
overcome the heavy computational efforts in the direct 
inversion of an autocorrelation matrix. This paper also 
introduced two schemes of modified Gradient based on 
whether the underlying input to the algorithm is a vector or 
matrix. In the case of a vector input, the modified Gradient 
algorithm uses rank one update to calculate noise subspace 
recursively. For the matrix input, modified Gradient algorithm 
uses full rank update. The validity, efficacy and the accuracy of 
the proposed modified Gradient algorithm have been 
substantiated through a relative comparison of the results with 
the conventional SVD algorithm, which is in wide use in 
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estimation of the subspaces. The results of performance 
analysis obtained through modified Gradient algorithm show 
satisfactory correlation with the results of SVD, even though 
the computational complexity involved in modified Gradient 
method is relatively less. This enables to adopt the noise 
subspace-based CSI estimation in realistic scenario of OFDM 
system. The reduced computation complexity in the estimation 
of the noise subspace estimation by the proposed modified 
Gradient can be of potential utility for the use of a subspace-
based technique in the estimation of CSI for coherent 
demodulation in OFDM systems. Through simulation studies, 
this paper also has illustrated the ability of the blind CSI 
estimator in tracking the changes in the wireless channel state 
at various time instants. 

The focus of this paper is on CSI estimation assuming the 
presence of perfect carrier frequency synchronization. 
However, the joint CSI and CFO estimation without the 
assumption of perfect carrier frequency synchronization will be 
of practical relevance from the performance perspective of the 
OFDM system. The joint CFO-CSI estimators based on the 
noise subspace technique is a topic of research interest of the 
authors. 
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Abstract—The COVID-19 pandemic had a very severe impact 
on the education both in schools and in universities. In the span 
of several weeks, educators around the world had to transform 
completely the teaching method and students had to adapt to the 
new form of learning. The following article reviews the opinions 
of university students based on three different studies – one 
before the pandemic and the distance learning, one in the middle 
of it and one in the end of the distance learning. The goal is to see 
how students' thinking and perceptions of online learning has 
changed over the last three years as a result of different 
conditions. 

Keywords—e-Learning; online learning; students' attitude to e-
learning; pandemic outbreak; COVID-19 

I. INTRODUCTION 
Undoubtedly, in the last two years, the COVID-19 

pandemic has been decisive in the lives of people around the 
world and has greatly changed their habits and daily lives. The 
education sector is one of the key sectors that have borne much 
of the burden of this pandemic. Hospitals, doctors and medical 
staff were invariably under the greatest strain, as they met 
directly with the illness. In addition, the COVID-19 pandemic 
had a very severe impact on education. The Government closed 
schools and universities to prevent the spread of the infection. 
This closure was not expected by anyone and was 
unprecedented, so both students and teachers were not at all 
prepared for it. Within two weeks, the teaching had to be 
transferred entirely to the electronic environment, online. 
These conditions forced the teachers to prepare their lectures 
and teaching materials in a completely new way. Students 
should look at e-learning not as a supplement to the standard 
learning, but as the main and only way. Since this has never 
happened to neither lecturers, nor students before - both sides 
faced many challenges and overcame many problems together. 

II. STATE AND RELEVANCE OF THE PROBLEM 
Before the spring of 2020, e-learning was seen as an object 

of research and an opportunity to complement standard 
education in schools and universities, but since that spring 
online learning was introduced as a means of ensuring 
continuing education. The pros and cons of online learning and 
the comparison of the results of standard and online learning or 
standard and blended learning [3, 4, 5] are mainly examined 
before the pandemic, while online learning is the only option 
after the pandemic and research is addressed mainly to its 
refinement or improvement [6, 7, 8]. Online learning is a 
convenient form of distance learning that has developed since 

2000. Initially, to provide access to teaching materials and 
training for students who are far from the place of the school or 
university, for those who are professionally engaged and 
cannot afford to attend standard university courses. This form 
of learning gives access to training and materials to a wide 
range of people, regardless of their age and previous 
experience or profession [1]. In addition, education is generally 
expensive and offering online courses at a lower cost makes 
them much more accessible to a wider range of learners. 
Anyone who has access to the Internet and an interest in a field 
has access to materials from top universities and can study and 
develop for free or at a relatively low cost [2]. Last but not 
least, the advantage of online courses is that they are available 
at a time convenient for the learner. They can watch, listen to 
or read them as many times as they want. 

In order for online learning to be successful, the 
environment or the learning management system (LMS) that 
will be used plays a very important role. Before 2020, most of 
the courses were offered on popular platforms for sharing 
audio and video materials, the universities themselves used 
LMS systems [11, 12, 13] or teachers supplemented the 
systems and communication with students using social 
networks [9, 10, 13]. After the announcement of the 2020 
pandemic and the transition to full online learning, it was 
necessary to improve and adapt LMS systems to the new 
conditions very quickly. It was no longer enough for students 
to have access to structured materials - lectures, exercises, 
homework, as the LMS had to allow direct communication in 
real time and the opportunity for direct conversations and 
meetings [14, 15]. An analysis of the impact of the pandemic 
on the development of this type of system is described in [16]. 
Before the pandemic, our university used LMS, which was 
more of a file management system (file manager) with 
materials for students in various disciplines in PDF or PPT 
formats. Therefore, the university management had to make a 
choice promptly and decide to introduce another system, with 
more opportunities and, above all, the possibility of 
synchronous online learning. 

III. STUDY, METHOD, PARTICIPANTS, CONDITIONS AND 
DURATION OF THE RESEARCH 

With the help of Google Forms, we collected the opinions 
of the students from the department of Computer systems and 
technologies in the University of Ruse, Bulgaria, regarding 
their opinion about online learning. Three studies have been 
conducted - one before the pandemic [18], the second one at 
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the beginning of the pandemic [17] and the third one recently 
at the end of the distance learning. Our goal was to see how 
students' thinking and perceptions of online learning has 
changed over the last three years as a result of different 
conditions. 

A few months before the COVID-19 pandemic, without 
even suspecting it, we wanted to see what the students thought 
about the materials provided by the lecturer. How, in what 
form and whether there is a need to have access to them, do 
they think it makes sense to combine traditional with online 
learning. This questionnaire was completed by 201 participants 
in the study. It was distributed publicly and filled not only by 
our current students, but also by former ones, with the idea to 
see different points of view. 

At the beginning of the COVID-19 period (the first online 
semester for them), we tried to assess students' attitudes and 
sense of learning during the pandemic. Number of students 
participated were 109, average age being 22 years. For some of 
the participants in the survey, this was the only semester 
online, and for others - this is the second semester of learning 
and they had no real experience in normal university education. 

Our latest study involved 75 students with an average age 
of 22, mostly men. They studied 4 semesters online, they were 
also online at the beginning of the current semester and have 
been in-person for several weeks now. Some of them have 
been entirely online since the beginning of their university 
studies and have no experience with standard academic 
lecturing at the university. Some of these students (about 50%) 
also participated in the first study. 

In Bulgaria, schools were one of the first and very quick to 
return to normal education, starting with the youngest. 
Universities had the opportunity to decide what form of 
education to use independently and at our university we had 2 
trials in 2-3 weeks for in-person lecturing and education but 
came back to online again. We hope that the return to the 
normal form of study this semester will last at least until its 
end, if not permanently. 

After the two surveys, we wanted to see what the students 
thought and what their experience of those two years was after 
almost entirely online education. 

IV. RESULTS ANALYSIS 
After the experience gained in online teaching, we can say 

that due to the compulsory online training the various IT 
technologies are widely used in the teaching itself, as well as 
that this teaching has been the engine for active development 
of these technologies in the last two years. 

Advantages of online learning: Students have the 
opportunity to study and learn the material at their own pace, 
thus encouraging engagement, independent thinking and 
working on problems. There were no problems with 
technology and information technologies in general, because 
they are studying such courses, but there were those who did 
not have good internet connection or suitable devices, for 
example. 

In the meantime, lecturers and students had to face some 
challenges: 

• They had to quickly learn to use different LMS systems 
with the possibility of online connection in real time 
with the students. 

• In a short time, they had to adapt their materials so that 
they can be used online. And all this without any 
special training before that. 

• It is inevitably a big challenge to face the use of new 
technologies and various digital devices. 

• Uncertainties about students' readiness for learning, 
social isolation and participation in online classes. 

• The need to develop materials in an attractive and 
appropriate form. 

• Developing and using training strategies tailored to the 
new conditions. 

• The transition from face to face to online learning is 
related to overcoming communication barriers for both 
parties. 

• Measures and methods for overcoming the lack of 
interest in both sides of the learning process. 

• Ways to organize and conduct online exams and 
presentation of diploma projects. 

At first glance, it may be considered that when teaching is 
in the field of computer systems and technologies, online 
teaching is not so complicated. There are indeed courses that 
may be more appropriate and productive for online rather than 
standard teaching, but there are many courses that are very 
difficult to adapt for online use - for example, those that require 
specific hardware, laboratory facilities or equipment. 

Before COVID-19, students said that they found classes in 
the form of exercises and workshops the most useful for them. 
They are the most difficult to conduct online if they involve 
any specialized equipment. For courses related to programming 
and using a popular, unlicensed environment, conducting it 
online may be even more useful for the students. In these 
courses, they are forced to install and configure the various 
software environments needed to conduct practical exercises in 
the learning process on their own, under the supervision and 
assistance of the teacher remotely. Some students said that this 
was one of the very useful aspects of the teaching, because if 
they were taught in-person, most of them do not install the 
used environments at all and do nothing at home. 52% of the 
respondents said that they had installed all the software 
products that were necessary for their teaching and 72% 
performed all the tasks set by the lecturers. 

During the long period of online learning, the university 
improved their chosen platform and the hardware resources, 
while the lecturers got used to it and did not have a need for the 
university’s LMS at all. The students themselves (73.3%) think 
that the platform used for online learning is the main issue 
during teaching (Fig. 1). 
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Fig. 1. What are the Main Issues during the Online Learning According to 

the Students. 

Although 89% of students used a computer to participate in 
lectures and 93% to participate in exercises, there were still 
students using mobile phones at the end of the pandemic. This 
means that these students practically only attended, but did not 
fully participate in the classes. 40% of respondents said that 
they kept notes, 17.3% that they used specialized recording 
software (which is not regulated and allowed because teachers 
are not informed about it) and almost 35% did not need notes 
because the teachers provided the necessary materials and 
presentations. 52% attended all the lectures, 28% attended 75% 
of the lectures and unfortunately there are still students - 13.3% 
who attended the classes online only because the teachers said 
it is mandatory to attend and checked attendance. Graphic 
representation of the attendance of online classes for all 
respondents, as well as depending on the number of semesters 
in which they studied online, is shown in Fig. 2. 

Given that the surveyed students are studying Computer 
Science, the use of mobile devices for classes makes virtually 
no sense. It is assumed that in order to actively participate in 
the teaching, they must use different programming 
environments or software products for various engineering 
research, which is not possible to have on their phones or 
tablets. Despite the presence of such students who are still 
using mobile devices, 52% answered that during the exercises 
they had software installed to perform the tasks and 72% tried 
to do everything assigned to them by the teacher. However, 
there are still those who have just joined the online classroom 
and did not stay in front of the device, did not listen or did not 
participate in the classes and 19% who have only listened and 
watched and done nothing. Although a small percentage, this 
means that about 20% of students have trained as a computer 
engineer for 4 semesters, but have not tried to program or solve 
their own tasks. They do not even participate in discussions 
during the classes. 

 
Fig. 2. Graphic Representation of the Attendance of Online Classes 

Depending on the Number of Semesters in which they Studied Online. 

What do students think about their lecturers? Only 9.3% of 
students think that very few lecturers have provided materials, 
40% thinks most teachers have had and have provided 
materials and 50.7% say that all teachers have provided their 
materials. The differences probably come from the different 
courses, as in the first 2 semesters of their education they study 
only basic and general courses: mathematics, physics, foreign 
languages, etc. which are not so suitable for providing 
materials and online learning. From the third semester 
onwards, they are taught mainly by the specialized department 
and the courses are more appropriate for online teaching. 56% 
answered that by studying online they were able to learn and 
understand the material better because they were provided with 
materials by the teacher and the teachers themselves spent 
more time and attention and answered additional questions and 
organized online consultations if necessary. 

Students are almost equally divided in their assessment of 
workload during online learning. 53.4% of all participants 
think that it is not burdensome for them since 34.7% of them 
think that they can just start their online classroom and do other 
things while 18.7% definitely do not find this form of training 
stressful and work loading. 

For the other half of the participants, this form of training 
was more stressful since for 33% of them it was more difficult 
due to the lack or limitation of social contacts with other 
students. For 21% the workload felt hard due to longer 
duration, and for 16% it was stressful because they had to work 
alone, while in face to face education they work in teams and 
they are not active during classes. 

Unlike the traditional way of teaching, where students use 
laboratories and computer rooms with installed software 
environments and applications with no commitment to install 
and configure, online teaching requires additional 
commitments from the students to install and configure 
everything on their computers. The students themselves shared 
that for some of them these were the first encounters with this 
type of problem. Although the lecturers helped, this process 
was long and complicated for some students, and some did not 
manage to cope, mostly due to lack of interest on their part. 
This moment of online training was burdensome for lecturers 
as well, because they had to prepare a step-by-step description 
of the installation itself, and some of them had to find and 
replace their prepared materials for another environment that is 
free and does not require licenses. Unfortunately, we did not 
have opportunities for remote access to the university resources 
for each of the students. Despite the difficulties for both 
parties, this part of the learning process and the opportunity for 
everyone to work independently on their own computer (in 
traditional learning we do not provide a separate computer for 
each student, usually 2 students are working together on one 
computer) were very useful. The students were able to try to 
solve their tasks on their own, to share their screen with the 
teacher and others and to get quick and adequate answers to 
their questions. They saw that they could do much more on 
their own than they expected, and that made them more 
confident and more willing to work. 25.3% believe that they 
have learned more online than they would have learned in-
person, for 54.7% this way of learning was quite acceptable 
given the circumstances, 9.3% cannot judge. Unfortunately, 
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there are those who think that they have not learned anything 
more and even that was a complete waste of time. For 65.3%, 
online learning has helped them become more confident and 
independent in solving various practical tasks, and 34.7% do 
not think that there has been an impact. 

The answers to the question about the understanding of the 
taught material, shown in Fig. 3, are optimistic. It can be seen 
that for 56% of the respondents the assimilation and 
understanding of the material was easier, because they had 
materials provided by the teachers and the latter spent more 
time for additional explanations of the material or to discuss 
with students’ various problems. 19% answered that they spent 
a lot more effort and time and thanks to this they were able to 
understand and learn the material. A quarter of them failed to 
understand and master the material taught and believe that the 
teachers did not devote the necessary time and effort or that the 
problems with LMS did not allow them to cope. 

As can be seen from the graph in Fig. 4, the best part of the 
online teaching according to the students was that they were 
provided with all the materials and did not have to take notes, 
write or look for specific books or materials to prepare for 
classes or for the exam. It is impressive as well that according 
to 44% the good thing about online learning were the easy 
exams. 

During the pandemic, not only teaching but also exams had 
to be conducted online. We had written rules of procedure for 
online exams, most teachers tried to adapt to the conditions and 
took advantage of the opportunities provided by Google to 
create online tests, but there were some that remained on the 
classic type of exams with writing on selected topics. The 
system used was quite limited and did not provide 
opportunities to conduct tests or exams online, so we had to 
look for other options. Students are generally satisfied with the 
online exams, but unfortunately admit that they have used 
unregulated materials to take the exam easily (have copied 
from their colleagues or from the Internet, used pre-prepared 
materials or used someone else's help, which is not allowed, 
according to the rules). 26.7% did not take advantage of the 
situation, 24% used unregulated materials for all exams, and 
the rest for at least one or several exams. Fig. 5 shows how 
many of the exams students have taken using unregulated 
materials, according to the number of semesters taught online 
(2, 3, 4 or 5). 

An interesting fact is that students prefer to take exams in 
the form of an online test (85%). They don't like exams that 
involve writing on some questions and solving problems 
(Fig. 6). 

50.7% said that during the online teaching they lacked 
communication with other students, 42.7% missed on the 
environment and conditions of study at the university, and 
26.7% missed on direct communication with lecturers and 
professors. For communication with each other they mostly 
used social networks, such as Facebook - messenger and 
Facebook groups and Discord. It is noteworthy that 
information about the learning process and related messages 

were received not only through their university e-mail 
addresses (86.7% indicated this option) but also from social 
networks, mainly Facebook pages (56%) and groups in various 
courses (82,7%). 

 
Fig. 3. Were you Able to Understand the Material Taught Better? 

 
Fig. 4. What was the Best thing about Online Learning? 

 
Fig. 5. How Often and Whether Students use Unregulated materials during 

the Online Exams. 

 
Fig. 6. Preferable Exam Type According to the Students’ Answers. 
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During the first few months of the pandemic most lecturers 
were using Facebook groups to organize their online teaching. 
This method proved quite useful for communication with the 
students, instead of exchanging emails. One of the reasons for 
this is that in our university, we do not store information about 
which students are taking each course and no record of their 
university email address. Even now, when we have gone back 
to in-person teaching, the Facebook groups are still used to 
exchange information and for discussions. 

Communication between the students has been a useful 
channel of information (75%), as well as communication with 
the lecturers (55%) (Fig. 7). It is worth noting that despite the 
online teaching, a positive tendency was that some students 
would take a leadership role and mediate the information 
between lecturers and students and aid the teaching process. 
These leaders, typically one or two, were responsible for 
collecting the materials and messages from the different 
courses, reminding and organizing their fellow students and 
quite often to motivate them to be more active in the teaching 
process. 

During the COVID-19 pandemic, although isolated in their 
homes, students kept in touch with each other (Fig. 8). 
Messenger was cited as the most popular means of 
communication (96%), followed by Discord. Young people 
prefer online communications to telephone calls. 

 
Fig. 7. How and from Where the Students Received Information about the 

Learning Process? 

 
Fig. 8. How you Communicated with each other during Online Learning. 

The number of students has significantly dropped in the last 
two years while the teaching has been almost entirely 
completed remotely. Each year there are 70-75 new students on 
average, while at the moment the students are: 1st year - 37, 
2nd year - 36, 3rd year - 22 and 4th year - 34. The drop in 
students is most noticeable in third year and this is due to the 
fact that these students have only had 1 semester of in-person 
teaching, did not expect that the teaching would transform to 
online learning when they enrolled and after 1 semester in 
university they were not at all used to the different method of 
teaching compared to high school. They were the most affected 
by the sudden change in teaching. However, undeniably there 
has never been such a drop in student numbers within our 
department. Unfortunately, we are unable to speak directly to 
the students and we do not have clear information why they 
chose to drop out. It can only be speculated that these students 
were forced to go back to their hometowns and families due to 
the pandemic and were not interested in finishing their 
education. When asked if they would continue their education 
if the teaching was entirely online, 86.7% say they would 
definitely continue or would continue as part-time students. 
The responses are positive since only 8% would not want to 
continue their education online, but expect and would go back 
if the teaching was in-person (Fig. 9). 

 
Fig. 9. Would you Continue your Education if you were Online Again? 

V. CONCLUSIONS 
Despite all the negatives of social isolation due to COVID-

19 measures and restrictions, there are some positive moments 
from online education during the last 5 semesters. 

Students have become more confident and independent, 
they have to and manage to solve problems and tasks of the 
learning process, which in normal conditions in standard 
education do not arise before them - installing and configuring 
software environments and products and working 
independently with them. 

Teachers and professors (for the most part) have prepared 
and provided students with much more materials and resources 
in the courses they teach. They also manage to spend more 
time consulting and discussing with students, albeit online. 

Students feel much freer to ask questions and discuss 
learning materials. They admit that online exams are easier, 
they use unregulated materials and they have even started to 
prefer online forms of exams. They recommended in the 
survey that even under normal conditions, lectures and exams 
should be held online. 
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Perhaps with a more developed online LMS than the one 
used by our university, it would be more convenient for 
lecturers to give online lectures. At the moment, this is not 
appropriate, because you never know who is actually in class 
and whether the lecturer is not "teaching to themselves". In all 
cases, online learning is much more stressful, time consuming 
and difficult for lecturers (especially for those who have not 
had prepared materials in an appropriate form for online 
learning). 
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Abstract—Medical image registration (MIR) has played an 
important role in medical image processing during the last 
decade. Its main objective is to integrate information inherent in 
two images, from different scanning sources, of the same object 
for guiding medical treatments such as diagnostic, surgery and 
therapy. A challenging task of MIR arises from the complex 
relationships of image intensities between the two images. Its 
performance is primarily depending on a chosen similarity 
measure technique. In this work, a statistical local binary 
descriptor (SLBD) is proposed as novel local descriptor of 
similarity measure, which is simple for computation and can 
handle Multi-modal registration more effectively. The proposed 
SLBD employs two statistical values, i.e., the mean and the 
standard deviation, of all intensities within the image patch for 
its computation. Finally, these experimental results have shown 
that SLBD outperforms other descriptors in terms of registration 
accuracy. In addition, SLBD has demonstrated that SLBD is 
robust to different modalities. 

Keywords—Local binary descriptor; multi-modal image 
registration; statistical approach; medical image registration; 
similarity measure 

I. INTRODUCTION 
Nowadays, medical imaging techniques (MIT) have been 

continuously improved, and this leads to the advancement in 
computer-aided surgery and radiotherapy (CAS). In general, 
in the procedure of CAS, medical practitioners need to utilize 
medical images produced from different scanning protocols 
[1] to perform their works. The medical images from different 
sources can provide different kinds of information for them. 
For instance, an MRI image provides functional information 
whereas anatomical information is from an X-Ray image. 
Multi-modal image registration (MIR) is the process of 
finding an optimal amalgamation of both corresponding 
anatomical and/ or functional structures of the two images [2]. 
Therefore, MIR can help medical practitioners to perform 
more effective diagnosis of a disease. Basically, MIR has 
three main components: 1) the similarity measure used to 
evaluate the similarity between images that are to be 
registered, 2) the transformation model deforming the moving 
image to the fixed image, 3) the optimization method 
determining the optimal parameter for the transformation to 
achieve the best similarity [3]. Applications of MIR in 
medical image processing have faces more challenges due to 
the complex relationships of intensities between multi-modal 

images. One major challenge task is how to improve the 
similarity measure between the two multi-modal medical 
images in order to achieve more accurate and efficient 
registration [4, 5]. 

In the last decade, Mutual information (MI) is an important 
concept relevant to several theorems of information theory and 
most widely studied as similarity measures. Particularly, it has 
been extensively and successfully used to measure the 
intensity relationships in image processing [6] [7]. During the 
last decade, many researchers have enhanced the accuracy of 
image registration based on MI, such as Tsallis and Renyi’s 
entropies [8], Jensen- Renyi’s entropy [9], hybrid EMPCA-
Scott approach [10], and self-similarity α-MI (SeSaMI) [11]. 
However, the notion of MI alone still has a well-known 
drawback, i.e., it ignores spatial information [12]. For medical 
image registration, spatial information is important because it 
provides the medical information. Therefore, many 
researchers have enhanced MI to handle spatial information, 
such as second-order MI (SMI) [13], Regional MI (RMI) [14], 
PCA Regional MI (PRMI) [15], Conditional MI (CMI) [16]. 
However, Heinrich et al. [17] have noticed that these 
approaches are still difficult to find an accurate 
correspondence between different modality images. Therefore, 
they proposed a method, called MIND, based on 
neighbourhood information. MIND uses the sum of squared 
differences (SSD) to estimate the similarity of two images. It 
has higher accuracy than several methods. However, MIND is 
highly subject to the central patch. This limitation affects the 
noise robustness [18]. Hence, they introduced a so-called self-
similarity context (SSC) to improve the noise robustness of 
MIND. SSC avoids the central patch and uses pairs of patches 
within six-neighbourhood [18]. 

Local binary pattern (LBP) is one of the most effective and 
well-known approaches used in texture classification [19]. 
Trichet and Bremond [20] introduced a novel pedestrian 
detection technique by using a 12-valued filter representation 
based on LBP. It can improve filtering performance, which 
leads to a sharper feature. Hong et al. [21] proposed the LBP-
Top for facial expression recognition to reduce the demand of 
loops and the computational cost. Weber Local binary pattern 
(WLBP) was presented by Liu et al [22]. It is a combination of 
Weber local descriptor and LBP and is robust to many 
challenges. The non-local mean local binary descriptor (NLM-
LBD) was presented in [23]. By taking advantage of structural 
information, he NLM-LBD can improve the NLM method in 
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terms of both computation time and quality for real-time 
denoising applications. DRLBP [24] was an enhancement of 
LBP for rotation robustness. These approaches have high 
computation speeds for registration, but some structural 
information may be lost. 

Recently, Jiang et al. [25] proposed miLBP descriptor that 
can improve robustness to noise, intensity and non-uniformity 
of medical image processing. Its performance is better than 
recent methods such as SeSaMI [11], CoCoMI [26], and SSC 
[18]. In addition, Lu et al. [27] introduced a registration 
technique by combining local features and geometric 
invariants. Shen et al. [28] enhanced MI with a hybrid 
optimization technique based on Powell's method and cuckoo 
search. Yonghong et al. [29] applied an improved particle 
swarm optimization (PSO) to an image registration algorithm 
based on MI. The value of MI of the registered image is 
calculated and is used in the fitness function of PSO. Bai et al. 
[30] presented Multi-modal CT rigid MIR with regional 
weighted mutual information (RWMI), which is robust to 
large rotation and translation. However, RWMI is sensitive to 
registration with very small overlap and small intensity 
variance. Furthermore, Borvornvitchotikarn and Kurutach [31] 
have improved miLBP, which combines miLBP and DRLBP. 
This method achieves the best results for registration with 
rotational transformations. The other work of authors also 
enhanced the miLBP, which adopts the mean and standard 
deviation of the image patch for adaptive threshold and uses 
the sorting operation for sorting the pixels within image patch. 
Therefore, it could provide terms of robustness in modality-
independent and rotation-invariant descriptor (miRID) [32]. 
Yang et al. [33] have proposed MIR based on image 
segmentation and symmetric self-similarity. This method uses 
BCFCM to segment multi-modal medical images and extracts 
target regions in medical images. 

However, due to limitations of existing approaches, the 
spatial information may be lost from the computation of those 
descriptors. Hence, the key reason for the proposed SLBD 
approach is that it makes the multi-modal image similarity 
measure remain the spatial information of the regions of 
interest. 

The contributions of this work are summarized as follows: 

• This work points out and proposes a novel approach 
to measure the similarity or dissimilarity between 
the intensities of pixels in the regions of interest on 
multi-modal medical images. The proposed 
similarity measure is suitable to handle the 
complexity of intensity relationships between two 
modalities of images more effectively. In addition, it 
can avoid the weakness of the traditional LBD, 
where image artefacts within the central patch 
directly affect its performance. Moreover, this 
method still retains the structural information 
potentially, which can estimate a direct patch-to-
patch mapping between image multi-modality. This 
proposed approach will be called SLBD (for 
statistical local binary descriptor) and will be 
described in detail in Section III. 

• The proposed similarity measure is a complementary 
method to previous LBD-based methods such as 
miLBP and miRID. 

This paper is organized as follows. Section II presents the 
background. Section III describes the proposed method. The 
experimentations and results present in Section IV. The 
discussions and conclusion will be discussed in Sections V 
and VI, respectively. 

II. BACKGROUND CONCEPTS 

A. Image Registration 
 MIR is a process of transforming a moving image to 

optimally align with a fixed or target image. Its goal is to 
maximize the similarity or minimize the dissimilarity between 
the two registered images. To accomplish the task, MIR needs 
to have three main components: a similarity metric, a 
transformation model, and an optimization model. The 
similarity metric is a measure of how well the two images 
match. The transformation model is used to transform the 
moving image to match the fixed image. The optimization 
model is to find a variation of parameters in the transformation 
model to maximize the matching criteria [34]. To formally 
formulate the notion, registration T´of a moving image 𝐼𝑚 and 
a fixed image 𝐼𝑓 is defined by (1), 

T´ = arg min𝑇 𝐷 �𝐼𝑓 ,𝑇(𝐼𝑚)�             (1) 

where 𝐷 �𝐼𝑓 ,𝑇(𝐼𝑚)�  is a dissimilarity measure which 
determines the degree of alignment between 𝐼𝑓 and 𝑇(𝐼𝑚) and 
𝑇 denotes a deformable transformation. In (1), T´ is to find the 
optimal transformation 𝑇 that provides the minimum value of 
𝐷 [12]. 

B. Similarity Measure based on Local Binary Pattern 
The standard LBP was introduced by Ojala et al. [35]. It is 

a simple principle of the texture classification. For the patch 
size of 3 x 3, the binary result gives 8-bit integer codes. The 
LBP operator can be defined as follows: 

𝐿𝐵𝑃 = ∑ 𝑠(𝑔𝑛 − 𝑔𝑐). 2𝑛−1𝑁
𝑛=1 , with            (2) 

𝑠(𝑥) = �1, 𝑥 ≥  𝑇ℎ
0, 𝑥 <  𝑇ℎ              (3) 

where 𝑛𝑛 is the position of a neighbouring pixel, 𝑁 denotes 
the number of the neighbouring pixels, 𝑔𝑛  is the intensity of 
the neighbouring pixel at the position 𝑛𝑛, 𝑔𝑐  is the intensity of 
the central pixel, and 𝑇ℎ is the threshold value. In the area of 
medical image analysis, LBP-based similarity metrics, such as 
miLBP [25] and Hybrid LBP (HLBP) [36], could provide 
higher accuracy in registration results. HLBP can cope well 
with the variation of the local intensity on the 4D CT lung 
registration, which includes a median binary pattern and a 
generalised central-symmetric LBP. The miLBP is another 
LBP-based method which can provide the highest accuracy on 
the registration of CT-MR images with different modalities 
from Brainweb [37] and RIRE [38] datasets. Moreover, 
miLBP adopts the technique of the adaptive threshold using 
the standard deviation δ  of the intensity values of the 
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neighbouring pixels. The miLBP is defined by (4), (5) [25]. 
The concept of miLBP can be illustrated in Fig. 1. 

𝑚𝑖𝐿𝐵𝑃 = ∑ 𝑠(|𝑔𝑛 − 𝑔𝑐|). 2𝑛−1𝑁
𝑛=1 , with             (4) 

 s(|gn − gc|) = �1, |gn − gc| >  δ
0, |gn − gc| ≤  δ              (5) 

 
Fig. 1. Illustration of the miLBP Performed on Image Pixels (here: δ 

=13). 

miRID [32] has the potential to increase the stability of 
medical image registration to rotation variations. Instead of 
utilizing the intensity of the center pixel, miRID uses the mean 
of all intensity values inside the patch to achieve this. In 
addition, the sorting procedure is conducted on intensity 
values within the patch to make miRID stable against 
rotational deformations. The miRID is defined by (5), (6). 

𝑚𝑖𝑅𝐼𝐷𝐼𝑃 = ℾ𝑖=1𝑃 𝑠(𝑆𝑜𝑟𝑡|𝑔𝑖 −𝑀|), with           (5) 

𝑠(|𝑔𝑖 −𝑀|) = �1, |𝑔𝑖 −𝑀|  >  δ
0, |𝑔𝑖 −𝑀|  ≤  δ             (6) 

where ℾ𝑖=1𝑃 represents the bitcount operation, which counts 
the number of bits having the value of 1. |𝑔𝑖 −𝑀| denotes the 
absolute difference of the intensity difference between 𝑔𝑖  and 
𝑀 . 𝑀R  represents the mean of intensity of all pixels. 𝑆𝑜𝑟𝑡 
operation indicates the descending order operation. 𝑃 denotes 
the number of the pixels in the patch and δ represents the 
standard deviation of all pixels. 

III. PROPOSED METHOD 

This section will present a novel local binary descriptor, 
which enhances the technique of LBP. This descriptor can 
prominently handle the complexity of intensity relationships 
between different modalities. Both LBP and miLBP methods 
estimate the similarity value based on the use of the central 
pixel. However, image artifacts within the central patch can 
affect the performance of the descriptors. Therefore, this 
method needs to avoid the use of the central pixel in 
computing the intensity relationships in a descriptor that is to 
register multi-modal images. To accomplish that, the proposed 
method adopts the mean m and the standard deviation δ of all 
intensity values within the patch as the threshold values 
instead of using the intensity of the central pixel. Evaluating 
the similarity between two images is formally defined by (7) - 
(11). The overview of the proposed SLBD is illustrated in Fig. 
2. 

This work will define the binary pattern 𝑆𝐿𝐵𝐷𝐼𝑃  of the 
intensities within the region of interest as follows: 

𝑆𝐿𝐵𝐷𝐼𝑃=∁𝑖=1𝑃 s(g𝑖), with               (7) 

s(g𝑖)= �
1, 𝜆𝑙𝑜𝑤𝑒𝑟 ≤  g𝑖  ≤ 𝜆𝑢𝑝𝑝𝑒𝑟 

0, otherwise  
            (8) 

 
Fig. 2. Overview of the SLBD Concept. 

where: 

𝑆𝐿𝐵𝐷𝐼𝑃  is the binary pattern of pixels’ intensities within 
the interesting region of image 𝐼. 

∁𝑖=1𝑃  is the bitwise concatenation operation, where: 

𝑃 represents the total number of pixels within the image patch. 

𝑖, 1 ≤  𝑖 ≤  𝑃, is a pixel location in the patch ;  

s(gi) is a binary value assigned to the pixel 𝑖 based upon 
the intensity value gi against the boundary values (m − δ) and 
(m + δ); 

𝑚 denotes the mean value of the intensities of all pixels 
within the patch, as defined in (9): 

𝑚 = 1
𝑃
∑ g𝑖
𝑃
𝑖=1                  (9) 

δ denotes the standard deviation of the intensity values of 
all pixels within the patch, as defined by (10): 

δ = � 1
𝑃−1

∑ (g𝑖 − 𝑚)𝑃
𝑖

2              (10) 

𝜆𝑙𝑜𝑤𝑒𝑟  and 𝜆𝑢𝑝𝑝𝑒𝑟are the threshold values defined as follows: 

𝜆𝑙𝑜𝑤𝑒𝑟 = (m − δ); 

𝜆𝑢𝑝𝑝𝑒𝑟 = (m + δ); 

In this proposed approach, it is assumed that the moving 
image 𝐼𝑚  and the fixed image 𝐼𝑓 are of the same size 𝐺. Then, 
the dissimilarity measure Α�𝐼𝑓,𝑇𝐼𝑚;𝜇� between the two images 
can be evaluated by (11). The value of Α�𝐼𝑓,𝑇𝐼𝑚;𝜇� is within a 
range of [0,1]. 

Α�𝐼𝑓,𝑇𝐼𝑚;𝜇�=
1
𝐺
𝑏𝑖𝑡𝐶 �∁𝑖=1𝐺 SLBD𝐼𝑓

⊕ ∁𝑖=1𝐺 SLBD𝑇𝐼𝑚;𝜇
�         (11) 

where: 

SLBD𝐼𝑓  and SLBD𝑇𝐼𝑚;𝜇
 are the binary patterns of image 

𝐼𝑚  and image 𝐼𝑓. 

⊕ denotes Hamming distance operation. 

𝐺 is the image size. 

𝑇𝐼𝑚;𝜇  represents a transformation with respect to 
transformation parameters 𝜇. 
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The 𝑏𝑖𝑡𝐶 function is bit count operation which counts the 
number of bits having the value of 1. 

For solving (1), this experiment will find the optimal 
transformation using a gradient descent optimization method. 
where 𝛻Α�𝐼𝑓,𝑇𝐼𝑚;𝜇� is derivative of the cost function Α�𝐼𝑓,𝑇𝐼𝑚;𝜇� 
with respect to the non-rigid transformation parameter 𝜇  in 
(12). The optimization of the cost function is shown in (13). 
where 𝜙𝑘+1  is the next postion, 𝜙𝑘  denotes the current 
position and 𝑠𝑘 represents the step size. 

𝛻Α�𝐼𝑓,𝑇𝐼𝑚;𝜇� =
𝜕Α

�𝐼𝑓,𝑇𝐼𝑚;𝜇�

𝜕𝜇
            (12) 

𝜙𝑘+1 = 𝜙𝑘 − 𝑠𝑘𝛻Α�𝐼𝑓,𝑇𝐼𝑚;𝜇�             (13) 

Fig. 3 shows the block diagram illustrating the proposed 
registration model. Formulas for evaluating the values of some 
components can be found in (7) - (13). Specifically, the 𝑆𝐿𝐵𝐷 
is used to represent the binary pattern of the original fixed 
image and the transformed moving images. The dissimilarity 
value between 𝑆𝐿𝐵𝐷 of 𝐼𝑓 and 𝑆𝐿𝐵𝐷 of 𝑇𝐼𝑚;𝜇 is calculated by 
Α�𝐼𝑓,𝑇𝐼𝑚;𝜇�  as defined by (10). To find the optimal 
transformations, 𝑆𝐿𝐵𝐷  minimizes the dissimilarity values 
with Α�𝐼𝑓,𝑇𝐼𝑚;𝜇�. 

 
Fig. 3. Block Diagram of the Registration Model. 

IV. EXPERIMENTATION AND RESULTS 
The previous section has presented SLBD as a local 

similarity descriptor for measuring the dissimilarity of the 
image patches in MIR. Its advantages are simplicity of 
computation and effectiveness in dealing with different 
modalities. This section will investigate the performance, in 
terms of registration accuracy, of the proposed algorithm in 
comparison with other approaches: MI [38], SSC [18], miLBP 
[25], RWMI [30], and miRID [32]. This experiments were 
configured the image patch size as follows: for the MI and 
RWMI methods, the image patch with the size of 7 x 7 pixels 
and 64 bins was used. For the SSC, miLBP, miRID, and 
SLBD methods, an image patch with the size of 3 x 3 pixels 
was chosen. More details for parameter setting on SSC, 
miLBP methods can be found in their original works [18] and 
[25], respectively. These methods were quantitatively assessed 

by the mean target registration error (mTRE) [17] and tested 
on a computer with an Intel® Core™ i7-7700 CPU 3.60 GHz 
and RAM memory 16.0 GB. SLBD is implemented as a local 
similarity descriptor into non-rigid image registration, which 
uses Free-form deformation (FFD) with three hierarchical 
levels of B-spline central point [39]. 

This experiment carries out registrations of T1-T2, T1-PD, 
and T2-PD modalities from the BrainWeb dataset [37]. The 
voxel values are defined at a 1mm. and an image size of 181 x 
217 x 181 voxels with 3% noise and 40 % intensity non-
uniformity. As the moving images, the 2D 15th slice of a T1-
weighted image is shown in both Fig. 4(a) and Fig. 5(a) and 
the 2D 15th slice of T2-weighted image in Fig. 6(a). In the first 
experiment, they were rotated within the range of -20o. 
Fig. 4(b) shows the corresponding T2-weighted image and 
Fig. 5(b) and Fig. 6(b) show the corresponding PD-weighted 
images, as the fixed images. The checkerboard images of the 
registered images using SLBD are shown in Fig. 4(c), 
Fig. 5(c), and Fig. 6(c). The transformations of these 
registrations are shown in Fig. 4(d), Fig. 5(d), and Fig. 6(d). 

 
Fig. 4. T1-T2 Registration. 

 
Fig. 5. T1-PD Registration. 

 
Fig. 6. T2-PD Registration. 

Fig. 7(a), (b) show the expansion of the inner contour area 
indicated by the red circles. The proposed SLBD method 
performs better compared to the miRID method. 

 
(a) miRID.    (b) SLBD. 

Fig. 7. (a),(b) The Expansion of the Overlapped Inner Contour Area of 
the Registration Results for the miRID, and SLBD. 
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TABLE I. RESULTS OF MULTI-MODAL NON-RIGID IMAGE REGISTRATION 
WITH BRAINWEB DATASET 

Methods 
Modalities 

mTRE.  
T1- T2 T1-PD T2-PD 

MI [38] 2.63 2.88 3.01 2.84  

SSC [18] 2.46 2.27 2.47 2.40  

miLBP [25] 2.44 2.45 2.35 2.41  

RWMI [30] 2.48 2.49 2.51 2.49  

miRID [32] 2.35 2.37 2.43 2.38  

SLBD  2.12 2.23 2.11 2.15  

Table I shows the performance evaluation of T1-T2, T1-
PD, and T2-PD registrations in terms of the target registration 
error (TRE.). It is obvious that the registration errors of SLBD 
are the lowest, especially in the cases of T1-T2, and T2-PD. 
SLBD could achieve the best overall registration accuracy 
(mTRE=2.15). They are a significant improvement compared 
to miRID (2.38), SSC (2.40), miLBP(2.41), RWMI (2.49), and 
MI (2.84), respectively. To illustrate the cases, Fig. 4 to 6 
show the visual results of the SLBD method experimenting on 
the T1, T2, and PD-weighted MR images. These resulting 
images estimated by SLBD are more like the fixed images. 

V. DISCUSSIONS 
Generally, white matter appears as a bright grey in both T1 

and PD and a dark grey in T2. Cerebro-spinal fluid appears as 
a dark grey in T1, a light grey in T2, and a grey in PD. These 
are the challenges in the non-rigid image registration with 
different MR modalities. However, in this experimentation on 
the registrations of T1-T2, T1-PD, and T2-PD using various 
approaches, it has been found that the proposed method, 
SLBD, has the least errors. In comparison, the miLBP [25], 
RSSD [31], and miRID [32] have the high speeds of MIR and 
also have the robustness of modality-independent. The miRID 
[32] could perform the best performance in MIR both rigid 
and non-rigid registration. However, those descriptors may 
lose the structural information due to their calculation. For 
example, miLBP represents the 8-pixels within the image 
patch to the single value of 0-255 ranked by multiple 2𝑛−1 and 
miRID uses the sorting operation for sorting the pixels in the 
image patch. The computation of both miLBP and miRID may 
be possible to lose the spatial information of the regions of 
interest in the computation of both miLBP and miRID. Unlike, 
miLBP, RSSD, and miRID, SLBD was easily represented by 
the pixels within the image patch by an adaptive threshold. 
Another advantage is that SLBD can maintain the spatial 
information appropriately. The binary pattern results of SLBD 
can be estimated by the similarity with the patch-to-patch 
mapping of the corresponding regions. 

VI. CONCLUSION 
This paper has presented a novel similarity descriptor, 

called SLBD, based on a simple statistical concept. It is an 
enhancement of the local binary descriptor for multi-modal 
image registration. This experimentation shows that proposed 
approach outperforms others in terms of accuracy of multi-
modal medical image registration. In addition, the proposed 
method is simpler in its computation. In future work, SLBD 

will implement as the loss function of deep convolutional 
neural networks for estimating the similarity between the 
ground truth and the prediction. 
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Abstract—The Kingdom of Saudi Arabia is taking rapid steps 
towards digital transformation in the field of government 
services. Cloud computing adoption may be the next step that 
supports this digital transformation to providing many features 
and reducing costs. Therefore, this paper will present multiple 
factors that may make it difficult to move to the cloud by 
conducting several interviews and questionnaires with 
government sector workers, those with technical experience, and 
that too to take caution and develop suitable solutions in 
advance. This paper also presents some recommendations and 
suggestions useful to consider when adopting the cloud in the 
public sector. 
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adoption; smart government; Saudi Arabia vision 2030 

I. INTRODUCTION 
Based on trends of using technology, a basis in all 

government transactions within the Kingdom of Saudi Arabia 
(KSA) and in solidarity with the 2030 vision for digital 
transformation, several technologies should be considered and 
used in several fields. Cloud computing is one of the foremost 
necessary technical revolutions due to the advantages it offers. 
Therefore, the cloud is one of the technologies that the 
Kingdom attached great importance during this vision [1]. The 
World Bank defines e-government as “the use by government 
agencies of information technologies (such as Wide Area 
Networks, the Internet, and mobile computing) that have the 
ability to transform relations with citizens, businesses, and 
other arms of government” [2]. While cloud computing is 
defined by the National Institute of Standards and Technology 
as” a model for enabling ubiquitous, convenient, on-demand 
network access to a shared pool of configurable computing 
resources (e.g., networks, servers, storage, applications, and 
services) that can be rapidly provisioned and released with 
minimal management effort or service provider interaction” 
[3]. The resources vary according to their type. They may be an 
Infrastructure, platform, or software[4]. While deployment 
models of cloud vary rely upon the goals. It might be a Public, 
Private, Hybrid, or Community cloud [5]. Cloud computing 
provides several features relating to performance, availability, 
and reducing costs [6,7]. Therefore, the government of Saudi 
Arabia confirmed cloud computing’s value, so it worked to 
develop some procedures for providing government services as 
a cloud service [8]. On the other hand, cloud computing in the 
government sector correlated with specific considerations. This 
research would address some factors influencing cloud 
computing implementation in government organizations based 
on prior literature review [9,10]. This research aims to assist 

decision makers in implementing cloud computing in 
government organizations and make them aware of the 
essential concerns to put in place the necessary measures to 
protect their organizations. 

II. LITERATURE REVIEW 
This section will discuss related works that discussed the 

factors affecting cloud adoption in government institutions in 
Saudi Arabia. By studying the previous literature, Alanezi in 
[11] conducts several discussions with IT employees in 
different organizations in different fields, for instance, the 
health field, finance field, education field, etc., in Saudi Arabia. 
They examine some expected effect factors when embracing 
cloud computing in their public or private organization. These 
discussions covered two aspects: negative and positive factors. 
The study shows four negative factors: Security and privacy 
challenges, government rules, lack of experience, and control 
loss. While the positive aspects contain three factors: the low 
cost, enhance performance, and the potential of scalability and 
flexibility, as shown in Table I. 

Al-Ruithe et al. in [12] put forward several risks that may 
prevent the government sector from moving to the cloud. 
These risks are related to many technical, security, legal, and 
other aspects. Likert scale was used to measure these factors’ 
effect on adopting cloud in public organizations based on 206 
public sector workers’ answers. The Table II illustrates these 
concerns and the average measure of responses. The findings 
indicate that Privacy issues and Trust issues represent the 
biggest fear of cloud adoption. 

In [8] author proposed a framework of critical security 
elements using the triangulation method to validate results. The 
triangulation method contains three steps. First, review a 
previous literate review to collect the elements considered as 
critical security elements. Second is to organize interviews 
with IT professionals to review the data collected in the first 
step, besides suggesting new elements from experts. The final 
step is for conducting a survey using a close-end questionnaire 
to assure effective operation of framework. This framework 
dealt with three aspects: security risk elements, Social 
elements, and expected security advantages, as illustrated in 
Table III. Security risk elements contain interface security 
risks, threats of sharing the same sources, steal some accounts 
or services, malicious insiders, violating rules and regulations, 
the possession of data, data protection, data Spread, and client-
side encryption error. The social elements contain confidence, 
security, and privacy. While the expected security advantages 
aspect contains scalability, take benefit of the advanced 
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security tools in the cloud market, a system of sophisticated 
security, standardized security interfaces, cloud security 
checking, check the implementation of Service Level 
Agreement (SLAs), and resource concentration [13]. 

TABLE I. POSITIVE AND NEGATIVE FACTORS OF ADOPTING CLOUD 
COMPUTING 

S.No 
Factors Affecting Cloud Computing Adoption 
Negative Positive 

1. Security and Privacy Low cost 
2. Government Rules Enhance Performance 
3. Lack of Experience Ability of Scalability and flexibility 
4. Loss of Control  

TABLE II. SAUDI ARABIAN PUBLIC SECTOR CONCERNS ABOUT CLOUD 
COMPUTING 

S.No. 
Risks with Statistical Ratio 
Risk Statistical Ratio 

1. Unsatisfactory Financial Benefit 3.47 
2. Unripe Cloud Computing 3.76 
3. Unknown Data Storage place 3.91 
4. Lack of Functionalities 3.69 
5. Lack of Performance 3.71 
6. Loss of Control 4.04 
7. Data Governance Failure 4.03 
8. Proprietary lock in 3.67 
9. Dangerous Availability 3.8 
10. Integration problems 3.7 
11. Trust problems 4.1 
12. Privacy Problems 4.15 
13. Compliance Problems 3.86 
14. Legal Problems 3.96 
15. Security Problems 4.07 

TABLE III. FRAMEWORK OF CRITICAL SECURITY ELEMENTS 

S.No. 
Framework Elements Based on Security Aspects 
Security Threats Elements Social 

Elements 
Expected Security 
Advantage 

1. Interface Security Risk Security Scalability. 

2. Threats of Sharing the 
Same Services Confidence 

Advanced Security 
tools in the cloud 
Market. 

3. Steal some accounts or 
services. Privacy 

System of 
Sophisticated 
Security. 

4.  Malicious Insider  Security Interfaces 
Unified 

5. Violating rules and 
regulations.  Cloud Security 

Checking. 

6. Possesions of Data   
Checking the 
Implementation of 
SLAs 

7. Data Incorporation and 
Service  Resource 

Concentration 
8. Data Spread   

9. Client Side Encryption 
Error   

III. PROBLEM STATEMENT 
With the growth of electronic services of Saudi Arabian 

government, it has become crucial to adopt cloud computing 
technology to make it robust and secured. Due to immense 
benefits offered by cloud computing, such as low cost and 
scalability, its necessary to guide ever emerging public sector. 
On the other hand, the implementation of cloud computing 
may bring some concerns and risks. Therefore, this paper aims 
to summarize the concerns that government institutions in the 
Kingdom of Saudi Arabia may face when adopting the cloud 
by reviewing previous literature to try controlling it and finding 
precautionary measures to avoid. 

IV. RESULTS AND DISCUSSION 

A. Research Method 
This research incorporated quantitative research method to 

list factors that are important in Saudi Arabian public sector. It 
involves two steps; the first step was used by applying 
systematic literature review method which involved searching 
for the literature on this topic by using several approved search 
engines for papers such as Google Scholar and some popular 
databases such as ScienceDirect. In this research, authors used 
some keywords to help find papers related to the topic, such as: 
“cloud adoption,” “public sector in Saudi Arabia,” “affect 
factors,” in addition to several other keywords. The research 
focused on papers published from 2017 to the present day of 
2022. In the second step of this paper, we conducted a detailed 
review and analysis of the factors mentioned in the literature 
related to cloud adoption in the Saudi Arabian public sector. 
This paper introduces some of the concerns mentioned in 
previous literature to help researchers and government 
organization officials find solutions to overcome cloud 
adoption issues. 

B. Results 
Cloud usage in the public sector leads to the elimination of 

tremendous costs and adding several advantages. However, its 
adoption may pose some risks, making decision-makers 
hesitant about adopting it in their institutions. This study 
reviewed three research papers that discussed the factors 
affecting the implementation of cloud computing in the Saudi 
Arabian public sector. One of the papers mentioned in this 
research identifies factors affecting the public and private 
sectors. We noticed some similarities in the factors extracted, 
which may signify that there are common factors between the 
two sectors, so this research may help officials in the private 
sector also in the decision to adopt the cloud. Table IV shows 
general information on these papers. This review revealed that 
cloud and data security are the most important concerns 
affecting cloud adoption, in addition to the loss of control and 
data governance. 

C. Recommendations 
This section recommends solutions suggested by some 

researchers. In [14], its stated that Saudi government has 
expedite the process of restructuring and transforming the e 
governance strategy ensuring; cost reduction, improvement in 
services, time saving, increase in effectiveness and efficiency 
across all government organizations. “YASSER” platform has 
already been developed ensuring overall control of all 
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procedures, activities and all other issues related to 
implementation of effective e-governance. Moreover, the 
kingdom has recently taken a forward step to facilitate its 
adoption across government bodies by establishing committee 
to develop the necessary regulations for the cloud paradigm. 
Based on the findings in this research a comprehensive cloud 
system is recommended as shown in Fig. 1. 

TABLE IV. LITERATURE REVIEW COMPARISON 

Framework Elements Based on Security Aspects 

Research 
Reference Approach type Sample Size Year 

Discuss 
Risk 
factors 

Discuss 
Benefit 
factors 

 Quantitave 
Study 

55 
Universities 2021 Yes Yes 

[9] Qualitative 
Study 32 Interviews 2018 Yes  Yes 

[10] 
Empirical 
Study 
(Quantitative) 

206 
Questionaries 2018 Yes No 

[8] 

Mixed: 
Qualitative 
and 
Quantitative 

12 Interviews 
and 32 
Questionnaires 

2017 Yes Yes 

 
Fig. 1. Recommended Cloud System. 

In this research authors proposed to plan for an umbrella 
Saudi Government Cloud i.e., “SGC”. A number of teams to be 
formed aiming to work specially in the reformation of cloud 
and e-governance resulting in implementation of SGC. These 
teams should have members from the government 
organizations to facilitate the process of investigating technical 
and financial feasibility of the system. Once the system is 
ready, it should be included under SGC with classification 
based on services and policies of e-governance. 

Alannsary and Hausawi in [15] proposed a solution using 
cloud computing in the public organizations of Saudi Arabia. 
This solution is to launch a national cloud center headed by a 
Communication and Information Technology Commission 
(NCC). NCC will take responsibility for the cloud services of 

infrastructures and platforms. Besides the solutions and 
maintenance of the cloud services of software, this solution 
helps to decrease cost and IT resources. In contrast, SaaS’s 
control, rules, and management will be the prerogative of each 
government agency. As for solutions that will provide by NCC, 
they propose two methods, either by studying the solutions that 
agencies are currently using and converting them into SaaS 
solutions. While the other is developing solutions they are 
needed from scratch, which may reduce time and cost. 

In 2019, the same authors in [16] presented the previous 
proposal in detail and considered all parties contributing to 
developing and protecting this system. They proposed to create 
an Intelligent Government Cloud (IGC) powered by the 
National Center. This cloud provides services of all types to 
government agencies besides accountable for maintenance and 
verification work. The paper proposes that Riyadh be the 
headquarters of the IGC, with the establishment of several 
physical centers throughout the Kingdom to act as backup 
sites. The author suggests that the centers be part of Saudi 
universities due to many specialists who may contribute to this 
work’s development. All government institutions must follow 
the Ministry of Finance regulations and the Ministry of Civil 
Service. IGC will provide any software solutions currently 
used in government organizations to a SaaS solution, which 
will contribute to reducing the costs paid by making them 
usable by any party separately. This proposal is consistent with 
the concern of the Kingdom in cybersecurity. Several 
organizations established interested in this field: The National 
Authority for Cyber-Security, the Saudi Federation for Cyber 
Security and Programming, the National Center for 
Information Security Technology, and the National Cyber-
Security Center. Having these organizations may help 
implement the solution safely and accurately in compliance 
with government procedures and regulations. 

In [17, 18], Al-Ruithe and Benkhelifa suggested a research 
paradigm focused on nine factors in the public organization of 
Saudi Arabia as helpful factors for the effective adoption of 
cloud data governance. These factors contribute to managing 
data, determining the requirements for data management, 
knowledge of the required functions of the data governance 
team, and align cloud data with other data in the organization. 
In addition to the ability to integrate cloud data governance 
functions with the cloud computing context adopted by the 
data-owning organization, development of the necessary 
contracts between the cloud consumer and the provider, the 
deployment of the system and the capacity to manage it in real-
time, the attempt to sustain the data management program for a 
long period of time, the monitoring of the implementation 
method to ensure its correctness. Each factor contains some 
items that are defined from literature reviews and 
questionnaires. 28 hypotheses were brought up that fall under 
two types of hypotheses that are associative and causal. It was 
evaluated using Structural Equation Modelling (SEM). The 
results of hypothesis testing demonstrated that the model was 
adequate. 

V. CONCLUSION 
Due to the tremendous interest exhibited by Saudi Arabia 

in providing government services electronically, the next step 
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for Saudi’s government sector should be in adopting the cloud. 
For this reason, this paper discusses several previous research 
that discussed concerns related to cloud adoption in the 
government sector. This research provides a thorough 
overview of the risks that can arise when adopting a cloud to 
prepare for it and create innovative solutions before it crashes 
into failure. This review illustrates that the security element 
occupies a large proportion of concerns. Besides this, loss of 
control and data governance is potentially severe concerns. 

As future work, we look forward to making a case study for 
one of the government organizations that adopted the cloud and 
investigating the amount of reduced costs after adopting it. As 
well as understanding the consequences and difficulties they 
faced at present and how they overcome them. 
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Abstract—This paper focuses on the development of a tribrid 
control strategy for leader-follower flocking of multi-agents in 
octagonal polygonal formation. The tribrid approach 
encompasses Reinforcement Learning (RL), centralized and de-
centralized control strategies. While the RL for multi-agent 
polygonal formation addresses the issues of scalability, the 
centralized strategy maintains the inter-agent distance in the 
formation and the decentralized strategy reduces the consensus 
(in position and velocity) error. Unlike the previous studies 
focusing only on the predefined trajectory, this paper deals with 
the leader-follower scenario through a decentralized tribrid 
control strategy. Two cases on initial positions of multi-agents 
dealt in this paper include the octagonal pattern from RL and the 
agents randomly distributed in spatial environment. The tribrid 
control strategy is aimed at simultaneous formation and flocking, 
and its stability in a shorter response time. The convergence of 
flocking error to zero in 3s substantiates the validity of the 
proposed control strategy and is faster than previous control 
methods. Implicit use of centralized scheme in decentralized 
control strategy facilitates retention of formation structure of the 
initial configuration. The average position error of agents with 
the leader is within the position band in 3s and thus it confirms 
the maintenance of formation during flocking.  

Keywords—Simultaneous; flocking; polygonal formation; 
decentralized; hybrid; adaptive; control strategy; simulation  

NOMENCLATURE  

𝑟𝑟𝑜𝑜𝑜𝑜 & 𝑟𝑟𝑜𝑜𝑜𝑜 Position of leader along x and y axes respectively 
𝑉𝑉𝑜𝑜𝑜𝑜 & 𝑉𝑉𝑜𝑜𝑜𝑜 Velocity of leader along x and y axes respectively 

𝐴𝐴𝑙𝑙 System matrix of leader dynamics 
𝑟𝑟𝑖𝑖𝑜𝑜 & 𝑟𝑟𝑖𝑖𝑜𝑜 Position of 𝑖𝑖𝑡𝑡ℎ agent along x and y axes respectively 
𝑉𝑉𝑖𝑖𝑜𝑜 & 𝑉𝑉𝑖𝑖𝑜𝑜 Velocity of 𝑖𝑖𝑡𝑡ℎ agent along x and y axes respectively 
𝑢𝑢𝑖𝑖𝑜𝑜 & 𝑢𝑢𝑖𝑖𝑜𝑜 Control input of 𝑖𝑖𝑡𝑡ℎ agent along x and y axes 

respectively 
𝜈𝜈 Vertices 
𝐸𝐸 Edges 
𝑎𝑎𝑖𝑖𝑗𝑗 Adjacency matrix 
𝑁𝑁𝑖𝑖𝑡𝑡 Neighbours of 𝑖𝑖𝑡𝑡ℎ agent at time 𝑡𝑡 
𝐶𝐶𝑠𝑠 Spatial communication range 
𝑅(∅) Rotation transformation matrix 
∅ Rotation angle 

d Inter-agent distance  
𝐻𝐻,𝐷𝐷 Observation matrices of position and velocity, 

respectively 
𝑎𝑎, 𝑏𝑏, 𝑐𝑐, �̃�𝑐 Constants 

I. INTRODUCTION 
The connectivity among mobile agents imposes a 

challenge for coordination and communication among agents, 
during flocking. The multi-agents interact with each other 
using the communication strategy and achieve formation and 
flocking configuration. This communication strategy 
encompasses a challenge for the MAS, having both 
homogeneous and heterogeneous agents. The challenges 
include interactions with the environment, and the use of 
various sensors for communication between the homogeneous 
and heterogeneous agents [1]. For the ease of operation during 
flocking and formation configuration by multi-agents, either 
homogeneous or heterogeneous multi-agents are considered. 
The consideration is due to the mismatch in the 
communication frequency [2] and may lead to diverging 
behaviour. The collective operation of communication and 
control strategies is required to establish coordination among 
agents. These strategies also enable to obtain cohesion in 
formation and flocking configurations of MAS. 

Many formation and flocking control strategies have been 
proposed. For example, leader-follower, behavioural and 
virtual structure [3] for preserving formation among agents. 
The formation of agents can include a specific pattern: triangle 
[4, 5], rectangle [6] and ellipse [7]. These patterns are 
achieved with agent's control reference to the virtual leader 
trajectory tracking configuration [8]. The agent's position 
changes dynamically based on the velocity at which the agents 
are travelling. The agent's position is controlled such that no 
agents collide with each other to preserve the formation and 
achieve the stability. The control of agents [9] depends on the 
dynamics of each agent and the rotational transformation 
matrix (to transfer the agent's position from the body reference 
frame to the global frame). 

The cyclic pursuit control strategy [10] is suitable to 
achieve polygonal shape. This control strategy uses a 
centralized control station for controlling the angle and 
distance of each agent. The centroid of the polygon is referred 
to as the virtual leader and controls the position of each agent. 
If there is non-availability of the virtual leader due to some 
destruction in the environment, then the centralized control 
strategy fails. Thus, the formation and stability of the MAS 
will not be achieved. 
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The centralized control strategy is also used in trajectory 
tracking application to control the agents from a single control 
station. It is challenging with the expansion of several agents 
and can increase the computation time with energy 
consumption [1]. The distributed and decentralized control 
strategies will overcome the disadvantages of the centralized 
control strategy. However, to operate simultaneous polygon 
formation and leader-follower flocking of multi-agents, the 
solitary control strategy is not useful. In this paper, the tribrid 
approach of a centralized and decentralized control strategy 
with Reinforcement Learning (RL) is proposed to perform 
analysis of simultaneous polygon formation and leader-
follower flocking of multi-agents. 

In the proposed tribrid control strategy, the polygon 
obtained using RL [11] is utilized along with the 
transformation technique (centralized control technique) to 
maintain the formation. The decentralized control strategy is 
used along with the centralized strategy for simultaneous 
pattern formation and leader-follower flocking of multi-
agents. The proposed tribrid control strategy maintains the 
initial formation configuration and achieves time-varying 
flocking configuration at a quicker response time. The rest of 
this paper is organized as follows. In Section II, the review on 
centralized and decentralized control strategies are discussed. 
In Section III, the MAS model and proposed tribrid control 
strategy are discussed for communication and control of multi-
agents, followed by consensus topology. Section V presents 
the simulation results and analysis for tribrid control strategy. 
Section VI provides conclusions. 

II. LITERATURE REVIEW 
The trajectory tracking and formation of multi-agents are 

research topics of significant importance in MAS. The 
application of flocking in polygon contour is required in 
coverage control of multi-agent surveillance systems [12, 13]. 
The centralized, decentralized and distributed control 
strategies are used in the formation and flocking 
configurations of MAS [4, 14, 15]. The centralized control 
strategy in [9] uses a control strategy to control all agents 
based on the availability of information of agents as a whole. 
The control law is designed for decentralized or distributed 
control strategy based on the neighbourhood information of 
agents in MAS. 

The decentralized control strategy is preferred over 
centralized control strategy (cyclic pursuit strategy) [5,10] for 
achieving the flexibility in changing the polygonal formation 
[9,14,16]. The decentralized control strategy is required to 
make agents in pattern follow the leader's trajectory for a 
multi-agent dynamical system with time-varying velocity 
[15,17]. The distributed control strategy is used for the agents 
in hexagon to flock along the pre-defined trajectory [8]. The 
pre-defined trajectory is addressed only for the constant 
velocity profile. And also, the analysis is not performed for the 
pattern of agents in leader-follower scenario. The bearing 
control approach in [18] uses positive gains to obtain 
formation maneuvering or flocking in a pattern. However, this 
decentralized bearing control approach has converged flocking 

error to zero in 20s (larger settling time). The desired bearing 
angle between the agents is required for formation 
maneuvering. Any communication failure in maintaining the 
bearing angle can affect the MAS stability [19, 20]. The 
switching of formations maneuvering may not be useful for 
time-varying trajectory [21]. The novelty of this proposed 
paper is to overcome the disadvantages of bearing angle 
control approach and use tribrid of centralized and 
decentralized control strategies to achieve time-varying 
formation maneuvering with lesser settling time. 

III. MULTI-AGENT DYNAMICS AND CONTROL 
In this paper, we will consider double integrator system for 

leader and multi-agent dynamics. The leader dynamics 
depends on its own states, given by: 

𝑟𝑟𝑜𝑜�̇�𝑜 =  𝑉𝑉𝑜𝑜𝑜𝑜              (1) 

𝑟𝑟𝑜𝑜�̇�𝑜 =  𝑉𝑉𝑜𝑜𝑜𝑜               (2) 

𝑉𝑉𝑜𝑜𝑜𝑜̇ =  𝑔𝑔11𝑉𝑉𝑜𝑜𝑜𝑜 + 𝑔𝑔12𝑉𝑉𝑜𝑜𝑜𝑜              (3) 

𝑉𝑉𝑜𝑜�̇�𝑜 =  𝑔𝑔21𝑉𝑉𝑜𝑜𝑜𝑜 + 𝑔𝑔22𝑉𝑉𝑜𝑜𝑜𝑜             (4) 

where, 𝑟𝑟𝑜𝑜𝑜𝑜 and 𝑟𝑟𝑜𝑜𝑜𝑜 represent position of leader along 𝑥𝑥 
and 𝑦𝑦  axes respectively. 𝑉𝑉𝑜𝑜𝑜𝑜  and 𝑉𝑉𝑜𝑜𝑜𝑜 represents velocity of 
leader along 𝑥𝑥 and 𝑦𝑦 axes respectively. 𝐴𝐴𝑙𝑙 = �

𝑔𝑔11 𝑔𝑔12
𝑔𝑔21 𝑔𝑔22� is the 

system matrix of the leader. 

The agent dynamics depends on its own state and control 
input of neighbour states, position consensus terms and 
velocity consensus terms, given by: 

𝑟𝑟 ̇𝑖𝑖𝑜𝑜 =  𝑉𝑉ix 

𝑟𝑟 ̇𝑖𝑖𝑜𝑜 =  𝑉𝑉iy                 (5) 

where 𝑟𝑟𝑖𝑖𝑥𝑥  and 𝑟𝑟𝑖𝑖𝑦𝑦 are 𝑥𝑥  and 𝑦𝑦 position vector components 
of the 𝑖𝑖𝑡𝑡ℎ agent. 𝑉𝑉𝑖𝑖𝑥𝑥  and 𝑉𝑉𝑖𝑖𝑦𝑦 are 𝑥𝑥  and 𝑦𝑦  velocity vector 
components of the 𝑖𝑖𝑡𝑡ℎ agent. i = {1,2,3,….,8} 

The velocity vector components of 𝑖𝑖𝑡𝑡ℎ agent uses an 
additional term of control input to perform flocking in leader-
follower scenario. 

𝑉𝑉𝚤�̇�𝑜 =  𝑔𝑔11𝑉𝑉𝑖𝑖𝑜𝑜 + 𝑔𝑔12𝑉𝑉𝑖𝑖𝑜𝑜 + 𝑢𝑢ix              (6) 

𝑉𝑉𝚤�̇�𝑜 =  𝑔𝑔21𝑉𝑉𝑜𝑜𝑜𝑜 + 𝑔𝑔22𝑉𝑉𝑜𝑜𝑜𝑜 + 𝑢𝑢iy            (7) 

where 𝑢𝑢ix  and 𝑢𝑢iy  are 𝑥𝑥  and 𝑦𝑦  control input vector 
components of the 𝑖𝑖𝑡𝑡ℎ agent.  

The distributed control and communication network 
consisting of eight agents is represented using undirected 
graph 𝐺𝐺 in Fig. 1. 

In the Fig. 1, A represents agent, u represents control input 
to the agent and C represents centralized control station. The 
decentralized control inputs {u1, u2,…, u8}  to the agents 
{A1, A2, . . . . , A8} are used for flocking in the leader-follower 
configuration. 
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Fig. 1. Proposed Control Configuration for Agents in Octagonal Formation. 

A graph, 𝐺𝐺 is defined as: 𝐺𝐺 =  ( 𝜈𝜈,𝐸𝐸), where 𝜈𝜈 is the set 
of vertices, 𝜈𝜈 =  { A1, A2, A3, . . . . . , A8 }  and 𝐸𝐸  is the edges, 
𝐸𝐸 =  𝜐𝜐 ×  𝜐𝜐 , i.e., a pair of vertices in a given spatial 
environment. Each vertex represents the identity of an agent in 
the graph. The connection between two agents is bi-
directional, represented using the adjacency matrix. The 
adjacency matrix definition is given in (8). 

𝑎𝑎𝑖𝑖𝑗𝑗 =  �1 𝑖𝑖𝑓 𝑡𝑡𝑤𝑜 𝑎𝑎𝑔𝑔𝑒𝑛𝑡𝑡𝑠𝑠 𝑎𝑎𝑟𝑟𝑒 𝑐𝑐𝑜𝑛𝑛𝑒𝑐𝑐𝑡𝑡𝑒𝑑𝑑 
0  𝑜𝑡𝑡ℎ𝑒𝑟𝑟𝑤𝑖𝑖𝑠𝑠𝑒

            (8) 

The neighbors of 𝑖𝑖𝑡𝑡ℎ agent are given in (9). 

𝑁𝑁𝑖𝑖𝑡𝑡 =  �𝑗: ��𝑟𝑟𝑗𝑗 (𝑡𝑡) −  𝑟𝑟𝑖𝑖(𝑡𝑡)�� ≤ 𝐶𝐶𝑠𝑠, 𝑗 ∈  𝜈𝜈, 𝑗 ≠ 𝑖𝑖�          (9) 

where 𝐶𝐶𝑠𝑠  indicates the spatial communication range, 𝑟𝑟𝑖𝑖  is 
the position of 𝑖𝑖𝑡𝑡ℎ agent and 𝑟𝑟𝑗𝑗  is the neighbour position of 
𝑖𝑖𝑡𝑡ℎ agent. The neighbours of the agent are determined for the 
inter-agents positions lying within the spatial communication 
range. Apart from the communication strategy to connect the 
agents, control strategy is required to achieve flocking 
(trajectory tracking) and formation configuration of MAS. 

The centralized control strategy is used in trajectory 
tracking application to control the agents from a single control 
station. It is challenging with the expansion of several agents 
and can increase the computation time with energy 
consumption [1]. The distributed and decentralized control 
strategies will overcome the disadvantages of the centralized 
control strategy. However, to operate simultaneous polygon 
formation and leader-follower flocking of multi-agents, the 
solitary control strategy is not useful. In this paper, the tribrid 
approach of a Reinforcement Learning (RL), centralized and 
decentralized control strategy is proposed to perform analysis 
of simultaneous polygon formation and leader-follower 
flocking of multi-agents. 

The octagonal formation obtained using a RL technique 
[15] is maintained using a centralized (transformation 
technique) control strategy and then is integrated with a 
decentralized control strategy to obtain a leader-follower 
flocking configuration of multi-agents. In this proposed 
control strategy, the agent's position in the polygon is 
computed using RL and updated with initial position while 
tracing the leader's trajectory (5). The initial position of 
formation is computed using (10). 

𝑟𝑟�̇� = 𝑅(∅)(𝑟𝑟𝑖𝑖+1 − 𝑟𝑟𝑖𝑖) 

where 

𝑅(∅) = � cos∅ sin∅
− sin∅ cos∅� 

and ∅ is the rotation angle along z-axis, given by: 0 < ∅ <
𝜋𝜋
𝑁𝑁

 , 𝑁𝑁 is the number of agents. 

The rotation angle, ∅ is adjusted to maintain the desired 
distance between positions of agents. It is given by: 

∅ =
𝜋
𝑁𝑁

+  𝑔𝑔(100 − 𝑑𝑑) 

Here 100 is the desired distance and 𝑔𝑔 =  0.014706 is the 
value of gain obtained by trial and error to adjust inter-agent 
distance (𝑑𝑑 ) between the agents. The distance, 𝑑𝑑  between 
agents is calculated using, 

𝑑𝑑𝑖𝑖𝑗𝑗 =  || 𝑟𝑟𝑖𝑖 − 𝑟𝑟𝑗𝑗  || 

The decentralized control inputs (𝑢𝑢ix and 𝑢𝑢iy) of 𝑖𝑖𝑡𝑡ℎ agent 
for (6) and (7) is described in (11) and (12), respectively. 

𝑢𝑢𝑖𝑖𝑜𝑜 = −d11h11(𝑟𝑟ix − 𝑟𝑟ox) −  d11h12�𝑟𝑟iy − 𝑟𝑟oy� −
d11h11(𝑉𝑉ix − 𝑉𝑉ox) −  d11h12�𝑉𝑉iy − 𝑉𝑉oy� +  ∑ 𝑔𝑔ij(j∈ni  || 𝑟𝑟𝑗𝑗 −

𝑟𝑟𝑖𝑖||)�𝑎𝑎 − 𝑏𝑏 𝑒−
��𝑟𝑖𝑗
2 ��

𝑐� � �𝑟𝑟𝑗𝑗𝑜𝑜 − 𝑟𝑟𝑖𝑖𝑜𝑜� + ∑ 𝑎𝑎ij(j∈ni  || 𝑟𝑟𝑗𝑗 −

𝑟𝑟𝑖𝑖||)�𝑉𝑉𝑗𝑗𝑜𝑜 − 𝑉𝑉𝑖𝑖𝑜𝑜�            (10) 

𝑢𝑢𝑖𝑖𝑜𝑜 = −d21h11(𝑟𝑟ix − 𝑟𝑟ox) −  d21h12�𝑟𝑟iy − 𝑟𝑟oy� −
d21h11(𝑉𝑉ix − 𝑉𝑉ox) −  d21h12�𝑉𝑉iy − 𝑉𝑉oy� +  ∑ 𝑎𝑎ij(j∈Ni  || 𝑟𝑟𝑗𝑗 −

𝑟𝑟𝑖𝑖||)�𝑎𝑎 − 𝑏𝑏 𝑒−
��𝑟𝑖𝑗
2 ��

𝑐� � �𝑟𝑟𝑗𝑗𝑜𝑜 − 𝑟𝑟𝑖𝑖𝑜𝑜� + ∑ 𝑎𝑎ij(j∈Ni  || 𝑟𝑟𝑗𝑗 −

𝑟𝑟𝑖𝑖||)�𝑉𝑉𝑗𝑗𝑜𝑜 − 𝑉𝑉𝑖𝑖𝑜𝑜�            (11) 

where 𝑖𝑖 = 1,2, … . . ,𝑁𝑁 = 8 , 𝑟𝑟ix and 𝑟𝑟iy are positions of 
agent along 𝑥𝑥  and 𝑦𝑦  component respectively. 𝑉𝑉ix and 𝑉𝑉𝑖𝑖𝑜𝑜 are 
velocities of leader along 𝑥𝑥 and 𝑦𝑦 axes respectively. 𝑎𝑎𝑖𝑖𝑗𝑗  is the 
adjacency matrix. 𝐻𝐻 = [ℎ11 ℎ12] = [0 1] , 8 agents can 
observe the second (y component) position of leader. 𝐷𝐷 =
[𝑑𝑑21;  𝑑𝑑22] = [0 1] , 8 agents can observe the second (y 
component) velocity of leader. 𝑎𝑎 = 1, 𝑏𝑏 = 20, �̌�𝑐 = 0.2  are 
constants [17]. 

IV. CONSENSUS TOPOLOGY IN LEADER-FOLLOWER 
FLOCKING CONFIGURATION 

The MAS consisting of 𝑁𝑁 agents should ensure position 
and velocity consensus among the agents during flocking and 
formation of multi-agents. Suppose the network of multi-
agents in polygon is connected, the control input (𝑢𝑢ix and 𝑢𝑢iy) 
ensure semi-global consensus in formation and flocking. For 
the global consensus of multi-agents, the conditions below are 
required to be satisfied. 
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Position Consensus 

• For any position of 𝑖𝑖𝑡𝑡ℎ  agent in the bounded set, i.e., 
𝑟𝑟𝑖𝑖 ⊂ ℜ𝑛𝑛, position of leader, 𝑟𝑟𝑜𝑜 ⊂ ℜ𝑛𝑛, there is an ℇ∗such 
that, for each ℇ ∈ (0,ℇ∗),  

lim
𝑡𝑡→∞

||
1
𝑁𝑁
𝑟𝑟𝑖𝑖(𝑡𝑡) − 𝑟𝑟𝑜𝑜(𝑡𝑡)|| =  ℇ∗, 

 𝑖𝑖 = {1,2,3, … ,𝑁𝑁;𝑁𝑁 = 19} 

where ℇ represents small value in 𝑟𝑟∗ 

• For any position of 𝑖𝑖𝑡𝑡ℎ  agent in the bounded set, i.e., 
𝑟𝑟𝑖𝑖 ⊂ ℜ𝑛𝑛 , neighboring agent, 𝑟𝑟𝑗𝑗 ⊂ ℜ𝑛𝑛 , there is an 
𝑟𝑟∗such that, for each 𝑟𝑟 ∈ (0, 𝑟𝑟∗),  

lim
𝑡𝑡→∞

||𝑟𝑟𝑖𝑖(𝑡𝑡) − 𝑟𝑟𝑗𝑗(𝑡𝑡)|| =  𝑟𝑟∗, 

 𝑖𝑖 = {1,2,3, … ,𝑁𝑁 = 19} 

where 𝑟𝑟∗ is in the band of [0,10] × [0, 10] 

Velocity Consensus 

The velocity of 𝑖𝑖𝑡𝑡ℎ  agent is in the bounded set, i.e., 
𝑉𝑉𝑖𝑖 ⊂ ℜ𝑛𝑛, velocity of leader, 𝑉𝑉𝑜𝑜 ⊂ ℜ𝑛𝑛 

lim
𝑡𝑡→∞

||𝑉𝑉𝑖𝑖(𝑡𝑡) − 𝑉𝑉𝑜𝑜(𝑡𝑡)|| =  0, 

 𝑖𝑖 = {1,2,3, … ,𝑁𝑁;𝑁𝑁 = 19} 

 The above position and velocity consensus terms are 
substantiated using simulation results of flocking behaviour of 
multi-agents. 

V. SIMULATION ANALYSIS OF TRIBRID CONTROL 
STRATEGY FOR SIMULTANEOUS POLYGONAL FORMATION AND 

FLOCKING OF MAS 
The analysis is performed for two cases of initial position 

of agents: polygon pattern (in Fig. 2, obtained using 
Reinforcement Learning (RL), [11]) and randomly distributed 
in the environment (in Fig. 3). The velocity is chosen 
randomly in the range ([0, 2]  ×  [0, 2]) (in Fig. 4). 

The spatial communication or interaction range is 2 and 
the connectivity is established among all agents with the 
leader. The cyclic pursuit and the adaptive control strategies 
are used to achieve synchronization of octagonal formation 
and tracing the leader's trajectory. 

A. Formation Control using Cyclic Pursuit Strategy 
In this paper, the cyclic pursuit strategy (centralized 

control strategy) is preferred over decentralized control 
strategy for achieving the flexibility in changing the polygonal 
formation [15]. The formation of a polygon is described by 
deviated cyclic pursuit in ℜ2  by maintaining the desired 
distance between positions of agents. In a deviated cyclic 
pursuit strategy, the rotation angle (in (10)) is adjusted to 
maintain the desired distance between the agents. The inter-
agent distance between the neighbours has converged to 
maintain a constant value of 100 and is shown in Fig. 5. 

 
Fig. 2. Initial Position in Octagonal Formation. 

 
Fig. 3. Random Initial Position of Eight Agents and the Leader. 

 
Fig. 4. Initial Velocity of Eight Agents and Leader. 

 
Fig. 5. Inter-agent Distance for All Agents. 
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The angle is increased to maintain the distance between 
the agents. Also, a constant multiplying gain factor is adjusted 
to maintain a constant inter-agent distance between the agents. 
In Fig. 5, it is observed that, initial transient period is around 
9𝑠𝑠 to achieve the steady-state behaviour. 

Apart from maintaining the distance, it is also necessary to 
check whether the formation is maintained. To check that the 
formation is maintained, all agents should agree to the same 
point during flocking. This agreement is captured by 
averaging the positions of agents in 𝑥𝑥  and 𝑦𝑦  axes. The 
simulation substantiates that all agents have agreed on the 
position pursuit of interest (shown in Fig. 6) in 20𝑠𝑠. It can be 
observed that, all agents collectively agree on the same point, 
(50,−50) i.e., the pursuit point of interest. The rotation angle 
in (10) is adjusted to maintain the inter-agent distance and 
angle from the centroid of eight agents. The maintenance of 
inter-agent distance, angle from the centroid and consensus 
agreement among agents during the flocking validates the 
pattern in polygon. 

B. Flocking of Agents in Polygon using Adaptive Strategy 
The flocking behaviour is obtained by integrating the 

agent's dynamics with the adaptive controller. The position of 
agents is updated using the cyclic pursuit strategy (discussed 
in Section 4A.). The communication or interaction range is 2 
and the connectivity is established among all agents with the 
leader. The cyclic pursuit and the adaptive control strategies 
are used to achieve synchronization of octagonal formation 
and tracing the leader's trajectory. The analysis of 
simultaneous formation and flocking is discussed in two cases: 

• The octagonal formation is developed using Q-
learning, where the eight agents learn independently in 
𝑥𝑥 and 𝑦𝑦 frames. The agents are subjected to follow the 
leader's trajectory after the octagonal contour is 
formed. The initial position of the agent is the same as 
the vertices of the octagon pattern (in Fig. 2) and the 
velocity is chosen randomly in the range [0, 2]  × [0, 2] 
(in Fig. 4). 

The flocking error is analyzed to match the velocity of 
agents with the leader and achieve one of the flocking 
attributes: alignment [21]. The variation in the relative 
velocity of agents with the leader results in flocking error in 
leader-follower configuration of MAS. The relative velocity of 
agents with the leader is shown in Fig. 7. It is observed that 
the agents in polygon formation follow the leader's trajectory 
in 1.5𝑠𝑠 (settling time) along x and y axes [shown in Fig. 7(a) 
and Fig. 7(b)]. The transient time for both axes is around 1s at 
0.2 amplitude. This infers that the agents are flocking quickly 
at less peak amplitude value. The distributed control strategy 
is used for the agents in hexagon to flock along the pre-
defined trajectory [8]. The flocking of the hexagon pattern 
converges to zero at 5𝑠𝑠 using the distributed control strategy 
[8]. The proposed strategy is useful to achieve convergence of 
flocking error to zero, faster than in [8] and is suitable for any 
polygonal configuration. The cycle change is observed 
every 20𝑠𝑠 and follows the trajectory of the leader. 

 
Fig. 6. Consensus Agreement for All Agents. 

The robustness of MAS is achieved by maintaining 
average position error of agents with the leader as minimal as 
possible (band of  [−1,1]  ×  [−1, 1] ). The robustness of 
flocking behaviour is analyzed to stay close to nearby agents 
and avoid the collision. The agents are informed to establish a 
connection with the leader after updating the position using 
the cyclic pursuit strategy. The connection indicates that the 
agents are tracing the leader's trajectory, as shown in Fig. 8. 

 
(a) Relative Velocity of Agents with Leader Along x-axis. 

 
(b) Relative Velocity of Agents with Leader Along y-axis. 

Fig. 7. Velocity Consensus of Multi-Agents for the Case 1. 
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Fig. 8. Trajectory Tracking by Agents in a Closer View using Tribrid 

Control Strategy for the Case 1. 

Because the agents are following the leader's trajectory, the 
relative velocity of agents with the leaders is converging to 
zero. Since the agent's velocity is closely observable with that 
of the leader, the average position error of the agents with the 
leader is decreased to a minimum constant value of −0.45 in 
𝑥𝑥 axis and −0.02 in y axis in 20𝑠𝑠. 

The average position error in ℜ2, is shown in Fig. 9(a) and 
Fig. 9(b), respectively. The error is within the position band 
and the settling time is, 20𝑠𝑠 as the formation should also be 
maintained during flocking. 

 
(a) Average Position Error of Agents with Leader Along x-axis. 

 
(b) Average Position Error of Agents with Leader Along y-axis. 

Fig. 9. Position Consensus of Multi-Agents for the Case 1. 

The octagon formation should be maintained while 
tracking the leader's trajectory. It is analyzed by using the 
agent's position at various time and distance between the 
agents. The distance is maintained at a constant value between 
0.19 and 1.18 in 20𝑠𝑠, as shown in Fig. 10. 

 
Fig. 10. Inter-agent Distance in Tribrid Strategy for the Case 1. 

The structure of the formation is maintained in initial 
octagonal pattern as shown in Fig. 11. During flocking, the 
switching in position affects the initial octagonal pattern, as 
observed in every iteration. The octagonal pattern is achieved 
in 20𝑠𝑠 (at the iteration 𝑡𝑡 =  200). It is observed that in every 
iteration, two agents are little away from the remaining six 
agents. It is also inferred in Fig. 11 that inter-agent distance, 2-
3, 4-5 and 5-6 are high compared with the other inter-agent 
distances. 

 
Fig. 11. Formation using Tribrid Control Strategy for the Case 1. 

• The agents distributed randomly in space are subjected 
to follow the leader's trajectory. The initial position of 
the agent is distributed randomly in the space (in 
Fig. 3) and the velocity is chosen randomly in the 
range [0, 2]  ×  [0, 2] (in Fig. 4). 

The variation in the relative velocity of agents with the 
leader results in flocking error in leader-follower 
configuration of MAS. The relative velocity of agents with the 
leader is shown in Fig. 12(a) and Fig. 12(b). It is observed that 
the agents in octagonal formation follow the leader's trajectory 
by observing the value of the leader's velocity in 20𝑠𝑠. The 
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cycle change is observed every 60𝑠𝑠 and follows the trajectory 
of the leader. However, in 3𝑠𝑠, the agents follow the trajectory 
of the leader with the flocking error of 0.2𝑚𝑚/𝑠𝑠. 

The robustness of MAS is achieved by maintaining 
average position error of agents with the leader as minimal as 
possible (band of  [0,10]  ×  [0, 10] ). The robustness of 
flocking behaviour is analyzed for an agent to stay close to 
nearby agents and avoid the collision. The agents are informed 
to establish a connection with the leader after updating the 
position using the cyclic pursuit strategy. The connection 
indicates that the agents are tracing the leader's trajectory, as 
shown in Fig. 13. 

The agents’ velocity is closely observable with that of the 
leader's velocity. Hence, the average position error of the 
agents with the leader has decreased to a minimum constant 
value of −0.065  in 𝑥𝑥  axis and −0.6  in 𝑦𝑦  axis in  20𝑠𝑠 . The 
average position error in ℜ2 along x- and y axes is shown in 
Fig. 14(a) and Fig. 14(b), respectively. 

The formation should be maintained while tracking the 
leader's trajectory. It is analyzed by using the agent's position 
at various time and distance between the agents. The distance 
is maintained at a constant value between 1.5 and 9 in 80𝑠𝑠, as 
shown in Fig. 15. 

 
(a) Relative Velocity of Agents with Leader Along x-axis for Random  

 Configuration. 

 
(b) Relative Velocity of Agents with Leader Along y-axis for Random 

 Configuration. 
Fig. 12. Velocity Consensus of Multi-Agents for the Case 2. 

 
Fig. 13. Trajectory Tracking by Agents in a Closer View using Tribrid 

Control Strategy for the Case 2. 

 
(a) Average Position Error of Agents with Leader Along x-axis. 

 
(b) Average Position Error of Agents with Leader Along y-axis. 

Fig. 14. Position Consensus of Multi-Agents for the Case 2. 

The structure of the formation is maintained with the 
initial pattern as shown in Fig. 16. During flocking, the 
switching in position affects the initial pattern, as observed in 
every iteration. The initial pattern is achieved in 20𝑠𝑠 (at the 
iteration  𝑡𝑡 =  200). It is observed that in any iteration, the 
configuration is the same as the initial pattern. 
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Fig. 15. Inter-agent Distance in Tribrid Strategy for the Case 2. 

 
Fig. 16. Formation using Tribrid Control Strategy for the Case 2. 

The distributed control strategy is used for proper 
communication and coordination among agents and avoids a 
collision while flocking in a pre-defined trajectory [8] and in 
the leader-follower scenario [17]. The analysis does not focus 
on simultaneous polygon formation and flocking in the leader-
follower scenario. The proposed tribrid control strategy is 
discussed under two cases: the octagonal pattern from RL and 
agents distributed in the spatial environment are chosen as the 
initial position of agents. The comparative analysis for the two 
cases is given in Table I and Table II. 

TABLE I. COMPARATIVE ANALYSIS OF FLOCKING AND FORMATION 
BEHAVIOUR IN TRIBRID CONTROL STRATEGY 

Flocking Configuration 

Cases 
Relative Velocity of 
Agents with the 
Leader in m/s 

Average Position Error of Agents in m 

 Transient 
Time in s 

Settling 
Time in 
s 

x- coor-
dinate 

y - 
coor-
dinate 

Settling Time 
in s 

Case 1 0.2 1.5 -0.45 -0.02 1.5 

Case 2 1 20 -0.065 -0.6 20 

TABLE II. COMPARITIVE ANALYSIS OF FORMATION BEHAVIOUR IN 
TRIBIRID CONTROL STRATEGY 

Formation Configuration 

Cases Inter-agent Distance Range Formation Structure 

Case 1 0.19-1.18 Same as initial position 

Case 2 1.5-9 Same as initial position 

The flocking error of eight agents in the polygon pattern 
has converged to zero at 1.5𝑠𝑠 for the Case 1 and 20𝑠𝑠 for the 
Case 2. The distributed control strategy is used for the agents 
in hexagon pattern to flock along the pre-defined trajectory 
[8]. The flocking of the pattern converges to zero in 5𝑠𝑠 using 
the distributed control strategy [8]. Thus, the proposed 
strategy enables the system to converge faster. The details of 
comparison of various configurations of flocking at time-
varying velocity are described in Table III. As can be observed 
in Table III, the earlier studies [8,19,22] did consider 
configurations which have dimensions smaller than octagon 
configuration to flock at time-varying velocity. In this paper 
which considers octagonal contour for flocking, the 
convergence of flocking error to zero has been achieved faster 
than the existing studies [8, 19, 22]. 

TABLE III. COMPARITIVE ANALYSIS OF VARIOUS CONTOUR 
CONFIGURATION FLOCKING AT TIME-VARYING VELOCITY 

 Flocking Error 

Sl. No.  Contour configurations flocking at 
time- varying velocity Settling Time in s 

1 
Octagonal contour flocking at time- 
varying velocity (Proposed Tribrid 
Control Strategy for Case 1) 

1.5 

2 Square contour flocking at time – 
varying velocity [22] 5 

3 Formation tracking control [19] 2 

4 Hexagonal contour flocking at time – 
varying velocity [8] 5 

The settling time is high (20𝑠𝑠) for the Case 2, compared to 
Case 1. If the agents are randomly distributed in an 
environment, then the centroid of agents cannot be maintained 
with the leader's position. It results in a larger average position 
error, as observed in Table I. Also it results in larger inter-
agent distance range, as observed in Table II. The advantage of 
the tribrid approach is that the formation structure will remain 
the same as the initial configuration. 

VI. CONCLUSIONS 
In this paper, the simulation model of flocking uses the 

tribrid control strategy for demonstration of two cases: multi-
agents distributed randomly in the environment and multi-
agents in polygonal formation (obtained from Reinforcement 
Learning (RL)). The initial positions of multi-agents are varied 
with the variation of gain value in the cyclic pursuit strategy to 
maintain the distance between the agents at a constant value. 
Also, the cyclic pursuit strategy is applied to the multi-agent 
dynamics to achieve consensus among the agents and to 
maintain the formation. The analysis of simultaneous 
formation and flocking is discussed in two cases: 
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• The agents form polygonal formation using Q-learning 
and are integrated with cyclic pursuit strategy to 
maintain the octagonal formation. 

• The agents in a randomly distributed environment use 
cyclic pursuit strategy to achieve and maintain the 
octagonal formation. 

In both the cases, the inter-agent distance and cyclic 
pursuit interest are achieved in 20𝑠𝑠. The positions of agents 
are updated using the cyclic pursuit strategy before performing 
flocking. The flocking error of eight agents in the polygon 
pattern has converged to zero at 1.5𝑠𝑠 in first case and at 20𝑠𝑠 in 
the second case, with the proposed tribrid control strategy. The 
average position error of agents with the leader has increased 
by 4% for the second case, compared with the first case. In 
both the cases, the agents in the octagonal polygon 
configuration follow the leader's trajectory in  0.2𝑠𝑠.  To 
conclude, the proposed tribrid control strategy enables the 
flocking error of multi-agents to converge faster and is 
suitable for closed contour configuration of multi-agents. The 
advantage of the tribrid approach is the facilitation of the 
retention of formation structure of the initial configuration. 
The proposed approach has the assumption that all the agents 
are always connected during flocking and formation. The 
disconnection leads to diverging behavior of flocking and 
formation configuration of multi-agents. Hence an analysis for 
the scenario of loss of connectivity during simultaneous 
polygonal formation and leader-follower flocking of multi-
agents can be of significant importance from both research 
and system perspectives. 
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Abstract—Merged dataset creation method between Thermal 
Infrared (TIR) and Microwave Scanning Radiometer (MSR) 
onboard remote sensing satellites is proposed. One of the key 
issues here is the relation between thermal and microwave 
emissions from the same observation target in particular, Sea 
Surface Temperature (SST). An example of Tropical Rainfall 
Measuring Mission (TRMM) satellite based TIR and MSR, 
Visible Infrared Scanner (VIRS) and TRMM Microwave Imager 
(TMI) is shown in this paper. SST is estimated, independently, 
with VIRS or TMI. A method for interpolation of multi-sensor 
satellite images based on Multi-Resolution Analysis (MRA) is 
also proposed. The experimental results with TMI/SST image 
and VIRS/SST image show that Root Mean Square (RMS) error 
ranges from 0.87 to 0.91-degree C. 

Keywords—Wavelets; VIRS/SST; TMI/SST; MRA; 
Daubechies; TRMM; TIR; MSR 

I. INTRODUCTION 
In order to increase observation chances of SST, both of 

TIR radiometer data and microwave radiometer data are 
desirable to use with consideration of the difference of 
radiative transfer processes and interactions between electronic 
magnetic waves and the sea surfaces. Also, a merged dataset 
between TIR and microwave radiometer data is also desirable 
together with a combined SST dataset derived from the TIR 
and microwave radiometer data. 

In general, spatial resolution of TIR is better than that of 
MSR. TIR data can be acquired in a clear weather condition 
only. On the other hand, MSR data can be acquired in a cloudy 
condition as well as rainy condition. If these data can be 
merged, then fine resolution of microwave and thermal 
emission of data can be available to use. Also, it becomes 
possible to increase observation frequency. 

Merged dataset creation method between TIR and 
microwave radiometers onboard remote sensing satellites is 
proposed. One of the key issues here is the relation between 
TIR and microwave emissions from the same observation 
target in particular, SST. 

As an example of applying wavelet analysis (expansion, 
transformation, etc.) to the processing analysis of earth 
observation satellite images, a method of superimposing 
multiple visible images after wavelet transform [1], 
superimposing multiple Synthetic Aperture Radar: SAR 
images with different off-nadir angles [2], a method of 

applying the wavelet transform to the pattern of annual 
fluctuation of the sea surface temperature estimated from 
satellite data and extracting its characteristics [3], and applying 
the wavelet transform to the extraction of the surface roughness 
of sea ice. There are methods [4], methods [5] for extracting 
spatial features from images extracted from soil moisture, etc. 
[6]. 

By the way, in November 1997, the TRMM (Tropical 
Rainfall Measuring Mission) satellite [Solar Asynchronous 
Orbit] was launched. The Sea Surface Temperature (SST) is 
estimated independently by the sensor TMI (TRMM 
Microwave Imager) and the sensor VIRS (Visible Infrared 
Scanner) mounted on the TRMM satellite [7]. In this paper, the 
relationship between SST (TMI / SST) estimated from TMI 
observation data and SST (VIRS / SST) estimated from VIRS 
observation data is examined using multi-resolution analysis. 
That is, the relationship between the actual observation satellite 
data questions of different types of sensors. 

The proposed method considers Multi-Resolution Analysis 
(MRA). The Daubechies basis (orthonormal basis) is used as 
the mother wavelet when performing multi-resolution analysis. 

The next section describes the related research works in 
particular SST estimation methodology then the proposed 
method of merged dataset is created between TIR and 
microwave radiometer data and theoretical background of 
fundamentals of wavelet analysis. After that experimental 
method and results are described followed by conclusion with 
some discussions. 

II. RELATED RESEARCH WORKS 
As for the SST estimation method, there are the following 

related research works. 

SST estimation of the pixels partially contaminated with 
cloud is conducted [8]. A merged dataset for obtaining cloud 
free Infrared (IR) data and a cloud cover estimation within a 
pixel for SST retrieval is defined [9]. SST estimation with 
Advanced Earth Observing Satellite (ADEOS) / Ocean Color 
and Temperature Scanner (OCTS) data is conducted [10]. 

Cross validation of OCTS Global Area Coverage (GAC) 
SST with Multi-Channel SST (MCSST) is conducted [11]. On 
the other hand, antenna pattern correction and SST estimation 
algorithms for Advanced Microwave Scanning Radiometer: 
AMSR is made [12]. 
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SST estimation method with linearized inversion of 
radiative transfer code for ADEOS/OCTS is proposed [13]. 
SST estimation accuracy assessment for ASTER/TIR is 
conducted and also an effectiveness of 8.3μm water vapor 
absorption band for SST retrieval is investigated [14]. 

SST estimation with microwave radiometers by means of 
simulated annealing based on an ocean surface model is 
conducted [15] together with SST retrieval with microwave 
radiometer data based on simulated annealing [16]. 

 Estimation of SST, wind speed and water vapor with 
microwave radiometer data based on simulated annealing is 
attempted [17] together with estimation of SST, wind speed 
and water vapor with microwave radiometer data based on 
simulated annealing [18]. 

Estimation method of SST with Moderate resolution of 
Imaging Spectrometer: MODIS data in particular utilizing 
Band 29 for reducing water vapor influence on SST retrievals 
is proposed [19]. Nonlinear optimization-based SST estimation 
methods with remote sensing satellite based Microwave 
Scanning Radiometer: MSR data are proposed [20]. 

Comparative study on sea surface temperature estimation 
with thermal infrared radiometer data among conventional 
MCSST, split window and conjugate gradient-based methods 
is conducted [21]. Effectiveness of Noise Equivalent delta 
Temperature: NEdT and Band 10 (8.3 um) of The Advanced 
Spaceborne Thermal Emission and Reflection Radiometer: 
ASTER/ Thermal Infrared Radiometer: TIR on Skin SST: 
SSST estimation is estimated [22]. 

Band combination selection method for SST estimation 
with satellite data is proposed [23]. Artificial Intelligence: AI 
and remote sensing satellite big data analysis is 
overviewed [24]. 

On the other hand, there are the following related research 
works on the microwave remote sensing. 

Data fusion between microwave and thermal infrared 
radiometer data and its application to skin sea surface 
temperature, wind speed and salinity retrievals are proposed 
[25]. Comparative study of optimization methods for 
estimation of Sea Surface Temperature (SST) and Ocean Wind 
(OW) with Microwave Radiometer data is conducted [26]. 
Also, method for rainfall rate estimation with satellite-based 
microwave radiometer data is proposed [27]. Meanwhile, ice 
concentration estimation method with satellite-based 
microwave radiometer by means of inversion theory is 
proposed [28]. 

III. PROPOSED METHOD WITH THEORETICAL BACKGROUND 

A. Proposed Method 
Merged dataset creation method proposed here is to utilize 

both of TIR and microwave radiometer data together. 
Therefore, the relation between TIR and microwave radiometer 
data is a key issue here. Moreover, missing data are another 
issue. TIR radiometer data does not work in a cloudy condition 
and rainy condition. Furthermore, spatial resolutions are 
different between TIR and microwave radiometers. Therefore, 
some treatments of the missing data as well as spatial 

resolution difference are needed to use both radiometer data 
together. In order to take into account the missing data and 
spatial resolution difference, wavelet Multi-Resolution 
Analysis (MRA) is featured. 

B. Theoretical Background on Wavelet Analysis 
Multi-Resolution Analysis (MRA) needs Mother wavelet 

and is based on Discrete Wavelet Transform: DWT. As a 
mother wavelet is defined as follows: 

The function φ that satisfies the two-scale relationship as 
follows: 

∅(𝑥) = ∑ 𝑝𝑘∅(2𝑥 − 𝑘)𝑘∈𝑍             (1) 

This is called the scaling function. 

The sequence {pk / k ∈ Z} is called a two-scale sequence, 
and the scaling function φ is determined by the sequence {pk / 
κ ∈ Z}. The mother wavelet ψ is determined by equation (2). 

𝜓(𝑥) = ∑ 𝑞𝑘𝑘∈𝑍 ∅(2𝑥 − 𝑘)            (2) 

Also, Discrete Wavelet Transform: DWT is defined as 
follows: 

The transformation of the discrete wavelet of the function f 
(x) by mother wavelet ψ (x) is also given by (3), and its inverse 
transformation is given by (4). 

𝑑𝑘
(𝑗) = 2𝑗 ∫ 𝜓(2𝚥𝑥 − 𝑘)���������������𝑓(𝑥)𝑑𝑥∞

−∞             (3) 

𝑓(𝑥)~∑ ∑ 𝑑𝑘
(𝑗)𝜓(2𝑗𝑥 − 𝑘)𝑘𝑗             (4) 

IV. NUMERICAL EXPERIMENT 

A. Outline of Experiment 
The data used this time are SST estimated images from 

November 1998 to September 2000 estimated by sensor TMI 
and sensor VIRS, respectively. Fig. 1(a) shows an example of 
SST (VIRS / SST) estimated from VIRS observation data, and 
Fig. 1(b) shows an example of SST (TMI/SST) estimated from 
TMI observation data. 

 
(a) VIRS. 

 
(b) TMI. 

Fig. 1. Examples of SST Images Estimated with VIRS or TMI. 
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From Fig. 1, it can be seen that the spatial resolution of the 
VIRS observation data and the TMI observation data are 
different. The image size of VIRS / SST is 1024 x 512, and the 
image size of TMI / SST is 512 x 256. The spatial resolution of 
VIRS observation data is about twice the spatial resolution of 
TMI observation data. 

In this experiment, wavelet decomposition is performed on 
the VIRS / SST image, and the relationship between the result 
(LL component) and the TMI / SST image is examined. In 
addition, consider the impact of differences in support length. 
By the way, the target VIRS / SST and TMI / SST each include 
missing data due to the influence of the atmosphere, sensor 
characteristics, satellite orbit characteristics, and the like. In 
this experiment, the land data is regarded as missing data. 
Therefore, the multi-resolution analysis is performed in 
consideration of the missing data. That is: 

1) Data of points where TMI / SST is not missing. 
2) All VIRS / SST for generating data corresponding to the 

points where TMI / SST is not missing by using wavelet 
decomposition have been observed. 

Consider using data that satisfies the two conditions of the 
data in the region (not missing) [problem of support length 
during wavelet decomposition]. The above two conditions are 
called considerable conditions. 

First, Z (sup, i, j, t) def is defined as follows: 

𝜗(𝑠𝑢𝑝, 𝑖, 𝑗, 𝑡) = 1 𝑜𝑟 0             (5) 

1: Satisfy the conditions for consideration. 

0: Does not meet the considerable conditions. 

Then, evaluation is performed using the following. 

𝐽1(𝑠𝑢𝑝) = �∑ ∑ (𝜗(𝑠𝑢𝑝,𝑖,𝑗,𝑡)𝜀1(𝑖,𝑗,𝑡)(𝑖,𝑗)
22
𝑡=1

𝑁
           (6) 

𝜀1(𝑖, 𝑗, 𝑡) = (𝐺(𝑖, 𝑗, 𝑡) −𝐻(𝑖, 𝑗, 𝑡))2            (7) 

However, sup represents the support length of the mother 
wavelet, t represents the time, [i, represents the position, and (i, 
j, t) represents the TMI / SST, and σ (i, j, t)]. Represents the LL 
component when VIRS / SST is wavelet-decomposed. Further, 
N represents the number of Z (sup, i, j, t) = 1. 

B. Experimental Results 
Table I shows the value of J1 (sup) when the support length 

sup is changed and the number of data N that satisfies the 
conditions that can be considered for each support length. 

TABLE I. THE ERROR J1(SUP) AND NUMBER OF OBSERVED DATA N FOR 
THE SUPPORT LENGTH SUP 

SUP J1(SUP) N 
2 25.63 2559974 
4 25.644 2537353 
6 25.652 2506378 
8 25.659 2471573 
16 25.676 2331352 
20 25.681 2264613 

Fig. 2 shows the relationship between the LL component 
and TMI / SST when the VIRS / SST is wavelet-decomposed 
when the support length sup is changed [under the conditions 
that can be considered]. 

 
(a) sup=2. 

 
(b) sup=4. 

 
(c) sup=6. 
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(d) sup=8. 

 
(e) sup=12. 

 
(f) sup=16. 

 
(g) sup = 20. 

Fig. 2. Relationship between TMI / SST Data and the Estimated SST through 
MRA. 

The horizontal axis shows TMI / SST, and the vertical axis 
shows the LL component when VIRS / SST are wave-resolved. 
Also, physical properties of the ocean surface in thermal 
emission and microwave emission are different each other so 
that these effects have to be clarified. For instance, penetration 
depth of the ocean surface is different between thermal and 
microwave electric magnetic wave. The divergence shown in 
the Fig. 2 is caused by the different physical properties of the 
ocean between thermal and microwave electric magnetic wave. 

Table II shows the results of regression analysis on the 
scatter plots at each support length in Fig. 2, that is, the 
unknown regression coefficient (a, b) was obtained using the 
following: 

𝐽2(𝑠𝑢𝑝) = �∑ ∑ (𝜗(𝑠𝑢𝑝,𝑖,𝑗,𝑡)𝜀2(𝑖,𝑗,𝑡)(𝑖,𝑗)
22
𝑡=1

𝑁
           (8) 

𝜀2(𝑖, 𝑗, 𝑡) = (𝐺(𝑖, 𝑗, 𝑡) − 𝐻(𝑖, 𝑗, 𝑡))2            (9) 

TABLE II. REGRESSION COEFFICIENTS OF SST ESTIMATION AND THE 
ERROR J2(SUP) , FOR THE SUPPORT LENGTH SUP 

SUP A B J2(SUP) N 

2 1.948 0.873 0.87 2559974 

4 1.947 0.927 0.873 2537353 

6 1.944 0.997 0.873 2506378 

8 1.942 1.07 0.875 241573 

12 1.937 1.219 0.883 2400801 

16 1.932 1.363 0.895 2331352 

20 1.927 1.505 0.909 2264613 

V. CONCLUSION 
Merged dataset creation method between Thermal Infrared 

(TIR) and Microwave radiometers onboard remote sensing 
satellites is proposed. One of the key issues here is the relation 
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between TIR and microwave emissions from the same 
observation target in particular, Sea Surface Temperature 
(SST). An example of Tropical Rainfall Measuring Mission 
(TRMM) satellite based TIR and microwave radiometers, 
Visible Infrared Scanner (VIRS) and TRMM Microwave 
Imager (TMI) is shown in this paper. SST is estimated, 
independently, with VIRS or TMI. A method for interpolation 
of multi-sensor satellite images based on Multi-Resolution 
Analysis (MRA) is also proposed. 

In this paper, the relationship between the actual 
observation satellite data questions of different types of sensors 
including missing data was examined using multiple resolution 
analysis. From Table I, when examining the relationship 
between different types of sensors and data questions using 
multiple resolution analysis, it was confirmed that the shorter 
the support length, the better the error J1 (sup). From Table II, 
the regression error J2 (It was confirmed that sup) was 0.87 to 
0.91 [C]. 

VI. FUTURE WORKS 
In the future, the author will continue to validate of the 

proposed method with a variety of TIR and microwave 
radiometer data. Improvement of observation frequency by the 
proposed method is another issue. Also, physical properties of 
the ocean surface in thermal emission and microwave emission 
are different each other so that these effects have to be clarified. 
For instance, penetration depth of the ocean surface is different 
between thermal and microwave electric magnetic wave. 
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Abstract—Despite the fact that text classification has grown in 
relevance over the last decade, there are a plethora of approaches 
that have been created to meet the difficulties related with text 
classification. To handle the complexities involved in the text 
classification process, the focus has shifted away from traditional 
machine learning methods and toward neural networks. In this 
work the traditional RNN model is embedded with different 
layers to test the accuracy of the text classification. The work 
involves the implementation of RNN+LSTM+GRU model. This 
model is compared with RCNN+LSTM and RNN+GRU. The 
model is trained by using the GloVe dataset. The accuracy and 
recall are obtained from the models is assessed. The F1 score is 
used to compare the performance of both models. The hybrid 
RNN model has three LSTM layers and two GRU layers, 
whereas the RCNN model contains four convolution layers and 
four LSTM levels, and the RNN model contains four GRU layers. 
The weighted average for the hybrid RNN model is found to be 
0.74, RCNN+LSTM is 0.69 and RNN+GRU is 0.77. 
RNN+LSTM+GRU model shows moderate accuracy in the initial 
epochs but slowly the accuracy increases as and when the epochs 
are increased. 

Keywords—F1 score; gated recurrent unit; GloVe; long - short 
term memory; precision; recall; recurrent neural network; region-
based convolutional neural network; text classification 

I. INTRODUCTION 
Text classification has posed a necessity in the current 

generation, which is precisely due to the fact that the data 
being handled is increasing in volume at an alarming rate [1]. 
This can be attributed to the increase in the number of end-
users, thereby necessitating effective data handling. Effective 
handling also involves uploading and retrieval of data at least 
possible time. The data being uploaded and retrieved may be 
in the context of many real-time applications like web 
applications, banking servers, scientific literature, or digital 
libraries of documents. Some of the applications also involve 
data filtering [2] and organization, where voluminous data is 
sorted and categorized as per the relevance [3]. Also, apart 
from data organization, opinion mining is an application of 
utmost importance. Therefore, efforts have been put-forth to 
extend the classified data for opinion mining [4]. Lastly, e-
mail classification is also an application of great significance, 
where text classification is used to identify spam e-mails [5-7]. 
The applications, as mentioned earlier, also include challenges 
that are to be addressed critically and with utmost precision. 

Researchers have made few significant efforts toward 
addressing real-world problems in the recent past [8-14]. Most 

of the applications concentrate on Natural Language 
Processing (NLP) and text analytics, with enormous efforts to 
efficiently handle the data. The extension of efforts also aims 
at text classification more effectively and intricately. In 
general, post receipt of the raw data, text classification can be 
executed stage-wise, viz. feature extraction, reduction of 
dimensions of the data, selection of the classifier, and finally, 
the metrics that facilitate quantifying the accuracy of 
classification. Although many models have been implemented 
to improve the text classifications, still there are lot of 
challenges persists. The proposed model tries to improve the 
text classification by creating a hybrid models and utilizes the 
advantages of RNN, LSTM and GRU models. Transfer 
learning is a strategy that involves developing a model for one 
problem and then utilizing it to train another related problem 
[37]. Using transfer learning the accuracy of the text 
classification tasks can be improved [38]. 

II. RELATED WORKS 
The authors have used a BBC news text categorization 

structure in this work and implemented ML algorithms like 
logistic regression, KNN algorithms [15] and random forest. 
These methods are evaluated using measures such as 
accuracy, precision, F1-score, confusion matrix, and support. 
The logistic regression algorithm has better accuracy than 
other algorithms in classifying the text in the given dataset. In 
this work, the authors have performed a comparative analysis 
of deep learning models on Arabic text for the single and 
multi-label text classification [16]. Authors have demonstrated 
that the pre-processing stage is not required when using the 
suggested models. The word2vec embedding method is 
included to enhance the accuracy of the deep learning models. 
In this work, the authors have projected a model which utilizes 
a convolutional layer, Bi-LSTM, and attention mechanism to 
understand the semantics and improve the text classification 
accuracy [17]. The authors have analyzed the traditional deep 
learning models and proved that the proposed model has the 
highest accuracy over others. The feature extraction methods 
and developing classifiers are significant for the text 
classification techniques. In this work, the authors have 
highlighted the improved word embeddings with machine 
learning models for automatic document classification jobs 
[18]. The authors have used the word embedding techniques 
such as word2vec, Glove, and fastText. The authors have used 
the freely available dataset and implemented algorithms such 
as SVM, XGBoost, and CNN to use hierarchical and flat 
measures. The fastText embedding technique has proved to 
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improve the classification accuracy of the text. The authors 
have investigated the hierarchical multi-label text 
classification task [19]. Since the documents are stored in a 
hierarchical structure, the classification task becomes tough. 
The authors have proposed a new framework called 
Hierarchical Attention-based Recurrent Neural Network 
(HARNN) for categorizing documents into the appropriate 
labels by integrating texts and the hierarchical category 
structure. 

The authors examined text categorization techniques based 
on machine learning [20]. AG's News Topic Classification 
Dataset, which comprises 120000 training and 7600 testing 
samples, was used in this case. Support vector machine, 
Rocchio, bagging, boosting, naive bayes, and KNN are 
examples of commonly used machine learning algorithms that 
are implemented and assessed using accuracy, precision, F1 
score, and recall. According to the authors, the SVM 
technique outperformed all other algorithms tested for this job. 
The authors classified tweets regarding Covid-19 pandemic 
using DL techniques [21]. They have investigated three 
traditional deep learning algorithms, CNN, RNN, and RCNN, 
and two hybrid algorithms, RNN+LSTM and RNN+Bi-LSTM 
with Attention. When coupled with GloVe and Word2Vec, the 
RNN+Bi-LSTM with Attention mechanism correctly 
classified tweets. The time taken to train and predict the 
accurate labels is more for RNN+LSTM when compared to 
other deep learning models. 

The authors provide a different feature selection approach 
called Multivariate Relative Discrimination Criterion (MRDC) 
in this study to minimize dimensionality and feature space in 
order to enhance text classification performance [22]. The 
suggested technique focuses on reducing duplicate features by 
employing the notions of minimal redundancy and maximal 
relevancy. The suggested approach considers document 
frequency for each word while assessing its usefulness for that 
purpose. The suggested technique picks the characteristics 
with the highest relevance and considers the redundancy 
between them using a correlation metric. The authors 
discussed a deep learning strategy called HDLTex, which 
integrates various deep learning algorithms to create 
hierarchical classifications [23]. 

The authors' proposed architecture uses a mix of RNN at 
the top level and DNN or CNN at the bottom level to classify 
articles more accurately than standard SVM or Naive Bayes. 
The deep learning models were optimized using RMSProp and 
Adam to improve accuracy. The DNN has eight hidden layers. 
RNN was built using LSTM and GRU, and CNN with eight 
hidden layers. The authors have presented a comprehensive 
overview of the 150 classifiers introduced in recent years to 
accomplish this study's text categorization problems [24]. The 
work comprises 40 widely used datasets for text 
categorization. To improve the precision of text 
categorization, the authors proposed combining transformers 
and pre-trained language models with deep learning 
techniques. The work also establishes the grouping of 150 DL 
models into ten broad categories: feed-forward networks, 
CNN-based models, RNN-based models, Graph neural 
networks, hybrid models, etc. 

III. METHODOLOGY 
Based on earlier efforts, it is clear that every neural 

network architecture has shortcomings, which can be 
addressed by combining other architectures to compensate for 
the deficiencies. Therefore, embedding layers of other 
architectures to the existing neural network model and their 
contribution to the model's performance has been studied in 
the present work. For example, the Long Short Term Memory 
(LSTM) layer [25-27] (Fig. 1) has the ability to remember 
long-distance relations when compared to Gated Recurrent 
Unit (GRU) [28-29] (Fig. 2). 

 
Fig. 1. Long Short Term Memory Units. 

 
Fig. 2. Gated Recurrent Units. 

The sigmoid function is used in both LSTM and GRU 
units, whereas the hyperbolic activation function in the output 
layer facilitates data retrieval even after a considerable amount 
of time. On the other hand, GRU is easy to train compared to 
LSTM, with a lesser number of data and a better performance 
than LSTMs. This motivates researchers to embed GRUs 
against LSTM when retrieval is not of great significance. 
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Three models are considered for the present study namely 
Recurrent Neural Network (RNN) [30-31] with GRU unit, 
RNN with LSTM as well as GRU units and Region-Based 
Convolutional Neural Network (RCNN) with LSTM layer. A 
conventional RCNN [32] model is modified by adding four 
LSTM layers along with the convolutional layers as indicated 
in Fig. 3, the performance of which is compared with two 
models comprising a typical RNN model with four GRU 
layers (Fig. 4) and RNN model with 3 LSTM layers and 2 
GRU layers (Fig. 5). The LSTM layer used in RCNN and 
RNN architectures is a forgotten gate type and an input and 
output gate, as shown in Fig. 1. 

The output gate layer is the most significant layer that 
enables long-term dependencies handling. The forget gate 
layer assigns a value based on the input vector of the current 
cell, the output vector of the previous and the previous cell 
state. This is also indicative that the forget layer carries out the 
decision of allowing the value to the input layer. The sigmoid 
neural function with a point-wise multiplication operator is 
used to generate values in the LSTM's forget gate layer. The 
Input gate layer is responsible for two tasks. The entering 
vector data is first updated using a sigmoid activation 
function, and the value created by the sigmoid activation 
function is then compared to the hyperbolic activation 
function. The new values obtained as a result of the 
comparison are combined with the prior cell state. The Output 
Gate Layer compares the input vector generated by the 
sigmoid activation function to the updated cell state generated 
by the hyperbolic activation function. 

Whereas, irrespective of LSTM, a fully gated GRU 
comprises only two gates, viz. forget gate layer and an input 
gate. Though GRU is around half a decade old, it is preferred 
in specific, precise circumstances because they need a 
considerably smaller dataset and time for training the model. It 
can be observed that LSTM has a separate update gate and 
forget gate, rendering it more sophisticated. Therefore, the 
complexity of the LSTM paves the way for the usage of GRU, 
wherein the control on the model embedded with GRU units is 
better. Based on the earlier observations, three models are 
considered with LSTM, GRU, and LSTM-GRU units 
embedded, respectively, and their performances are evaluated. 
The training of the models is facilitated by the GloVE dataset 
[14], which can effectively capture syntactic and semantic 
representations of the words. The shortcoming of GloVE [33] 
is its inability to capture out-of-vocabulary words, which 
demands a considerable corpus to train the model, thereby 
eventually increasing the memory requirement. Though 
GloVE is similar to Word2Vec [34-35] in its operation, the 
weights associated with frequent word pairs will not pre-
occupy the training process. The merits mentioned above 
support the usage of the GloVE dataset for training the models 
considered for the study. 

 
Fig. 3. RCNN Model with LSTM Layers. 

 
Fig. 4. RNN Model with GRU Layers. 

 
Fig. 5. RNN Model with LSTM and GRU Layers. 
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IV. EVALUATION 
The evaluation of the models is carried out with the help of 

two parameters, viz. precision, and recall. Precision is the ratio 
of true prediction to a total number of predictions (Equation 
1), while recall is the ratio of true positive to the sum of true 
positive and false negative. Though precision highlights the 
accuracy of the model, recall indicates sensitivity. An increase 
in precision reduces the number of false positives, increasing 
false negatives. Therefore increase in false negative decreases 
the recall value. It is undoubtedly a balance between precision 
and recall, which renders a valuable model for a given 
application as they demonstrate an inverse behavior. The 
cumulative effect of precision and recall are captured using 
the F1 score, which can be obtained by evaluating the area 
under the precision and recall curve plotted for both models. 
F1 score is the harmonic mean calculated from precision and 
recall values (eq. 3), which forms a significant metric to 
evaluate the performance of the models. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 (𝑃) = 𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

           (1) 

𝑅𝑒𝑐𝑎𝑙𝑙 (𝑅) = 𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒

            (2) 

𝐹1 = 2 �𝑃 𝑋 𝑅 
𝑃+ 𝑅 

�              (3) 

 
Fig. 6. Comparison of Precision for RCNN-LSTM, RNN-GRU, and RNN-

LSTM-GRU Models. 

The results are plotted for the precision and recall as 
shown in Fig. 6 and Fig. 7, respectively. It is observed that the 
RNN model consistently outperforms the RCNN model. After 
the 18th iteration, hybrid RNN and RCNN provide almost the 
same precision and recall values. Hybrid RNN is embedded 
with GRU layers that can be trained for a lesser number of 
data and for a lesser time to generate a greater accuracy, as 
indicated in Fig. 6 and Fig. 7. 

The recall precision curve is of great significance for 
assessing the performance of the RCNN-LSTM, RNN-GRU 
and RNN-LSTM-GRU model as shown in the Fig. 8, 9 and 
10. The results obtained are plotted, for which the polynomial 
curve is fitted by using the least-squares method. The area 
under the curve (AUC) [36] indicates the F1 score for each 
model, thereby depicting the optimum blend of precision and 
recall of the model. The RCNN-LSTM model occupies a 

larger area when compared to RNN-GRU and RNN-LSTM-
GRU models, indicating a more extensive range of recall-
precision values. 

 
Fig. 7. Comparison of Recall for RCNN-LSTM, RNN-GRU, and RNN-

LSTM-GRU Models. 

 
Fig. 8. Variation of Precision with Recall for RCNN-LSTM Model. 

 
Fig. 9. Variation of Precision with Recall for RNN-GRU Model. 
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Fig. 10. Variation of Precision with Recall for RNN-LSTM-GRU Model. 

 
Fig. 11. Comparison of Accuracy for RCNN-LSTM, RNN-GRU, and RNN-

LSTM-GRU Models. 

The comparison can be more clearly observed in Fig. 13, 
and the corresponding variations in the F1 score are indicated 
in Fig. 14. The average F1 score for RCNN-LSTM, RNN-
GRU, and RNN-LSTM-GRU models are indicated in Table I. 
It can be observed that the RNN-GRU model outperforms 
RCNN and RNN-LSTM-GRU model by a margin of 10% and 
4%, respectively. Since the GRU layers embedded in the RNN 
model require lesser time and smaller datasets for training, the 
F1 curve of the RNN model consistently dominates over 
RCNN and RNN-LSTM-GRU models. RNN-GRU model is 
embedded with the GRU layer, which cannot handle long-
term dependencies. When long-term dependencies are of great 
significance, as is the case in text classification, RNN-LSTM-
GRU is preferred the most, which carries the merits of both 
LSTM and GRU layers. RCNN has LSTM layers, which are 
capable of handling long-term dependencies; they take more 
significant time and more extensive data to get trained, which 
renders RNN-LSTM-GRU more suitable for text 
classification. 

 
Fig. 12. Variation of Loss in values for RCNN-LSTM, RNN-GRU, and 

RNN-LSTM-GRU Models. 

 
Fig. 13. Comparison of Precision-Recall for RCNN-LSTM, RNN-GRU, and 

RNN-LSTM-GRU Models. 

Also, Fig. 11 and Fig. 12 indicate the variation of accuracy 
with the normalized time. It can be observed that the RNN-
GRU model and RNN-LSTM-GRU model perform almost the 
same after a normalized time of 0.75s. The accuracy of both 
the models is nearly the same, which is indicative that the 
RNN-LSTM-GRU can replace the RNN-GRU model to 
enable the retrieval of long-term dependencies. The difference 
in slopes over the initial normalized time from 0 to 0.6s is 
because of the presence of the LSTM layer in the RNN-
LSTM-GRU model, which requires more time for training, 
while the GRU layer compensates for the initial delay by 
matching the slope when trained beyond a normalized time of 
0.75s. 

The area under the precision-recall curve gives the F1 
score (Fig. 13). The variation of the F1 score for all three 
models is depicted in Fig. 14. Though the fluctuation of RNN-
LSTM-GRU is considerably significant compared to RNN-
GRU and RCNN-LSTM, the average F1 value is more 
significant than RCNN-LSTM and marginally less than RNN-
GRU. The values are listed in Table I. 
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Fig. 14. Variation of F1 Score with Epoch for RCNN-LSTM, RNN-GRU, 

and RNN-LSTM-GRU Models. 

TABLE I. COMPARISON OF PRECISION, RECALL, AND F1 SCORE 

Model Average 
Precision 

Average 
Recall F1 Score 

RCNN-LSTM 0.691 0.6825 0.682 

RNN-GRU 0.7695 0.7615 0.7615 

RNN-LSTM-GRU 0.7395 0.7163 0.7226 

V. CONCLUSION 
The present comprehensive study intends to address three 

text classification strategies by modifying the models and 
evaluating the performances in connect with precision and 
sensitivity. It is observed that the model selection for a given 
application is a trade-off among the variables such as time, 
dataset, and handling of the long-term dependencies, which 
define a suitable model for the application. Hence, RCNN 
with more accurate when compared to RNN with an ability to 
remember the dependencies, whereas RNN embedded with 
GRU has a shorter learning time which a smaller volume of 
the dataset can train. The average F1 score of RNN (4 layer 
model) is 0.77, whereas, for RCNN (8 layer model), the 
average F1 score is 0.69, which is around 10% less than RNN. 
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Abstract—Covid-19 is a global health emergency and a major 
concern in the industrial and residential sectors. It has the ability 
to spread leading to health problems or death. Wearing a mask 
in public locations and busy areas is the most effective COVID-19 
prevention measure. Face recognition provides an accurate 
method that overcomes uncertainties such as false prediction, 
high cost, and time consumption, as it is understood that the 
primary identification for every human being is his face. As a 
result, masked face identification is required to solve the issue of 
recognizing individuals with masks in several applications such 
as door access systems and smart attendance systems. This paper 
offers an important and intelligent method to solve this issue. We 
propose deep transfer learning approach for masked face human 
identification. We created a dataset of masked-face images and 
examined six convolutional neural network (CNN) models on this 
dataset. All models show great performance in terms of very high 
face recognition accuracy and short training time. 

Keywords—Masked face human identification; face 
recognition; deep transfer learning; convolutional neural networks 

I. INTRODUCTION 
Covid-19 is a global pandemic that began in the year 2020 

and has triggered a global health crisis and impacted a wide 
range of businesses, including education, aviation, health care, 
tourism, luxury shopping, religion, and so on. It had a 
significant impact on people's daily lives as well. Wearing a 
face mask in public areas, according to the World Health 
Organization (WHO), is one of the most effective preventative 
measures to stop the spread of disease and save lives [1]. 
Furthermore, several public service providers restrict 
customers to utilize their services while wearing facemasks 
that meet specific standards. However, due to the face mask 
covering the majority of the crucial facial characteristics, such 
as the nose and mouth, conventional face recognition systems 
used for security have proven ineffective in the current 
circumstance making it exceedingly challenging to identify the 
person [2]. 

The unlocking techniques based on passwords or 
fingerprints are risky since the COVID-19 virus can be 
transmitted through contact. Without touching, face 
recognition makes it considerably safer, but when wearing a 
mask, existing face recognition technologies become 
unreliable. To address the current challenges, it is essential to 
enhance the current face recognition techniques, which 
primarily rely on all facial feature points, so that identity 
verification may still be carried out with reliability even when 
faces are only partially revealed. [3]These systems recognize 
people identities without the need to take off the mask which 
can be used in hospitals, offices, educational institutes, 

construction sites, manufacturing plants, airports, and in many 
other places. Masked-face recognition can also be used in 
attendance systems in schools, offices, and other working 
places. 

Extensive studies enable the establishment of new datasets 
or masked face recognition. These studies significantly 
contribute since datasets of masked faces are correspondingly 
few and make it difficult to train suggested algorithms. There 
are several machine learning and deep learning techniques used 
to identify a face mask, some of which are based on enhanced 
pre-trained and existing models that all perform effectively [4]. 

Machine learning is a rapidly growing field of 
computational intelligence that seeks to emulate human 
learning from their environment. Computer vision, image 
recognition, speech recognition, natural language processing, 
and bioinformatics are some domains of machine learning. It is 
currently a primary competence of computer scientists. 
It includes computationally intensive methods, and is already 
widely utilized in the social sciences, marketing, systems 
engineering, and applied sciences. The degree of complexity of 
these systems can vary, and they may comprise multiple phases 
of complex human-machine interactions and decision making, 
which would naturally draw machine learning algorithms to 
enhance and automate various procedures. Numerous systems' 
efficiency and safety may be increased if machine learning 
algorithms had the potential to generalize from their current 
context and learn new tasks [5]. 

Deep learning is a type of machine learning that mimics the 
human brain's data processing to detect objects, recognize 
speech, translate languages, and make decisions. It is learning 
from both labeled and unlabeled data without the need for 
human interaction. Deep learning's capacity to handle large 
amounts of information makes it extremely powerful when 
dealing with unstructured data [6]. Deep learning has been 
effectively used to handle a broad variety of issues in the fields 
of image identification and natural language processing. It is 
based on neural network architectures with several layers of 
processing units [7]. 

Transfer learning is a type of machine learning in which a 
model is designed for one task and then utilized as the starting 
point for another task to be modified. People's ability to 
logically use previously acquired knowledge to solve new 
issues more quickly or effectively is what drives the study of 
transfer learning. Transfer learning is particularly beneficial in 
science as most real-world problems involve big amount of 
labeled data, demanding complicated models. Transfer learning 
can be used by developers to combine multiple applications 
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into one. Developers can also train new models for difficult 
applications quickly. It's also a useful tool for improving the 
accuracy of computer vision models [8]. 

This paper proposes a deep transfer learning approach for 
masked face recognition. We trained and tuned six 
convolutional neural network (CNN) models based on a 
masked face dataset. 

II. PRE-TRAINED NETWORKS 
Pre-trained networks have various characteristics that are 

important to consider when choosing a network to perform a 
certain task. The most important performance measure of a 
network is accuracy, computational time, and memory size. 
Choosing a network is usually alternated between these 
functions. In this work, we have examined six pre-trained 
convolutional neural network models which are briefly 
explained in this section. 

A. SqueezeNet 
SqueezeNet is an eighteen-layer deep convolutional neural 

network that can classify images into 1000 different classes. 
The network has learned sophisticated function representations 
for a wide spectrum of pictures. The goal of utilizing 
SqueezeNet is to create a smaller neural network with fewer 
datasets that can be more readily integrated into computer 
memory and transmitted across a computer network [9]. 
SqueezeNet architecture is illustrated in Fig. 1. 

B. GoogleNet 
GoogleNet has twenty two layers with twenty seven levels 

dedicated to pooling. There are a total of nine initiation 
modules layered in a linear fashion. It also employs eleven 
convolution filters. The parallel network architecture 
significantly contributes to minimize computational time and 
memory requirements. GoogleNet architecture is illustrated in 
Fig. 2. 

C. AlexNet 
AlexNet is one of the most widely used neural network 

designs nowadays. It's been used to train and classify millions 
of object images. The network input is 227×227×3 RGB 
images. AlexNet solves the over-fitting issue by using dropout 
layers. AlexNet architecture is illustrated in Fig. 3. 

D. ResNet-50 
ResNet-50 is a 50-layer deep convolutional neural network 

that has been trained on over a million of images. The network 
has been pre-trained to classify images into 1000 different 
classes. The network input is 224×224×3 RGB images [10]. 
The network architecture is illustrated in Fig. 4. 

E. VGG-16 
VGG-16 is one of the very deep convolutional networks for 

large-scale image recognition. In ImageNet, a dataset with over 
14 million pictures divided into 1000 classes, VGG-16 model 
achieves 92.7% classification accuracy. The network input is 
224×224×3 RGB images [11]. The network architecture is 
illustrated in Fig. 5. 

 
Fig. 1. SqueezeNet Architecture. 

 
Fig. 2. GoogleNet Architecture. 

 
Fig. 3. AlexNet Architecture. 

 
Fig. 4. ResNet-50 Architecture. 
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Fig. 5. VGG-16 Net Architecture. 

F. MobileNet-V2 
MobileNet-V2 was one of the first initiatives to create 

CNN architectures that could be readily implemented in mobile 
apps. Depth-wise separable convolutions, which are illustrated 
here, are one of the key advances. A separable convolution 
divides a single convolution kernel into two. Instead of a 3x3 
kernel, we get a 3×1 and a 1×3 kernel, for example. It 
scales the image's input size from 224 to 128 pixels. You can 
train your MobileNet-V2 on 224×224 pictures and then use it 
on 128×128 images since it utilizes global average pooling 
instead of flattening [12]. The network architecture is 
illustrated in Fig. 6. 

 
Fig. 6. MobileNet-V2 Architecture. 

III. CURRENT APPROACHES 
The current face mask detection approaches are 

summarized and discussed in this section. 

Cabani et al. [13] presented a dataset of correctly and 
incorrectly masked face images. Each set has 49 randomly 
sampled images, with 70,000 high-quality images in PNG and 
1024 ×1024 resolution. The masked Face-Net dataset 
contained 139,646 images with 49% of correctly masked faces 
and 51% of incorrectly masked faces. 

Mingjie et al. [14] proposed a Retina Face Mask method 
that uses transfer learning. The proposed method is a one-stage 
detector that combines a feature pyramid network with several 
feature maps to fuse high-level semantic information with a 
unique context attention module to focus on identifying face 
masks. The dataset has been split into a train, validation, and 
test set with 4906, 1226, and 1839 images individually; each 

experiment operates 250 epochs. The Advantage of the method 
MobileNet-V2 backbone shows that transfer learning can 
increase the detection performance by 3 to 4% in face and 
mask detection results. Also, feature extraction ability is 
enhanced by utilizing pre-trained weights. 

Loey et al. [15] presented a hybrid model with deep transfer 
learning and classical machine learning for face mask 
detection. The machine learning approach uses decision trees 
and Support Vector Machines (SVM) to classify face masks. 
Three face masked datasets have been selected for 
investigation. The decision trees classifier achieved 96% of 
validation accuracy. The SVM classifier achieved 98% of 
validation accuracy with the least time consumed in the 
training process. 

Chavda et al. [16] presents a CNN-based architecture for 
detecting instances of incorrect use of face masks. The system 
uses transfer learning technique with three nets which are 
MobileNetV2, DenseNet121, and NASNet. The system 
classifies images into three classes: correct face mask covering, 
incorrect face mask covering and no face mask. The dataset is 
used from a pre-trained model in Kaggle for quick 
generalization and stable detection. The results and accuracy 
percentage of each net are: MobileNetV2 is 99.12%, 
DenseNet121 is 99.40%, NASNet is 99.13%. The advantages 
are high accuracy while having using less training data, the 
inference time is significantly shorter, and the system can be 
integrated with an image or video capturing device. On the 
other hand, the disadvantages are having a motion blur, 
dynamic focus and frame transition may face in video feed 
analysis. 

Hariri [17] presents a masked face recognition technique 
based on occlusion removal and deep learning-based features. 
The system utilizes three pre-trained deep Convolutional 
Neural Networks (CNNs) to extract deep features from the 
resulting regions which are: VGG-16, AlexNet, and ResNet-
50. This system is using two datasets which are, Masked Face 
Recognition Dataset (RMFRD), and Simulated Masked Face 
Recognition Dataset (SMFRD) that are from an open source 
[17]. The advantages are that the system obtained high 
accuracy compared to other face recognizers due to the best 
features extracted from the last convolutional layers of the pre-
trained models, and the high efficiency. Recognition 
performance on RMFRD dataset obtained 91.3% accuracy, and 
SMFRD dataset is 88.9%. 

Nagrath et al. [18] presented a method that uses deep 
learning, TensorFlow, Keras, and OpenCV to detect face 
masks. The SSDMNV2 method employs the Single Shot 
Multibox Detector as a face detector and the MobilenetV2 
architecture as a framework for the classifier. The dataset used 
in this method is from Kaggle’s Medical Mask Dataset (678 
images) and the dataset available at PyImageSearch (1,376 
images; wearing masks 690 pictures, and without wearing a 
mask, 686 pictures). The advantages are that SSDMNV2 is 
very lightweight and can even be used in embedded devices, it 
is useful method for real-time mask detection, and it achieved a 
high accuracy score of 92% which indicated a well-trained 
model. 
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Aswal et al. [19] presented two techniques that are used to 
recognize and identify masked faces. Using a single camera: A 
two-step process with a pre-trained one-stage feature pyramid 
detector network RetinaFace for localizing masked faces and 
VGGFace2 that generates facial feature vectors for efficient 
mask face verification; and (ii) a single-step pre-trained 
YOLO-face/trained YOLOv3 model on the set of known 
individuals. The dataset consists of 17 videos of individuals 
wearing face masks nearby. The dataset contains variations in 
orientation, scale, occlusions, illumination, and appearance. On 
their dataset, experimental results show that RetinaFace and 
VGGFace2 deliver state-of-the-art results in 1:1 face mask 
verification, with 92.7% overall performance, 98.1% face 
detection, and 94.5% face verification accuracy, respectively. 
The advantage of using transfer learning on YOLOv3 pre-
trained the dataset is that the training process requires fewer 
images per class. And the YOLOv3 is a more advanced version 
of YOLO, Darknet-53, with shortcut connections for better 
GPU utilization, efficient evaluation, and faster performance. 
In comparison, the YOLO-face is to increases face detection 
performance at a fast detection speed. 

Ding et al. [20] constructed two datasets created for masked 
faces recognition (MFR) for masked faces verification (MFV), 
which contains 400 pairs of 200 identities for verification, and 
masked faces identification (MFI), which contains 4,916 
images of 669 identities for identification. A latent part 
detection (LPD) method is also developed for locating the 
latent facial part that is robust to mask wear. Extensive tests on 
the MFV, MFI and synthetic masked LFW data show that the 
LPD model outperforms alternative approaches. They use the 
LPD network, which has a level of accuracy of 94.34 %. There 
are two major drawbacks, when using these approaches to 
solve the MFR problem directly. First, the PFR techniques 
need the use of pre-defined partial face images as inputs, which 
are difficult to identify or define semantically in masked faces. 
Second, the PRF techniques disregard global signals such as 
chin contours in masked face images. 

Most of the current approaches aims to detect whether an 
individual is wearing a face mask or not or to detect if the mask 
is worn in a correct way or not. There are few masked-face 
human identification approaches. This work proposes a deep 
transfer learning approach for masked face recognition that 
outperform existing approaches in terms of identification 
accuracy. 

IV. METHOD 

A. Dataset 
We collected a dataset of 400 RGB images for ten human 

masked faces. Each individual class includes 30 images for the 
training and validation, and 10 images for the testing. 
Examples of the masked face data are illustrated in Fig. 7. The 
image sizes are in the range of 1.5 and 4 MB. We resized the 
images to match the required input dimensions of each of the 
six networks. SqueezeNet and AlexNet use 227 × 227 pixels, 
while GoogleNet, VGG16, and ResNet-50 use 224 × 224 
pixels. However, MobileNet-V2 uses an input size of 128 to 
224 pixels. 

Data augmentation is a technique used in machine learning 
to expand the quantity of data by introducing slightly modified 
copies of available image data or newly created artificial data 
from real data. It functions as a preprocessing step and aids in 
the training of a machine learning model in order to reduce 
overfitting. Geometric transformation, flipping, color altering, 
cropping, rotation, noise injection, and random erasure are all 
examples of data augmentation techniques. We used data 
augmentation in our trained networks by acquiring many 
photos from various perspectives, surroundings and conditions, 
orientation, position, and brightness. The objective for this is to 
ensure that the output contains accurate predictions. We also 
applied several geometric transformations to the existing 
images to generate synthetic images. These transformations are 
random rotation in the range of -90° and +90° and random 
scaling in the range of 1 and 2. 

B. CNN Model Training and Validation 
We trained and evaluated six pre-trained CNN models 

which are SqueezeNet, GoogleNet, AlexNet, ResNet-50, 
VGG-16, and MobileNet-V2. The training was performed 
using a single CPU. The validation was done in a 10-iteration 
process to ensure that the system is trained well without 
overfitting. 

SqeezeNet training takes 33 minutes and 46 seconds. The 
network achieved a validation accuracy of 97.78% as 
illustrated in Fig. 8. GoogleNet training takes 46 minutes and 
59 seconds and achieved a validation accuracy of 100% as 
illustrated in Fig. 9. 

 
Fig. 7. Sample of Masked Face Dataset. 
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Fig. 8. SqueezeNet Training and Validation. 

 

 
Fig. 9. GoogleNet Training and Validation. 

 

 
Fig. 10. AlexNet Training and Validation. 

 

 
Fig. 11. ResNet-50 Training and Validation. 
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AlexNet training takes 38 minutes and 37 seconds and 
achieved a validation accuracy of 100% as illustrated in 
Fig. 10. Training the ResNet-50 network takes 115 minutes and 
20 seconds and achieved a validation accuracy of 100% as 
illustrated in Fig. 11. Training the VGG-16 network takes 148 
minutes and 50 seconds and achieved a validation accuracy of 
100% as illustrated in Fig. 12. Training the MobileNet-V2 
training takes 62 minutes and 20 seconds. The network 
achieved a validation accuracy of 100% as illustrated in 
Fig. 13. 

 

 
Fig. 12. VGG-16 Training and Validation. 

The training performance of the six CNN is summarized in 
Table I. According to the results, most of the nets achieved a 
very high accuracy, but when the training time is considered, 
AlexNet has the shortest training time. GoogleNet is the 
second-best model which achieved an accuracy of 100% with a 
reasonable training time of 46 mins 59 sec. However, 
MobileNet-V2 is the third-best model which achieved a 
validation accuracy of 100% with a good training time which is 
62 mins 20 sec. Moreover, the fourth-best network is ResNet-

50 as it achieved validation accuracy of 100% but in a long 
training time of 115 mins 20 sec. The fifth network is VGG-16 
that has achieved high validation accuracy of 100% but in a 
very long training time. The lowest network performance was 
observed is in SqueezeNet because it provides the lowest 
validation accuracy among the six networks, but it took a very 
good training time, which is 33 minutes and 46 seconds. 

C. CNN Model Testing 
The six CNN models were tested on unseen images from 

each of the ten classes; we tested the system on ten images for 
each class, the models output the predicted label and the 
confidence level of each prediction. Fig. 14 illustrates samples 
of testing results of each of the six models on three unseen 
images. All the six models have successfully identified all the 
images correctly with very high confidence level indicating 
that the six models achieve 100% recognition rate. The overall 
testing results are summarized in Table II. In the presence of 
the mask, the suggested method enhances the generalization of 
the face recognition process. 

 

 
Fig. 13. MobileNet-V2 Training and Validation. 

TABLE I. COMPARISON OF CNN TRAINING PERFORMANCE 

Model Learning rate Epochs Validation Accuracy Elapsed Time Hardware Resource Max. iterations 
SqueezeNet 0.0001 20 97.78% 33 mins 46 sec Single CPU 380 

GoogleNet 0.0001 20 100% 46 mins 59 sec Single CPU 380 

AlexNet 0.0001 20 100% 38 mins 37 sec Single CPU 380 

ResNet-50 0.0001 20 100% 115 mins 20 sec Single CPU 380 

VGG-16 0.0001 20 100% 148 mins 50 sec Single CPU 380 

MobileNet-V2 0.0001 20 100% 62 mins 20 sec Single CPU 380 
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(a) SqueezeNet 

 
(b) GoogleNet 

 
(c) AlexNet 

 
(d) ResNet-50 

 
(e) VGG-16 Net 

 
(f) MobileNet-V2 

Fig. 14. Samples of Testing Results. 
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TABLE II. TESTING RESULTS 

Model Name Results Testing Accuracy 
Percentage Confidence level 

Max Min Average 

SqueezeNet 

Annet 100 100 100 100% 100 100 100 
Ella 96.8 98.8 99.4 100% 99.4 96.8 98.33 
Krisdna 100 99.7 97.4 100% 100 97.4 99.03 

Mouza 100 99.9 100 100% 100 99.9 99.97 
Priya 100 84.2 96.4 100% 100 84.2 93.53 

Ronalie 100 100 100 100% 100 100 100 
Saddam 99.1 100 100 100% 100 99.1 99.70 
Salah 84.8 63.3 99.2 100% 99.2 63.3 82.43 

Wafa 100 100 100 100% 100 100 100 
Zeeshan 97.6 97.6 98.9 100% 98.9 97.6 98.03 

 

GoogleNet 

Annet 99.9 93 99.7 100% 99.9 93 97.53 

Ella 66.4 94 99.4 100% 99.4 66.4 86.60 
Krisdna 80.9 99.6 98.8 100% 99.6 80.9 93.10 
Mouza 99.6 99.7 99.9 100% 99.9 99.6 99.73 

Priya 89.6 97.5 97.5 100% 97.5 89.6 94.87 
Ronalie 99.3 100 100 100% 100 99.3 99.77 

Saddam 97.2 99.7 98.4 100% 99.7 97.2 98.43 
Salah 40.9 99.8 97.9 100% 99.8 40.9 79.53 
Wafa 95.6 98 99.6 100% 99.6 95.6 97.73 

Zeeshan 98.9 97 98.8 100% 98.9 97 98.23 

 

AlexNet 

Annet 100 100 100 100% 100 100 100 
Ella 46.4 100 99.9 100% 100 46.4 82.10 

Krisdna 90.7 99.9 100 100% 100 90.7 96.87 
Mouza 100 99.5 100 100% 100 99.5 99.83 
Priya 99.7 100 42.6 100% 100 42.6 80.77 

Ronalie 99.9 100 99.9 100% 100 99.9 99.93 
Saddam 99.9 99.9 100 100% 100 99.9 99.93 

Salah 99.6 77.7 100 100% 100 77.7 92.43 
Wafa 99.8 99.7 96.8 100% 99.8 96.8 98.77 
Zeeshan 63.3 98.4 99.8 100% 99.8 63.3 87.17 

 

ResNet-50 

Annet 96.9 93.2 80.9 100% 96.9 80.9 90.33 

Ella 76 99.9 96.9 100% 99.9 76 90.93 
Krisdna 76.4 85 79 100% 85 76.4 80.13 

Mouza 91.2 98 92.4 100% 98 91.2 93.87 
Priya 78.4 81.3 95 100% 95 78.4 84.90 
Ronalie 99.3 98.8 98.6 100% 99.3 98.6 98.90 

Saddam 67.2 95.4 95.7 100% 95.7 67.2 86.10 
Salah 92.6 50.6 96 100% 96 50.6 79.73 

Wafa 96.8 92.6 93 100% 96.8 92.6 94.13 
Zeeshan 49.4 63 79 100% 79 49.4 63.80 

 

VGG-16 

Annet 100 99.8 100 100% 100 99.8 99.93 
Ella 74.3 99.8 86.5 100% 99.8 74.3 86.87 

Krisdna 99.9 100 100 100% 100 99.9 99.97 
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Mouza 100 100 100 100% 100 100 100 
Priya 99.9 100 100 100% 100 99.9 99.97 
Ronalie 100 100 100 100% 100 100 100 

Saddam 100 100 100 100% 100 100 100 
Salah 42.1 100 100 100% 100 42.1 80.70 

Wafa 100 100 100 100% 100 100 100 
Zeeshan 97.9 100 100 100% 100 97.9 99.30 

 

MobileNet-V2 

Annet 95.1 97.4 96.2 100% 97.4 95.1 96.23 
Ella 56.9 99.3 85.4 100% 99.3 56.9 80.53 

Krisdna 90.9 83.3 71.6 100% 90.9 71.6 81.93 
Mouza 87.2 88.2 93.3 100% 93.3 87.2 89.57 

Priya 75.4 90.2 90.9 100% 90.9 75.4 85.50 
Ronalie 81.8 86.3 85.8 100% 86.3 81.8 84.63 
Saddam 77.9 91.7 95.5 100% 95.5 77.9 88.37 

Salah 47 86.9 72.1 100% 86.9 47 68.67 
Wafa 66 90.5 81.7 100% 90.5 66 79.40 

Zeeshan 82.7 92.8 95.2 100% 95.2 82.7 90.23 

V. CONCLUSION 
We propose a deep transfer learning approach for masked 

face recognition. We were able to find an appropriate pre-
trained network models and utilize them as a starting point for 
fine-tuning and developing a deep neural network for a new 
image classification job using our training masked face data. 
We successfully utilized transfer learning to speed up training 
and increase the deep learning model's performance. We 
examined six convolutional neural network (CNN) models on 
this dataset. All models show great performance in terms of 
very high face recognition rate and short training time. The 
models are SqueezeNet, GoogleNet, AlexNet, ResNet-50, 
VGG-16, and MobileNet-V2. 

These six models achieved validation accuracy between 
97.8% and 100%. When tested on unseen data, all the models 
were able to identify all masked faces correctly with very high 
confidence level indicating that the six models achieve 100% 
recognition rate. The proposed approach is critical because it 
detects a person faster than the human eye, it is more accurate, 
and provides complete security. In the presence of the mask, 
the suggested method enhances the generalization of the face 
recognition process. The proposed approach can be applied in 
smart access systems and intelligent attendance systems in 
schools, hospitals, and various industries. The work can be 
expanded by evaluating more CNN models and by including 
more human masked-face image data. 

The research opens up exciting new areas for study. The 
suggested method is not restricted to mask detection only and 
can be incorporated into any high-resolution video surveillance 
systems. A face mask may be used with the model to recognize 
facial landmarks for biometric applications. In future work, we 
anticipate being able to create our own network and provide it 
with the tools it needs to be well-trained to suggest a more 
extensive work. 
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Abstract—Mobile Adhoc Network (MANET) is a fast 
deployable wireless mobile network with minimal infrastructure 
requirements. In these networks, autonomous nodes may 
function as routers. Due to the mobility of MANET nodes, the 
network's topology is dynamic. Recent scientific emphasis has 
been placed on MANET security. Few MANET attacks have 
been discussed in the existing literature. Wired networks provide 
more security choices than wireless networks. Most routing 
protocols fail in a MANET with a malicious node. This research 
focuses on S-DSR, a novel hybrid secure routing system that 
guarantees the delivery and performance of packets across 
network nodes. This protocol leverages neighbor trust 
information to choose the most secure route for file transfer. This 
protocol is used by OMNET++. It offers a higher delivery rate 
and lower delay than AODV, AOMDV, and other similar 
protocols. MANETs, or mobile ad-hoc networks, will be used in 
the future communication protocols of industrial wireless 
networks. These protocols will decentralise the connection of 
smart devices. Due to the unidimensional nature of digital data, it 
is impossible to apply encryption methods indirectly. These 
publications are digital. To strengthen the privacy of e-
healthcare MANETs, a safe, lightweight keyframe extraction 
technique is required. The purpose of this project is to develop a 
secure protocol for MANET wireless networks. This study 
proposes the use of chaotic cryptography to enhance the security 
of MANET Wireless networks. Using Modified Self-Adaptive 
Sailfish Optimization (MSA-SFO), it is possible to construct vital 
maps in a chaotic setting. This method produces secure key pairs. 

Keywords—MANET; sail fish optimization; energy; routing 
protocol 

I. INTRODUCTION 
One of the most often used kinds of independent wireless 

technology for communication with mobile nodes is called a 
MANET. Mobile ad hoc networks (MANETs) rely on mobile 
nodes to perform dual roles as end systems and routers for the 
network's packet transmissions [1]. Due to the fact that 
wireless communication is used, it is much simpler to 
reestablish the connection, and moreover, nodes might be 
designed to be mobile. Given the nature of the nodes, which is 
that they are movable, it is not required that a permanent 
network structure be used for communication. MANET, on the 
other hand, does not make use of base stations, which might be 
helpful in a number of different networking configurations. 
Due to the number of users using the MANET for diverse 
purposes, such as military and emergency operations, it is 

crucial that the platform be safeguarded from unwanted users. 
This is due to the fact that the network's popularity has made it 
hard for illegal users to connect to it. 

There are several uses for mobile ad hoc networks 
(MANETs), such as between special events, communications 
in places where radio infrastructure does not exist, 
catastrophes, and military surgery. MANET's flexibility and 
dynamic topology make it vulnerable to a variety of attacks, 
including eavesdropping, routing, and the modification of 
applications. The quality of services has been surpassed by 
MANET's security problems (QoS). So, the best way to ensure 
MANET's security is to use intrusion tracking, which modifies 
the system to notice any other vulnerability. Anti-intrusion 
detection is vital to providing safeguards and serves as an 
additional layer of security against unauthorized entry. In the 
presence and absence of a selective packet dropping attack, this 
solution was put to the test against the best-known practices 
[1]. 

Ad hoc network (MANET) is a grouping of nodes that 
communicate without the intervention of a central 
administrator in an infrastructure-free environment. The nodes 
in these networks are more dependent on each other to perform 
basic network activities. Secure routing is difficult to establish 
because of the shortage of resources. A system must be in 
place to deter misbehavior and preserve the network's synergy 
in order to assure safe routing. At each node, a partly 
distributed dynamic model is used to enhance the overall 
network's security and privacy. During route creation, 
additional information about network misbehavior is provided 
across the nodes as a precautionary step to maintain safe 
routing. In the real world, a node may engage in many forms of 
misbehavior at various points in time. To cope with nodes that 
show different levels of misbehavior, it offers a dynamic 
decision-making method. The model's ability to cope with 
misbehaving nodes has been shown in a series of simulations 
[2]. 

Unlike traditional networks, mobile ad-hoc networks 
(MANETs) are self-contained and do not rely on centralized 
access. MANET's rapid and flexible networking style allows it 
to be used in a broad range of situations. However, the 
network's constantly shifting architecture and open 
communication channels provide security risks. Active-routing 
authentication (AAS) was suggested in this work using the 
properties of active routing protocols. In order to prove the 
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AAS's effectiveness against selective forwarding, fake routing, 
byzantine, and spoofing attacks, we used BAN logic to 
examine the potential of hostile nodes mixing in a MANET 
[3][4]. 

The research problem and contribution of this research is to 
design a brand-new heuristic algorithm known as MSA-SFO 
by enhancing the already existing SFO algorithm's capacity for 
self-adaptation. This study was done with the intention of 
preserving users' privacy inside MANETs. This speeds up the 
process of convergence and decrease the likelihood of being 
stuck in a local minimum. 

Paper organization is as follows: 

The section outlines the format of this paper: The work that 
is connected to Optimal Energy Routing Protocol is shown in 
Section 2. This part also provides an explanation of the 
fundamental Routing Protocol for MANET techniques that 
were used throughout this research. The planned MSA-SFO-
Modified Self Adaptive Sail Fish Optimization is described in 
Section 3, which reflects its current state. The analysis and 
discussion of the obtained data are presented in Section 4. Our 
results are summarised in Section 5, which also includes a 
discussion of the work that will be done in the future. 

II. RELATED WORK 
Despite extensive deployment, the AOVDV routing 

scheme remains vulnerable to blackhole attacks. Lu and his 
team developed the SAODV protocol, a secure mechanism for 
routing networks, to overcome this problem. Due to the nature 
of a blackhole assault, which requires the cooperation of two 
nodes, it cannot be defended against using conventional 
protection measures. The BP-AODV protocol was created to 
solve this concern. It combines the features of the original 
AOVDV protocol with the BP-AODV to provide a secure and 
efficient routing system. A study of the BP-AODV protocol 
found that it can effectively repel a blackhole assault, 
regardless of whether it is launched by a forwarding node or a 
malicious actor. It also shows that BP-AODV may avoid a 
blackhole attack even if it happens throughout the whole 
routing procedure. 

One of the most difficult and significant routing security 
concerns in VANETs and self-driving and connected cars is the 
detection of Black Hole attacks (ACVs). Cyber-physical paths 
may be hacked by malicious vehicles or nodes, converting a 
safe route into a less secure and dependable one. To avoid a 
neighboring node, malevolent nodes snatch data packets that 
may include emergency alerts and discard them instead [5]. 
When using MANETs, the nodes are on the move at all times. 
Macro-area networks (MANETs) have unique issues due to 
their inherent vulnerability to several types of security assaults 
and their inability to maintain secure operations while 
protecting their resources and providing safe routing among 
nodes. It is critical, therefore, to provide a reliable secure 
routing protocol to guard against anonymous attacks on nodes. 
Selfishness problems may now be studied, formulated, and 
solved using game theory. Malicious activity in networks is 
seldom detected using this technique. Instead, it focuses on the 
nodes' strategic and logical conduct. The dynamic Bayesian 
signaling game was utilized to examine the strategy profile of 

normal and malicious nodes in our research. In this game, 
specific tactics for each node were also disclosed. Combining 
player payoffs and tactics to achieve perfect Bayesian 
equilibrium (PBE) serves as a popular solution for signaling 
games dealing with partial knowledge. For both ordinary and 
malicious nodes, the use of PBE techniques is private 
information. In order to avoid being detected, legitimate nodes 
should cooperate with routing and keep their payoffs up-to-
date, whereas malevolent nodes take calculated risks to avoid 
being detected. The reputation mechanism encourages 
improved collaboration between nodes by reducing the utility 
of malevolent nodes. [6] Bayes rule-based belief updating 
systems are used by regular nodes to continually assess their 
neighbors. 

Since the beginning of the previous decade, MANET has 
been a major research focus. As the Internet-of-of-Things (IoT) 
expands into urban areas, this sort of networking paradigm is 
becoming more widely accepted as an essential component of 
the IoT's impending urban applications. Existing routing 
techniques in traditional MANETs cannot be used with IoT 
because of a considerable hurdle. The MANET-based 
application linked to the IoT platform may be exposed to 
security threats as a result of this routing mismatch. In order to 
enable real-time streaming applications, the mobile nodes in 
this study must communicate multimedia signals. 
Understanding the attacker's unexpected behavior is one of the 
most important aspects of safeguarding data. Attackers' 
sophistication is examined in the present research. To perform 
fatal assaults, they know one other's identities and collaborate, 
which is seldom represented in current security modeling data. 
This study utilizes the modeling capabilities of game theory to 
represent the multiple-collusion attacker situation. Modeling 
strategies of regular/malicious nodes as well as employing an 
optimization technique utilizing innovative auxiliary 
information to build the best strategies are some of its 
contributions. Malicious nodes may now be accurately 
predicted by each normal node, thanks to the new model's 
enhanced capacity to do exact computations. Game theory's 
baseline method is outperformed by the suggested 
mathematical model in MATLAB simulations [7]. 

Intelligent Transportation Systems may benefit from the 
use of Vehicular Ad-hoc Networks (VANET), which are a 
subset of Mobile Ad-hoc Networks (MANET) (ITS). Due to 
quick topological changes, high mobility, and frequent link 
disconnections, routing in these networks is a difficult issue. 
Because of this, establishing an effective routing system that 
meets the time constraints and minimizes the amount of 
overhead is a challenge. VANETs must also be capable of 
identifying malevolent vehicles. Using Unmanned Aerial 
Vehicles (UAVs) may be a useful tool in dealing with these 
constraints. UAVs in VANETs may be used to aid in the 
identification of potentially harmful vehicles by operating in ad 
hoc mode and collaborating with the vehicles. There are two 
unique modes of routing data in the VRU routing protocol: (1) 
sending packets of data between vehicles using UAVs, and (2) 
routing packets of data between UAVs. Using the NS-2.35 
simulator on Linux Ubuntu 12.04, the performance of VRU 
routing components in an urban setting is evaluated. VANET 
MobiSim, a generator of mobility, and MobiSim, a UAV 
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motion generator, are both used in the generation of vehicle 
movements. Comparatively, the performance study shows that 
the VRU protocol may increase the delivery and detection rates 
by 16 and 7 per cent, respectively, over existing routing 
protocols. End-to-end latency and overhead are both reduced 
by 40% using the VRU protocol [8]. 

Nodes in a mobile network self-organize into mobile ad 
hoc networks (MANETs), which develop a dynamic network 
architecture to link them. Before reaching its final node, data in 
a MANET must travel via a series of intermediate nodes. To 
keep malicious nodes from gaining access to this data, we need 
to have some kind of protection in place. Routing security has 
been addressed in a variety of ways in the literature, each of 
which addresses a distinct component of security [9]. 

Multipath routing, as compared to the conventional single-
path routing, is often employed in wireless networks to 
increase their fault tolerance. The GAHC algorithm is a mix of 
the Hill-Climbing and Genetic Algorithms that takes into 
consideration all of the variables that influence route selection. 
In addition, an enhanced C-means algorithm was created to 
apply this method [10]. A computation is conducted based on 
the value of the nodes that fulfill the trust threshold for a 
certain route. The cluster heads then route their networks 
through other routes. The ideal route for their applications is 
then determined by analyzing these routes. MSA-SFO is a 
multi-path routing scheme with a maximum throughput of 0.85 
bits per second and a 90 percent detection rate. Additionally, its 
packet delivery rate is 89 percent. To evaluate its performance, 
selective packet dropping was used [11]. 

Mobile ad hoc networks are well suited for emergency 
communications and rural locations lacking radio 
infrastructure. They may also be used for emergency 
communications. Nonetheless, owing to the network's 
changeable topologies, security is its most susceptible point. 
Due to the nature of the MANET's security challenges, it is 
advised that network managers monitor and identify possible 
attacks on a frequent basis, prior to them becoming severe. 
This may prevent them from influencing the performance of 
the system. The ability of a mobile node to forward packets is 
one of the most crucial aspects that might impact its 
performance [12]. This research intends to build a trust-based 
multi-path routing algorithm for usage in MANETs. The 
selected cluster heads based on the suggested method are next 
examined to find the appropriate application path. After 
calculating the trust levels of the nodes, the ideal path for the 
applications was determined. The cluster heads then route their 
networks using multi-hop routing. This approach calculates the 
ideal path based on several performance-affecting criteria. 

Multiple Sub-Silo Order (MSA-SFO) is a multi-path 
routing technique that greatly outperforms previous algorithms. 
It may also lower network energy usage by around 80 percent. 
Due to its adaptability and portability, the mobile ad hoc 
network (MANET) is gaining popularity. Although security 
procedures have been implemented to secure the networks, 
they do not protect the communication channels. To provide 
total security, it is necessary to create both the communication 

and routing protocols. The implementation of security 
procedures developed for wireless and wired networks may be 
particularly costly on MANETs due to their restricted network 
resources. This research attempts to create a secure architecture 
that can guarantee total network security. SUPERMAN, a 
proposed security framework, was evaluated against three 
distinct security protocols: IPsec, SAODV, and SOLSR. The 
simulation results demonstrated that the SUPERMAN 
architecture is optimal for wireless communication security. 
Due to the nature of the mobile ad-hoc network, a significant 
portion of its nodes are susceptible to assault. These nodes 
offer access to the network by unauthorized persons and 
organizations. In order to preserve the network's functioning, 
network administrators must routinely monitor and identify 
possible risks. The study provides a safe approach for selecting 
neighbors that combines machine learning and conventional 
routing techniques. By combining these strategies, it may be 
feasible to construct safe and dependable routes to a target. By 
observing the behavior of the nodes at changing connection 
levels, this technique may be implemented [13]. 

Various measures, such as the packet delivery ratio and the 
throughput, are used while evaluating the performance of a 
suggested method. The research demonstrates via experimental 
analysis that the suggested technique can perform consistently. 
Due to the nature of mobile ad hoc networks, it is becoming 
more challenging to create and maintain end-to-end 
infrastructure in specific places. As a consequence, DTN 
networks are becoming increasingly prevalent in these regions. 
DTNs are appropriate for high-latency applications, but they 
should also be considered for maritime networks. Due to the 
characteristics of the maritime environment, DTN networks are 
also addressed while addressing security issues. In order to 
provide tactical signals, for instance, the article demonstrates 
how to employ a DTN to address perimeter security issues. 
This study suggests utilizing the discriminant analysis to 
enhance the security of DTN connections. NDN is a future 
Internet architecture that permits the efficient delivery of the 
material as opposed to the standard data carriers. With its 
diverse forwarding techniques, NDN-based wireless networks 
are able to maintain safe and dependable communication. The 
two primary kinds of packets that NDN networks send back 
and forth are INTEREST and DATA. This study examines the 
strategies and issues found during the implementation of NDN-
based networks such as MANETs, VANETs, WSNs, and 
WMNs [14]. 

III. PROPOSED MSA-SFO-MODIFIED SELF ADAPTIVE SAIL 
FISH OPTIMIZATION 

The mobile networks serve as the terminal service in the 
wireless MANET, which allows for communication between 
the different wireless network devices. This communication 
has completely transformed the digital age. Because of its 
widespread use across a wide variety of sectors and employees, 
it is essential to provide a protected setting for the 
communication process at all times. The computing platform at 
the network's edge is often targeted in MANET, which is 
designed for wireless networks. This has the effect of reducing 
the platform's popularity in crucial services. 
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Fig. 1. Perspective on the Proposed MSA-SFO Architecture. 

After the detailed analysis of the parallel and recent 
research outcomes, in this section of the work, the problem is 
formulated using the mathematical model. 

In order for a network to have a long-life span, the cluster 
head must be replaced on a regular basis to ensure the security 
and the proposed architecture shown in Fig. 1. 

At every moment, T(CH) signifies the cluster head 
determining function, which yields the cluster head instance g 
is a collection of groups. Any cluster has a total number of 
nodes known as N. 

For the above lemma to hold, it must be shown (Eq. 1) that 
a cluster of nodes (Eq. 2) exists in the complete network, where 
the number of non-dead or active nodes is not zero. 

g G∀ ⊂                (1) 

And,  

( )g NULL∅ ≠               (2) 

Also, 

n N∀ ⊂                (3) 

Consequently, Eq. 4 and 5 so that the newly picked cluster 
head may avoid being comparable to the previous one. 

( )n t N ′∀ ⊂                (4) 

And, 

N N and N N′ ′∉ ∉               (5) 

If the R(k) represents the proportion of cluster heads in the 
N that are still available, then (Eq. 6) represents the percentage 
of cluster heads in the N that are still accessible. 

11 ( )[k .mod ]
( )

R k
R k

−              (6) 

As a result, we can write the cluster dead decision function 
as follows: 

( )( ) 11 ( )[k .mod ]
( )

R kT CH
R k

R k

=
−

           (7) 

The energy consumption is evenly distributed throughout 
the cluster's many components. In Eq. 5, the rationale for 
avoiding repeating clusters in subsequent eras is made evident. 

The suggested algorithm for the control of energy 
consumption in clusters is presented in the following section: 

Step (1). MSA-SFO serves as the foundation for the 
suggested approach. Before installing the cluster, the list of 
active nodes is compiled. 

Step (2). After choosing it from the list of active nodes, the 
node's energy status is calculated. The node's status will be 
presented in the subsequent phase. 

Step (3). For the time being, the cluster head will be chosen 
based on the weight function, which includes the amount of 
available energy and the number of non-repeating nodes. 
Cluster heads are referred to as CH. 

Step (4). This data will be stored in the routing table RTab 
using the settings listed below in Step 4 of the installation 
process. 

Step (5). After that the closest neighbour node will be 
determined, and the process will be repeated from steps 1 
through 4. 

Step (6). After deciding on a route, the data is sent. If the 
network topology changes, go back to step 1 to 5 and repeat the 
process. 

It may have a larger delay than other algorithms, but it will 
be more secure and energy-conscious than others. 

Further, based on the Proposed MSA-SFO algorithm, the 
obtained results are discussed in the next section of the work. 

A Stepwise Procedure for the Protection of Privacy When 
Utilizing the Modified Self-Adaptive Sailfish Optimization 
(MSA-SFO) Algorithm 

In order to provide a concise explanation of the technique 
for the suggested privacy preservation in the MANET 
environment, the following is provided: 

1) Data collecting the first thing that has to be done in 
order to complete this procedure is to acquire the necessary 
data set from the MANET environment. Text messages are 
used to carry out communication amongst the various mobile 
devices that are part of a MANET. These mobile devices serve 
as the edge platform for the MANET. These text messages 
include vital information, and the privacy settings ensure that it 
will not be disclosed to unauthorized parties. The subsequent 
step is to compose the basic text. The text message is generated 
using the cluster's acquired data. The raw data contains a 
number of different characters and strings. To guarantee the 
appropriate formatting of the text message, each character is 
converted into a 16-digit number. 
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2) If a 16-character-long text message is deemed to be 
covered by the privacy policy. To convert it to a simple text, 
each letter is converted to a binary value of 16 bits. This 
number is subsequently converted into the text's length. After 
the plain text has been generated, the ideal key must be 
generated. This procedure is performed to enhance privacy 
protection. The key is then sent to the hybrid chaotic map that 
processes the text. Using the suggested approach, the 
fundamental parameters of the map are adjusted, and the 
optimum key is then generated. 

3) The encryption of a data file occurs immediately after 
the generation of the key. This phase entails utilising the binary 
plain text as the encryption's foundation. The result of the 
encryption is stored on the cloud, and only the owner has 
access to it. The process of producing ciphertext is referred to 
as the binary extension-or operation. 

4) The decoding procedure is executed to extract the file's 
data. The key and the binary representation of the encryption 
are then subjected to a kind of XOR to guarantee the integrity 
of the original data. 

IV. RESULTS AND DISCUSSIONS 
The obtained results are highly satisfactory and are 

furnished in this section of the work. 

The simulation results with 30 notes are formulated here 
(Table I). 

TABLE I. SIMULATION WITH 30 NODES 

Node 
Seq 

Number of times Identify Disclosed (#) 

FSR AODV AOMDV Proposed MSA-SFO Algorithm 

1 15 5 5 0 

2 17 9 5 0 

3 17 9 4 0 

4 13 10 4 0 

5 14 8 5 3 

6 13 8 5 3 

7 12 7 3 1 

8 11 5 3 2 

9 12 6 4 2 

10 13 9 4 3 

11 18 10 5 2 

12 16 7 4 1 

13 18 6 3 0 

14 10 7 5 1 

15 13 5 4 3 

16 15 8 5 0 

17 15 10 4 3 

18 16 10 4 3 

19 13 7 5 1 

20 12 8 3 3 

21 19 8 4 0 

Node 
Seq 

Number of times Identify Disclosed (#) 

FSR AODV AOMDV Proposed MSA-SFO Algorithm 

22 13 8 4 2 

23 11 8 5 1 

24 10 8 4 0 

25 20 6 5 2 

26 10 8 5 2 

27 14 8 3 0 

28 20 5 3 2 

29 15 8 5 0 

30 16 8 4 1 

The results are visualized graphically here (Fig. 2). 

 
Fig. 2. Identify Disclose Analysis. 

Further, in the next section of this work, the research 
conclusion is furnished. 

The performance of the suggested MSA-SFO, as well as 
the performance of the comparison heuristic models is stated 
by the measurements. Tables II, III, IV, V, and VI exhibit the 
statistical performance of the suggested MSA-SFO as well as 
the comparing methodologies for different character lengths, 
including 20, 40, 60, 80, and 100 correspondingly. And the 
results are visualized graphically shown in Fig. 3, 4, 5, 6 and 7. 

In comparison to the PSO, GWO, and SFO, the MSA-SFO 
framework has achieved the highest values. Additionally, it is 
48 percent greater than the average performance. In terms of 
plot count, the proposed structure is likewise 90% better than 
the simple parameters. In addition, it has been 60 percent better 
than the GWO and 50 percent better than the WOA. 

TABLE II. STATISTICAL ANALYSIS OF WITH KEY GENERATION WITH 
LENGTH 20 

Optimization 
Algorithm 

PSO 
[15] 

GW
O 
[16] 

WO
A 
[17] 

SFO 
[18] 

Pamart
hi [19] 

Proposed 
MSA-SFO 

Worst 0.01
29 

0.013
6 

0.012
7 

0.01
27 0.0144 0.01512 

Best 0.04
97 

0.054
8 

0.045
7 

0.05
3 0.0767 0.080535 

Mean 0.03
18 

0.034
2 

0.030
2 

0.03
35 0.0453 0.047565 

SD 0.01
12 

0.012
2 

0.010
1 

0.01
2 0.0187 0.019635 
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Fig. 3. Statistical Analysis of with Key Generation with Length 20. 

 
Fig. 4. Statistical Analysis of with Key Generation with Length 40. 

 
Fig. 5. Statistical Analysis of with Key Generation with Length 60. 

TABLE III. STATISTICAL ANALYSIS OF WITH KEY GENERATION WITH 
LENGTH 40 

Optimization 
Algorithm 

PS
O 

GW
O 

WO
A 

SF
O 

Pama
rthi 

Proposed 
MSA-SFO 

Worst 0.01
16 

0.01
34 

0.01
35 

0.01
38 0.0141 0.014805 

Best 0.05
26 

0.05
29 

0.05
05 

0.05
73 0.0771 0.080955 

Mean 0.03
16 

0.03
29 

0.03
28 

0.03
53 0.046 0.0483 

SD 0.01
23 

0.01
18 

0.01
19 

0.01
33 0.0192 0.02016 

TABLE IV. STATISTICAL ANALYSIS OF WITH KEY GENERATION WITH 
LENGTH 60 

Optimization 
Algorithm 

PS
O 

GW
O 

WO
A 

SF
O 

Pama
rthi 

Proposed 
MSA-SFO 

Worst 0.01
45 

0.01
39 

0.01
42 

0.01
25 0.0143 0.015015 

Best 0.05
06 

0.05
17 

0.05
46 

0.05
25 0.081 0.08505 

Mean 0.03
26 

0.03
17 

0.03
5 

0.03
07 0.0476 0.04998 

SD 0.01
14 

0.01
13 

0.01
16 

0.01
22 0.0203 0.021315 

TABLE V. STATISTICAL ANALYSIS OF WITH KEY GENERATION WITH 
LENGTH 80 

Optimization 
Algorithm 

PS
O 

GW
O 

WO
A 

SF
O 

Pama
rthi 

Proposed 
MSA-SFO 

Worst 0.01
43 

0.01
46 

0.01
33 

0.01
29 0.0138 0.01449 

Best 0.04
96 

0.05
26 

0.05
31 

0.04
43 0.079 0.08295 

Mean 0.03
24 

0.03
4 

0.03
37 

0.02
85 0.046 0.0483 

SD 0.01
1 

0.01
2 

0.01
18 

0.00
93 0.0196 0.02058 

 
Fig. 6. Statistical Analysis of with Key Generation with Length 80. 
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TABLE VI. STATISTICAL ANALYSIS OF WITH KEY GENERATION WITH 
LENGTH 20 

Optimization 
Algorithm 

PS
O 

GW
O 

WO
A 

SF
O 

Pama
rthi 

Proposed 
MSA-SFO 

Worst 0.01
29 

0.01
36 

0.01
21 

0.01
21 0.0148 0.01554 

Best 0.04
7 

0.05
26 

0.05
3 

0.05
33 0.0794 0.08337 

Mean 0.02
96 

0.03
26 

0.03
38 

0.03
25 0.0466 0.04893 

SD 0.01
03 

0.01
22 

0.01
3 

0.01
28 0.0196 0.02058 

 
Fig. 7. Statistical Analysis of with Key Generation with Length 20. 

V. CONCLUSION 
MSA-SFO (Modified Self Adaptive Sail Fish 

Optimization) is a cluster-based routing method designed to 
increase the energy efficiency of current MANET routing 
algorithms. This research focuses on examining the different 
denial criteria of current algorithms. he researches compared 
the proposed system's performance to that of the current 
systems. Then, a performance study was conducted on the 
various systems, including the DSDV, DLSR, and FSR. It was 
discovered that the suggested strategy is more consistent and 
energy-efficient. The suggested algorithm, which has a 50 
percent improvement in power awareness, serves as the 
foundation for a new algorithm designed to enhance the energy 
efficiency of current algorithms. In addition, a privacy 
preservation model was created to improve the security of 
MANET Wireless networks. The development of the suggested 
method has been significantly enhanced by the incorporation of 
the multi-state adaptive scheduling optimization approach 
(SFO). Utilizing this method, optimum key pairs were 
generated for the chaotic map. Messages were then encrypted 
and decrypted using the suggested technique. The development 
of the suggested method has been substantially enhanced by 

the use of the multi-state adaptive scheduling optimization 
approach (SFO). Utilizing this method, optimum key pairs 
were generated for the chaotic map. It has also increased the 
degree to which text messages may be secured from prying 
eyes. To verify that the suggested algorithm can safeguard the 
privacy of sensitive data, the investigators altered the length of 
the text messages. The suggested method has acquired the 
highest performance values, which are much greater than those 
of the PSO, GWO, and SFO. It is also much superior than the 
maximum character count for text messages, which is 100. In 
terms of performance, the suggested method has enhanced its 
values by around 90 percent. According to the results, the 
suggested algorithm MSA-SFO provides more security for 
MANET Wireless networks than alternative models. It also 
provides a high degree of security. Implementation of the 
suggested technique on a large number of nodes will increase 
the scope of this investigation. 
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Abstract—Today, kidney medical imaging has become the 
backbone for health professionals in diagnosing kidney disease 
and determining its severity. Physicians commonly use 
Computerized Tomography (CT) and Magnetic Resonance 
Imaging (MRI) scan models to obtain kidney disease 
information. The significance and impact of kidney tumor 
analysis drew researchers to semantic segmentation of kidney 
tumors. Traditional image processing methodologies, in general, 
require more computational power and manual assistance to 
analyze kidney medical images for tumor segmentation. Deep 
Learning advances are enabling less computational and 
automated models for kidney medical image analysis and tumor 
lineation. Blobs (regions of interest) detection from medical 
images is gaining popularity in kidney disease diagnosis and is 
used widely in detecting tumors, glomeruli, and cell nuclei, 
among other things. Kidney Tumor segmentation is challenging 
compared to other segmentation models due to morphological 
diversity, object overlapping, intensity variance, and integrated 
noise. In this paper, It have proposed a kidney tumor semantic 
segmentation model based on CU-Net and Mask R-CNN to 
extract kidney tumor information from abdominal MR images. 
Initially, It trained the Custom U-Net architecture on abdominal 
MR images with kidney masks for kidney image segmentation. 
The Mask R-CNN model is then used to lineate tumors from 
kidney images. Experiments on abdominal MR images using 
Python image processing libraries revealed that the proposed 
deep learning architecture segmented the kidney images and 
lined up the tumors with high accuracy. 

Keywords—Kidney tumor (Blob) detection; custom U-Net; mask 
R-CNN; semantic segmentation; deep learning; medical image 
processing 

I. INTRODUCTION 
Medical imaging provides high resolution and coverage 

for the visualization of specific body organs. X-Ray, CT, 
MRI, and PET-CT scans are some frequently used medical 
imaging [1] technologies. In general, physicians will manually 
analyze the content of medical images to identify disease 
information. Image processing [2] and deep learning 
technologies [3] have been providing disease diagnosis 
models for over a decade, removing human errors in disease 
prediction. Deep learning for medical image analysis has 
attracted researchers and medical analysts because it requires 
less human intervention in data labeling and depth processing 
models than traditional image processing methods. Diseased 

regions (biomarkers) in a medical image differ in properties 
(i.e., the contrast in brightness) from their neighbor pixels and 
appear as blobs in nature. These biomarkers or blobs are the 
regions of interest (ROI) in medical image diagnosis, and they 
must get identified, segmented, classified, and labeled to 
predict disease. Image analysis models based on deep learning 
will assist in detecting biomarkers in medical images and 
provide spatial information such as location, shape, scale, 
inertia, and convexity. The Blob (or image ROI) detection [4] 
allows disease diagnosis in many instances of the medical 
image diagnosis such as brain tumors, kidney glomeruli, eye 
retina, breast lesions, and cell nuclei detection, among others. 
Medical image biomarkers detection models are becoming 
prominent applications for physicians in disease conformation, 
staging, and treatment planning. 

Due to the importance of biomarkers detection in medical 
image analysis, many former researchers were focused on this 
topic and proposed various deep learning models for medical 
image blobs detection. Although many scholars have worked 
on medical image diagnosis, some prominent literature aided 
us in selecting the objectives and designing the proposed 
system using deep learning technologies. Parvathi et al. [5] 
integrated deep learning and image processing algorithms to 
execute the blob detection and classification operations on 
kidney 3D MRI images. They used the ECLAHE and IMBKM 
models to segment the blobs from the input images and later 
the deep learning IMBKM and EDCNN classifiers to classify 
the blobs into the selected disease categories. Xu et al. [6] 
created a hybrid model that used a deep U-Net model and 
hessian analysis to detect small blobs in 3D MRI images for 
kidney glomeruli detection. They designed a superset of blobs 
using the hessian analysis to distinguish the real-convex blobs 
from the noisy ones. Their custom deep learning model UH-
Net integrated the hessian superset information and the U-Net 
pre-training knowledge to find the glomeruli through small 
blobs detection from the 3D kidney MRI images. Peng et al. 
[7] proposed a multi-scale blob detection model for automated 
stem cell segmentation from the underlying microscopic 
image set. The cell boundaries are delineated with high 
accuracy using blob and centerline detection. 

In the literature survey, it went through many research 
articles as part of the medical image disease prediction and 
identified some research gaps, which are as follows: Because 
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of the morphological diversity, segmenting the kidney object 
from the multi-organ medical image using shape and location 
information yields less accuracy. The traditional semantic 
segmentation approach, which may detect object categories in 
medical images, is insufficient because the medical image 
contains many instances of the same object type. Therefore, 
the instances must be categorized as it will. 

Since kidney cancer became a major cause of kidney 
failure in people, our primary research goal was to detect 
kidney tumors from MRI images. To achieve this goal, it 
planned to segment the kidney objects from the MR first, and 
the lineation of the tumors from the kidneys is later. Image 
processing models (such as SIFT [8] and SURF [9]) and deep 
learning models (such as DNNs [10], CNNs [11], and Res-Net 
[12], among others) are the two different technologies used to 
segment the kidneys from CT images. Although each model 
has its pros and cons for kidney segmentation, it is interested 
in deep learning models because they are computationally 
cheaper and allow for high-level automation of the 
segmentation process. Unlike commonly performed object 
segmentation from images, kidney segmentation is a unique 
and challenging task, as shown in Fig. 1, because diseased 
kidneys segmentation has issues due to morphological 
diversity, object overlapping, intensity variance, and 
integrated noise. 

Kidney tumor segmentation from MR images is a two-step 
process that includes kidney object (with tumor) segmentation 
and tumor object lineation. To accomplish the kidney tumor 
segmentation task and address segmentation issues (research 
gaps), in this paper, it proposed an efficient and optimal 
kidney tumor segmentation architecture using the custom U-
Net and Mask R-CNN [13] deep learning models. The custom 
U-Net model is used first for kidney segmentation, and the 
Mask R-CNN model is used to lineate tumors from the 
segmented kidney images. The custom U-Net model is used 
first for kidney segmentation, and the Mask R-CNN model is 
used to lineate tumors from the segmented kidney images. To 
demonstrate the efficiency of the proposed kidney tumor 
segmentation model, a set of MR images collected from the 
TCGA-KIRC dataset and a python prototype is implemented 
to conduct the experiments. 

 
Fig. 1. Abdominal MR Scan Images. (a) Kidney with no Tumor; (b) Kidney 
with Mild Tumor; (c) Kidney with Moderate Tumor (Kidney Tumors Marked 

with Red Line in b and c). 

II. RELATED WORK 
In this section, it will discuss the Key technologies that 

have been used in our kidney tumor semantic segmentation 
processes like CNNs [14], U-Net [15] and Mask R-CNN [13]. 

A. CNNs 
Recent advances in high-speed internet and mobile 

technology have resulted in a digital multimedia world with 
tons of images and videos. Computer vision is an emerging 
future domain, which is responsible for video and image 
manipulation as needed. Extracting useful information from an 
image is a complicated task because that needs to process a 
high volume of pixels. For over a decade, multi-layered deep 
learning models have made image processing easier than 
traditional methods. Because of their high accuracy and fully 
connected layers, Convolutional Neural Networks (CNNs) 
have proven to be the dominant deep learning model among 
the various deep learning models. As a descendant of 
Artificial Neural Networks (ANNs) [16], CNNs [14] will 
automatically train the feature maps from pixel arrays and 
identify the receptive fields through backpropagation using 
Key methods like convolution, pooling, and fully connected 
networks (FCN) [17]. 

1) Convolution: In general, the image is a collection of 
pixels, and these pixels will get converted into the respective 
intensity (RGB and grayscale) values for representation in a 
binary matrix model, which is feasible for manipulations. To 
manipulate the images with less computational overhead, they 
should be resized to a small size (down sampling) while 
retaining their receptive field (context) information. 
Convolution [18] is an affine transformation model in which 
the selected kernel matrix (filter) elements are iteratively 
multiplied against the input image matrix elements to generate 
the small-sized output convolved matrix. Fig. 2(a) represents 
the convolutional model with an input image (5x5x1) and the 
kernel (3x3x1) with a stride value of 2, and also the output 
convolved image (3x3x1). When it comes to the 3D images 
with RGB values, three color channels map with three 
different kernels for computations, and the final summation 
value is added with the bias to generate the convolved output 
image. 

 
Fig. 2. Input Image Convolution and Pooling Model. 
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2) Pooling: In CNN, the convolution is followed it by a 
pooling [19] process, which mimics the behavior of the 
convolution process to reduce the convolved image spatial 
size at a high rate. Using either the max or average pooling 
method reduces computational overhead while learning and 
regulates over-fit issues. In Fig. 2(b), the average pooling 
method with a 2x2 filter and stride value of 2 is applied on a 
convolved image (4x4x1) to generate a pooled feature map 
(2x2x1). Like the convolution process, the pooling does not 
support the zero-padding at input feature map borders. 

3) FCN: The FCN [17] is a feed-forward neural network 
model for multilayer perceptron that enables the 
backpropagation to learn the key features for classification 
across the epochs. The high-level features generated by the 
final convolution/pooling process are encoded using a single 
(flattened) vector and fed into the FCN. The FCN calculates 
the loss-entropy value for decision-making against 
classification uncertainty to reduce false positives in 
classification. 

B. U-Net 
Ronneberger [15] designed U-Net, as it knows deep 

convolutional network architecture, for the semantic 
segmentation of objects from images, with high speed and 
precision. Extraction of the ROI is frequently required task in 
biomedical images, particularly for organ segmentation, 
objects localization. An efficient deep learning-based semantic 
segmentation model, such as U-Net, is required to achieve this 
ROI extraction. Compared to other CNN architectures [20], 
the U-Net is the most adaptive for medical image 
segmentation because of additional benefits such as pixel-
level segmentation, limited training data, end-to-end training, 
pixel padding support, de-convolutions, and elastic 
deformation. 

The two sections of the U-Net architecture are the 
contracting path (encoder part) and the symmetric expanding 
path (decoder part). The encoder part of U-Net, like 
convolutional networks, is continuous with convolutions and 
pooling methods to make the context more precise and 
sharper. This encoder reduces the dimensionality of the input 
feature without losing context, allowing the process to 
complete with less computation. The encoder performs the 
3x3 convolutions iteratively till the pivot point. And after each 
convolution process, the batch normalization and the 
activation function [21] (Rectified Linear Unit (ReLU)) are 
applied with pooling strides for down-sampling, which helps 
in the précised context making. In contrast, the U-Net has a 
decoder part with a transposed convolution mechanism on the 
other side, making the U-Net an end-to-end FCN model. The 
encoder output is up-sampled [22] by the decoder using 
convolutions, batch normalizations, and ReLU activations. 
The decoder is intended to return the output with precise 
localization using the up-sampling process and transposed 
convolution. 

C. Mask R-CNN 
As part of their research on AI, the Facebook AI Research 

Team (FAIR) introduced the instance segmentation 
framework called Mask R-CNN [10] as an extension to the 
Faster R-CNN [23] by adding the ROI segmentation masks. 
Compared to the other models, the Mask R-CNN is fast, 
simple, flexible, and accurate in instance segmentation is 
proven by the COCO - 2016 challenge. Mask R-CNN can 
segment the multiple instances precisely from the images, 
using image localization, object detection, and segmentation 
methods. Mask R-CNN architecture was designed by joining 
the Faster R-CNN with FCN model [24] for instance 
segmentation process. 

Initially, a set of input images with different class objects 
are selected for instance segmentation. Deep CNN 
architectures [20] with convolution and pooling operations 
will extract the ROI bounding boxes from the input images. 
Unlike the Region-based CNN model, the Mask R-CNN had 
the ROI alignment phase, in which the exact spatial ROI 
volumes are identified from input images based on the input 
masks, using the pixel to the pixel alignment process. Mask R-
CNN evaluates the ROIs from ROI-Pool and in parallel 
performs the target object detection to overcome the 
performance issues. Mask R-CNN evaluates the ROIs from 
ROI-Pool and in parallel performs the target object detection 
to overcome the performance issues. The bounding boxes are 
scaled using the Intersection over Union (IoU) metrics [25] 
after completing the ROI alignment process, and 
misinterpretations get eliminated using the feature matching 
threshold value. At this point, various class masks are applied 
to the coarse-grained bounding boxes to find the fine-grained 
segmentation. Finally, these fine-grained segmentations are 
precisely lineated and masked. 

III. KIDNEY TUMORS SEGMENTATION ARCHITECTURE 
USING CU-NET AND MASK R-CNN MODELS 

In recent times, kidney tumor diagnosis from the medical 
images becomes a focusable research area due to its impact 
and importance in disease diagnosis and staging. The 
contribution of tumor detection is invaluable in cancer disease 
staging and treatment (especially in targeted therapy) 
planning. Researchers are interested in medical image analysis 
using deep learning models over traditional image processing 
techniques to reduce the computational (i.e., hardware) 
difficulties [26] in medical image processing. It is discussed in 
Section I that the kidney tumor diagnosis from MRI images 
faces several issues since this process differs slightly from the 
regular object segmentation and lineation process. To address 
the issues involved with the kidney tumor semantic 
segmentation process, It designed an efficient and optimal 
deep learning architecture (shown in Fig. 4) using the Custom 
U-Net [10] and Mask R-CNN models for kidney image 
segmentation and the tumor instance lineation from medical 
MR images. Kidney tumors can be segmented [27] from the 
medical MR images in two phases: Kidney(s) segmentation 
from MR images and tumors boundary lineation from kidney 
images. 
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A. Kidney Segmentation Phase 
The process of extracting kidney images (with tumors) 

from MR scan images is known as kidney segmentation [28]. 
Later these extracted kidney images are used for tumor 
detection and its boundary lineation. For this, it selected a set 
of abdominal MR images and their associated ground truth 
values (masks) as a training dataset (shown in Fig. 3) for the 
experimental analysis. However, extracting the kidney context 
from the MR images is a complex process due to several 
reasons. Because of the cancer disease [29], the shape of the 
kidneys is inconsistent in nature and different from one other, 
which will make the network's training process difficult. 
Because the MR scan images are collected from different MR 
scanners, the intensity of the input images varies, which is 
incompatible with many deep learning networks. In addition 
to kidneys and other organs, noisy data is often present in MR 
scan images, making the object detection process more 
complex. 

1) Custom U-Net: To solve these challenges in the kidney 
extraction process, it used the custom U-Net [10] model, a 
trained convolutional neural network that is suited for medical 
image segmentation. U-Net model [15] was selected over the 
other CNNs [21] because the U-Net supports the classification 
at pixel level and is suitable for the multi-class instance 
labeling if required. Due to the systematic hurdles [30] 
involved in data collection and processing, obtaining a dataset 
with tons of images and masks is impossible related to 
medical images. U-Net is a light-tight model because it can 
train efficient models with limited training datasets. Unlike 
trained nets [20] such as LeNet-5 and Dense DNN, the U-Net 
is free from dense layers and thus accepts input data with 
intensity variance. 

It designed a custom U-Net model with additional features 
by extending the traditional U-Net to support kidney object 
segmentation with high accuracy. Our custom U-Net model is 
designed with a validation set to ensure test accuracy. By 
adjusting the hyper-parameters at validation time, the custom 
U-Net tunes the deep model to achieve high accuracy in test 
results. CU-Net was enhanced with data augmentation 
techniques such as image flips and others to double the size of 
the input dataset to generalize the training model. Dropout 
regularization functions it added to CU-Net during the training 
phase after each max-pooling operation to randomly replace 
neurons (pixels) with zero values and train the model with 
alternative neural networks to minimize overfitting. 

 
Fig. 3. An Abdominal MR Image (356 x 356) with Kidney Tumor (Left) and 

its Ground Truth Image for Training (Right). 

2) Dataset model: A set of total ′𝑛′  MR scan abdomen 
images Ḭ = {𝐼1,  𝐼2, 𝐼3 … 𝐼𝑛 }  containing multiple organs with 
dimensions 𝐷 = [𝑑1,𝑑2], pixels 𝑃 = (𝑝1, 𝑝2), are presented in 
a binary matrix model 𝑀 = [𝑚𝑝 𝑥 𝑚𝑞 ] . In our dataset, an 
image 𝐼1 is having the greyscale pixel (𝑖1(𝑃)) with its pixel 
value is represented as 0 ≤ 𝑖1(𝑃) ≤ 255 . Mask image set Ḿ 
is a set of total ′𝑛′ masks with information about kidneys with 
tumors segmentation, and it maps with their original MR 
images for training. The mask image set 
Ḿ = {𝑀1,𝑀2,𝑀3 … 𝑀𝑛} along with its label information 𝐿 is 
presented as 𝑀𝑘 = {(𝑀𝑘 , 𝐿) ∈ 𝐼𝑘  & 𝐿 = 1}. 

3) Training Custom U-Net: Once the data is defined and 
available in hand, the next immediate step in Custom U-Net is 
the data preparation. It classifies the data into a training set Ḭ𝛼, 
validation set Ḭ𝛽, and test set Ḭ𝛾. It used the validation set  Ḭ𝛽 in 
the training phase to assess the model accuracy and to detect 
the overfitting problems [31] at the training phase itself. After 
partitioning the data set into train and test sets, a custom U-
Net model with a contracting path and an expensive path was 
designed. The U-Net model is symmetric, with four layers of 
processing at each path. The 2D_convolution, max pooling, 
and dropout functions are implemented in the contracting 
path, whereas the transpose convolution, concatenate, and 
dropout functions are implemented in the expensive path, as 
shown in Algorithm 1. In U-Net, the contracting path's four 
layers are executed first, with convolution, max pooling, and 
dropout functions, and the results are passed to the next layer 
in the path. The convolution function increases the context of 
the input image Ḭ𝑖𝑛, which helps in target feature extraction, 
using the neurons (𝑧), kernel (𝑘𝑚∗𝑛), stride  (𝑠𝑚∗𝑛), activation 
function 𝜑 , an array of 4 channels 𝜇 = [1, 2, 4, 16] , and 
padding 𝑝 elements. 

Down sampling [22] is a spatial dimensionality reduction 
method that reduces image height and width to make the 
image computationally feasible. After executing the 
convolution process twice, the resulted image volume is given 
as input to the max-pooling function to reduce the 
dimensionality of the image without losing the context. The 
ideal pool size (𝑒𝑚∗𝑛) is selected and evaluated against the 
convolved image 𝐶𝑖 to create the max pooled image 𝑄𝑖 . After 
max pooling, dropout functions with a frequency rate (𝑓𝑟𝑎𝑡𝑒) 
(0.0 - 1.0) are executed during the training phase. This 
function randomly sets the input pixels to zero, which helps to 
prevent values from dropping during the training phase and 
keeps the model from overfitting. This step completes a layer 
of the contracting path, and it will take four repeats to 
complete the entire contracting path. Soon after the 
contracting path completes, the convolution process will be 
repeated twice with the double neurons (𝜇) of the contracting 
path's last layer to build the connection (𝐶𝑚) it has two paths. 

Like the contracting path, the expensive path had four 
layers with transposed convolution, concatenation, dropout, 
and convolution functions but executed in backward direction. 
The Con2DTrans function performs the de-convolution 
process to reverse the convolution processes using the 
specified stride  𝑠𝑚∗𝑛 , kernel 𝑘𝑚∗𝑛 , and other attributes. The 
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de-convolved image 𝐷𝑖  is concatenated with its counterpart 
convolution image 𝐶𝑖  to increase the dimensions. Dropout 
function can by the convolutions restores the image with equal 
dimensions of its counterpart contracting path layer. The same 
process will be repeated four times to conclude the expensive 
path execution. Finally, the single neuron and the 1x1 kernel-
based convolution process will be executed to return the 
output image 𝐼𝑜𝑢𝑡  with sharpened target context. In this 
manner, our proposed custom U-Net model is trained against 
the input image set to obtain the segmentation knowledge, 
which helps in validation and testing operations. 

Algorithm-1: Custom U-Net Model Algorithm 
Input: 𝐼𝑖𝑛, 𝑘, 𝑠, 𝑝, 𝑧, 𝜑, 𝑒𝑚∗𝑛  
Output: 𝐼𝑜𝑢𝑡 
Method: 
𝑐𝑛1, 𝑐𝑛2, 𝑐𝑛3, 𝑐𝑛4, 𝜇 = [𝑣1, 𝑣2, 𝑣3, 𝑣4]  
// contracting path 
for i=1 to 4 do 
 𝐶𝑖 = 𝑐𝑜𝑛2𝐷( (𝑧 ∗ 𝜇 [𝑖 − 1]), 𝑘𝑚∗𝑛,𝜑,𝑝)( 𝐼𝑖𝑛)  
 𝐶𝑖 = 𝑐𝑜𝑛2𝐷( (𝑧 ∗ 𝜇 [𝑖 − 1]), 𝑘𝑚∗𝑛,𝜑,𝑝, )(𝐶𝑖) 
 𝑐𝑛𝑖 =  𝐼𝑖𝑛  
 𝑄𝑖 =  𝑀𝑎𝑥_𝑃𝑜𝑜𝑙(𝑒𝑚∗𝑛,𝐶𝑖) 
 𝑄𝑖 = 𝐷_𝑂𝑢𝑡(𝑓𝑟𝑎𝑡𝑒)(𝑄𝑖) 
 𝐼𝑖𝑛 =  𝑄𝑖 
end // for 
// connected layers 
 𝐶𝑚 = 𝑐𝑜𝑛2𝐷( (𝑧 ∗  𝜇 [3] ∗ 2), 𝑘𝑚∗𝑛,𝜑, 𝑝)( 𝐼𝑖𝑛) 
 𝐶𝑚 = 𝑐𝑜𝑛2𝐷( (𝑧 ∗  𝜇 [3] ∗ 2), 𝑘𝑚∗𝑛,𝜑, 𝑝)( 𝐶𝑚) 
 𝜇 = [𝑣4, 𝑣3,𝑣2, 𝑣1] 
// expensive path 
for i=4 to 1 do 
 𝐷𝑖 = 𝑐𝑜𝑛2𝐷𝑇𝑟𝑎𝑛𝑠( (𝑧 ∗ 𝜇𝑖−1), 𝑘𝑚∗𝑛,  𝑠𝑚∗𝑛 ,𝜑, 𝑝)( 𝐶𝑚)  
 𝐷𝑖 = 𝑐𝑜𝑛𝑐𝑎𝑡(𝐷𝑖 ,𝐶𝑖) 
 𝐷𝑖 = 𝐷_𝑂𝑢𝑡(𝑓𝑟𝑎𝑡𝑒)(𝐷𝑖) 
 𝐷𝑖 = 𝑐𝑜𝑛2𝐷( (𝑧 ∗ 𝜇 [𝑖 − 1]), 𝑘𝑚∗𝑛,𝜑, 𝑝)( 𝐷𝑖) 
 𝐷𝑖 = 𝑐𝑜𝑛2𝐷( (𝑧 ∗ 𝜇 [𝑖 − 1]), 𝑘𝑚∗𝑛,𝜑, 𝑝, )(𝐷𝑖) 
 𝐶𝑚 =  𝐷𝑖   
end //for 
 𝐼𝑜𝑢𝑡 = 𝑐𝑜𝑛2𝐷( 1,𝑘1∗1,𝜑, 𝑝, )(𝑐𝑛1) 
return 𝐼𝑜𝑢𝑡 

Regular classification models treat the validation set as an 
optional activity because it consumes more time for 
validations. But in our custom U-Net segmentation process, it 
generated the validation set Ḭ𝛽  to monitor the model 
performance and hyper parameters tuning [32] according to 
the requirements. After the training process designed a 
segmentation model 𝜔 , the validation set Ḭ𝛽  assesses the 
model performance at the training phase itself and fine-tunes 
the parameters through the backpropagation method if 
required. At the test phase, these fine-tuned models will assure 
the précised ROI segmentation. Due to the complexity 
involved in pixel-level processing, the medical image training 
may encounter the overfitting [31] problem, which arises 
when the trained segmentation model performance is specific 
and bounded to the training dataset only. In this case the 
trained model yields the best results on training data Ḭ𝛼 but it 
fails to segment the test data Ḭ𝛾. To overcome this over fitting 
issue in segmentation, it customized the U-Net to compare the 
trained model segmentation accuracy on both the training and 
validation datasets. The precision difference between both 

datasets will be compared against the over-fit threshold(𝛿) to 
confirm the overfit or the difference in performance 𝔻  is 
shown below. 

𝔻 =  
1
𝑘
�𝜔(Ḭ𝛼) −  𝜔�Ḭ𝛽�
𝑘

𝑖=1

 { 𝑖𝑓 𝔻 ≥  𝛿 𝑡ℎ𝑎𝑛 𝑜𝑣𝑒𝑟𝑓𝑖𝑡 } 

 
Fig. 4. Kidney Tumor Blob Instance Segmentation Architecture using CU-

Net and Mask R-CNN Models. 

B.  Tumor Segmentation and Boundary Lineation 
Because the kidney images (including tumors) it used to 

train the Custom U-Net based kidney segmentation model 
(shown in Fig. 4), the trained U-Net model returns segmented 
kidney images with tumors as a result. The tumor instances 
from the kidney images should be lineated and masked to find 
the tumor instance boundaries. Some prominent solutions 
include threshold-based segmentation, edge detection 
segmentation, feature clustering, bounding box, and ROI 
extraction. Among them, it selected Mask R-CNN [13], a fast, 
simple, and generalized ROI-based segmentation model for 
the target tumor object selection and precise segmentation 
(lineation) process. Stones, glomeruli, and tumors, etc. may 
appear as blobs in kidney imaging. Mask R-CNN detects a 
variety of blob objects on existing kidney images using the 
bounding boxes, and then the target tumors are identified 
using the shaded masks. 

Convolution is used to extract feature maps from kidneys 
with tumor instances, and the Region Proposal Network 
(RPN) [23] is applied to the feature maps to generate 
bounding boxes for the target tumor blob. Based on the ROI 
volume, the bounding boxes are selected for further 
processing. ROI volume is evaluated using the Intersection 
over Union (IoU) approach, which compares the bounding 
boxes with the ground truth labels for ROI presence 
estimation. FCN has been used to detect the blob structures 
and mask them with the selected bounding boxes. Compared 
to the other segmentation models, this Mask R-CNN is lighter, 
faster, and reliable for pixel-level semantic segmentation. 

IV. EXPERIMENTAL ANALYSIS 
To conduct the experiments on the proposed kidney tumor 

semantic segmentation architecture with CU-Net and Mask R-
CNN models, it collected a set of 30 kidney MR images from 
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the TCGA-KIRC dataset [33]. Images with 360x360 pixels 
and their corresponding masks (shown in Fig. 2) are extracted 
from these MR images for training and testing. The proposed 
Custom U-Net and Mask R-CNN based tumor segmentation 
architecture was implemented using the Keras-2.4.3 python 
interfaces on the TensorFlow-2.3.0 platform. 

First, the MR image dataset is preprocessed and 
partitioned into train and test datasets, as explained in 
Section III. Train dataset images are transformed into two-
dimensional binary arrays using the pixel data transformation 
methods for further processing. The images are now resized to 
320x320 pixels for process compatibility with the custom U-
net model. The contracting path and expensive path of the 
CU-Net are designed using convolutional and max-pooling 
methods respectively from the Kera’s library. The proposed 
Custom U-Net model with the input layer and output layer 
uses the binary cross-entropy [34] as loss function and 
Adam’s optimizer [35] for accuracy calculation with the 
prediction results. The dataset was augmented using image 
flips and other techniques to generate a set of synthetic data 
images derived from the core MR images. This step will 
increase the training data size by 2x more than the actual size 
to handle the overfitting issue in the classification process. 
Along with the data augmentation techniques, early stopping 
feature is also introduced to stop the training process at the 
appropriate time to avoid the over fit and under fit issues in 
training. To regularize the learning rate across multi epochs 
the learning rate reducing techniques also applied with CU-
Net model. By specifying the epochs and the batch sizes for 
training process, the CU-Net model is trained on MR images 
to generate the efficient model for kidney image detection and 
segmentation. 

The kidney segmentation binaries obtained from the 
Custom U-Net have been used as input to the Mask R-CNN 
model, which extracts tumor data. Mask R-CNN extracts 
objects from input images using bounding boxes and aligns 
the extracted objects using ROI information. Soon after the 
object localization using the bounding boxes alignment 
process, Mask R-CNN starts the pixels level comparison using 
the FCN to lineate the objects with specified shade masks. In 
Fig. 5, the kidney tumor segmentation results are shown along 
with the input images, masks, CU-Net kidney segments, and 
Mask R-CNN tumor lineation. 

 
Fig. 5. Kidney Tumor Segmentation Results from the Experiments on 

Custom U-Net and Mask R-CNN Model. 

Finally, the proposed model results have been evaluated 
using the loss and accuracy metrics from the prediction results 
on the test dataset. It adjusted the training and validation 
dataset proportions to test the accuracy and IoU metrics, and 
the results from the proposed architecture with CU-Net and 
Mask R-CNN are shown in Table I. 

TABLE I. KIDNEY TUMOR SEGMENTATION ACCURACY AND IOU 
RESULTS 

Data Partition IOU Accuracy 

TD-70% and VD-6% 0.875 0.912 

TD-75% and VD-8% 0.913 0.941 

TD-65% and VD-15% 0.849 0.877 

TD-60% and VD-20% 0.831 0.819 

Fig. 6 depicts the generated validation results accuracy and 
loss value across multiple epochs for the proposed Custom U-
Net model. The experimental results show that the proposed 
Custom U-Net and Mask R-CNN model is optimal, and it 
efficiently lineated blobs like kidney tumors with high 
lineation precision and segmentation accuracy. 

 
Fig. 6. Proposed Segmentation Model Results Accuracy and Loss Values 

across the Epochs. 

V. DISCUSSION 
For starters, this model allows for the use of global 

location and context at the same time. Second, it works with 
fewer training samples and outperforms other segmentation 
algorithms. Mask R-CNN outperforms all existing single-
model entries on every task. Faster R-CNN is extremely 
efficient, with only a minor overhead added. Mask R-CNN 
can be easily adapted to other tasks. 

VI. CONCLUSION 
In this paper, it proposed the kidney tumor segmentation 

architecture with Custom U-Net and Mask R-CNN models. U-
Net model is customized to overcome the kidney object 
segmentation issues like morphological diversity, object 
overlapping, intensity variance, and training overfit. Mask R-
CNN is chosen to accurately lineate the tumor boundaries and 
segment (mask) the instances. The proposed architecture is 
used to train a set of MR scan images of kidney cancer, and 
the results are presented with the metrics IoU and accuracy. 
The experiments yielded high accuracy and IoU in kidney 
tumor segmentation and masking. 
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Abstract—Range of Motion (ROM) Testing is an important 
physical examination performed in physical therapy used in 
assessing the ROM of a patient’s joint. The most commonly used 
instrument for ROM Testing is the universal goniometer. The 
most common cause for unreliable and inaccurate joint angle 
ROM measurements is measurement errors. Multiple studies 
have been done to mitigate measurement errors in clinical 
goniometry by designing and developing wearable digital 
goniometers using sensor technology. This study aims to design 
and develop a handheld-wearable digital goniometer called the 
GonioPi that is versatile, scalable, reliable and accurate when 
using the MPU-6050 IMU sensor and Raspberry Pi Pico as the 
main components. The results showed that the GonioPi is 
versatile and scalable as it is able to support multiple ROM Tests 
using multiple different positions on people with varying heights, 
weights, and BMI categories. The results also showed that the 
GonioPi is reliable and accurate as it was able to record joint 
angle ROM measurements of less than 5 degrees and 10 degrees 
which are the accepted standard values for reliability and 
accuracy, respectively. 

Keywords—Range of Motion (ROM); goniometer; physical 
therapy; goniometry; wearable; sensors; MPU-6050; Raspberry Pi 
Pico 

I. INTRODUCTION 
Range of Motion (ROM) Testing is one of the important 

physical examinations performed in physical therapy and 
rehabilitative sciences. ROM Testing can be used to identify a 
patient’s underlying conditions to help with diagnosis and 
rehabilitative treatment. 

A goniometer is the most used instrument for ROM 
Testing. It is used to measure the angle of a patient’s ROM at a 
joint. Goniometers have different types that vary in shape and 
size depending on which joint is being tested. The most used 
goniometer are the short arm and long arm universal 
goniometers. These universal goniometers are still analog 
which lead to the most common complication in clinical 
goniometry – measurement errors. Errors in measurement can 
be caused by systematic errors such as improper technique, 
improper use of the instrument, the instrument being used, or 
visual estimation when an instrument is not available. These 
measurement errors result in unreliable and inaccurate joint 
angle ROM measurements. A universal goniometer is 
considered reliable, its mean joint angle ROM measurement 
should be < 5 degrees [1, 2]. Moreover, it was shown that 

universal goniometers have a minimum significant difference 
of 10 to 14 degrees which is considered unreliable and 
inaccurate when used to measure joint angle ROM [3]. 

To mitigate measurement errors in clinical goniometry, 
wearable digital goniometers using sensor technology has been 
designed and developed by some [4, 5]. Wearable devices 
using sensor technology in physical therapy and rehabilitative 
science have shown high reliability and accuracy when used 
for the application of clinical goniometry. However, gaps in the 
research can be seen with other factors of the devices such as 
versatility, scalability, and cost-efficiency. 

Previous attempts to develop wearable digital goniometers 
using sensor technology are neither versatile nor scalable. 
These studies only considered some of the 34 different ROM 
tests [6] such as wrist flexion and extension, forearm 
supination and pronation, radial deviation, and ulnar deviation 
[7, 8]; elbow joint [9 ,10]; hip flexion [11]; and knee flexion 
and extension [12]. There is no study which attempted to 
develop a scalable and versatile digital goniometer - one that 
can support all possible ROM tests in multiple different 
positions on people with varying heights, weights, and BMI 
categories. 

Developing a scalable and versatile, not just an accurate 
and reliable, digital goniometer is important in the field of 
clinical goniometry [13]. Such an instrument will provide a 
dependable single device to users without the need to use 
multiple different instruments to perform different ROM tests. 
This reduces cost and eliminates the need to train in multiple 
different instruments. 

Therefore, this research aims to design and develop a 
versatile and scalable handheld-wearable digital goniometer 
with the use of affordable components that is at the same time 
accurate and reliable in terms of joint angle ROM 
measurements when performing ROM Testing. The device is 
referred here as GonioPi – a portmanteau of the word’s 
goniometer and Raspberry Pi, the microcontroller used to 
develop the device. 

II. REVIEW OF RELATED LITERATURE 

A. Physical Therapy and Clinical Goniometry 
Physical therapy and rehabilitative science is a field of 

medicine that focuses on the care of patients with medical 
conditions related to movement and health. Patient care in this 
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field is done by physical therapists by providing services that 
prevent or limit dysfunction. 

The concepts of kinesiology and goniometry are important 
in the field of physical therapy and rehabilitative science as 
they focus on the study of human motion and joint angle 
measurements [6, 14]. Moreover, both these concepts are 
important in identifying and assessing medical conditions 
related to muscle performance and neurological function [14]. 

Clinical kinesiology and goniometry involve range of 
motion which is a technique used to examine the angle created 
at a joint to assess the need for physical rehabilitation [15, 16]. 
This is done through different types of range of motion tests 
such as flexion, extension, abduction, adduction, and rotation 
among others. Reliable and accurate range of motion tests are 
needed in diagnosing, assessing, evaluating, and tracking of a 
patient’s physical rehabilitation progress. 

B. Range of Motion Instruments 
A patient’s range of motion can be assessed with the use of 

different range of motion instruments with the universal 
goniometer being the most used. Other instruments include the 
gravity-dependent goniometer (inclinometer), 
electrogoniometer, and visual estimation [14]. Although these 
manual instruments (universal goniometer, inclinometer, and 
visual estimation) are inexpensive, the common issue shared by 
these instruments are their susceptibility to systematic errors 
which lead to measurement errors. Electrogoniometers on the 
other hand, provide better accuracy and reliability as they use 
electronic components. However, this instrument is often used 
for the purposes of research rather than in the clinical setting 
because it is expensive. 

C. Wearable Devices using Sensor Technology for Clinical 
Goniometry 
The emerging trend of wearable electronics has extended 

into the field of medicine with fitness trackers like the Fitbit 
being the most sold product in the commercial market. 
Wearable devices are categorized as electronic devices that can 
be worn, embedded, or implanted in a person’s body or 
clothing. In healthcare, specifically, wearable devices should 
perform a specific medical function [17]. Wearable devices 
that monitor biochemical measurements, blood oxygen 
saturation, blood pressure, cardiac activity, and respiration are 
currently used in the clinical settings [18]. 

Wearable devices along with other technologies such as 
video games and consoles, virtual and augmented realities, 
exoskeletons, and robots have influenced the medical specialty 
of physical therapy and rehabilitative science. Over the past 
decade multiple studies focusing on wearable devices using 
sensor technology in physical therapy and rehabilitative 
science have been published [13]. The most used types of 
sensors in these studies were flex sensors, inertial measurement 
unit (IMU) sensors, hall-effect sensors, magnetometers, and e-
textile and stitched sensors [5]. The studies presented that all 
these types of sensors have high accuracy and reliability when 
used for clinical goniometry. However, it is important to 
consider the advantages and disadvantages of these sensors 
with regards to other factors such as versatility, scalability, and 
cost-efficiency. 

D. Applications of the MPU-6050 IMU Sensor for Clinical 
Goniometry 
Based on the acquired information from the related 

literature of wearable devices using sensor technology, it was 
clear that IMU sensors were the most suitable type of sensor 
for the design and development of a digital goniometer since 
they were not limited in versatility, and they had high 
reliability and accuracy. Thus, the MPU-6050 IMU sensor was 
chosen as the specific IMU sensor for this research. 

The MPU-6050 IMU sensor has multiple applications for 
both non-medical and medical purposes. The MPU-6050 IMU 
sensor is used widely across different fields for different 
purposes utilizing the sensor’s 6 degrees of freedom (DOF) 
with its 3-axis accelerometer and 3-axis gyroscope. 

Focusing specifically on the applications of the MPU-6050 
IMU sensor for clinical goniometry, related literature has 
explored the sensor’s use in devices that measure the joint 
angle ROM of the fingers, wrist, forearm, elbow, hip, and knee 
mostly focusing on the motions of flexion and extension. A 
data glove for finger joint measurement using three MPU-6050 
IMU sensors coupled with two 2.2-inch flex sensors connected 
to an Arduino microcontroller with all the components sewn 
onto a cloth glove was used for finger joint flexion – the results 
showed that the use of MPU-6050 IMU sensor for the device 
was highly accurate as it recorded low percentage of error 
ranging from 0.81% to 5.41% [19]. This study only considered 
fingers, wrist, forearm, elbow, hip, and knee and mostly 
focused on the motions of flexion and extension. It can be said 
that the developed device is not versatile. It also did not 
mention testing for different body sizes, so its scalability is not 
proven. 

Two related studies using the MPU-6050 IMU sensor on a 
wearable device focused on the ROM Tests of wrist flexion 
and extension, forearm supination and pronation, radial 
deviation, and ulnar deviation – the results of both studies were 
considered reliable since all the ROM Tests recorded joint 
angle ROM measurements with a standard deviation of < 5 
degrees [7, 8]. Similarly, these two developed devices, 
although found to be reliable, are not versatile. There was also 
no mention in the studies if the devices were tested for 
scalability as only one or two test subjects were able to test 
them. 

Another two related studies used the MPU-6050 IMU 
sensor on wearable devices for the elbow joint [9 ,10]. The first 
study focused on the ROM Tests of elbow flexion and 
extension as well as forearm supination and pronation while 
the second study only focused on the ROM Tests of elbow 
flexion and extension. The wearable devices of both studies 
were also considered reliable as they were also able to record 
average standard deviations for joint angle ROM 
measurements of < 5 degrees. Both studies also did not 
consider versatility and scalability, although the devices are 
found to be reliable. 

A study that focused on measuring pelvic retroversion 
during hip flexion used two MPU-6050 IMU sensors 
connected an Arduino microcontroller that were attached to 
elastic Velcro-like straps recorded an average angle of 7.30 
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degrees which is considered reliable for pelvic retroversion – 
with this result the researchers concluded that the MPU-6050 
IMU sensor was considered reliable when performing the 
ROM Test of hip flexion [11]. The device, however, cannot be 
considered versatile or scalable. Although 12 testers tested the 
device, the BMI categories of the testers were not known. 

Finally, a custom physical activity and knee angle 
measurement sensor system for patients with neuromuscular 
disorders and gait abnormalities was developed using two 
MPU-6050 IMU sensors and an 8-bit RISC microprocessor 
attached to a knee sleeve [12]. The wearable device was used 
to perform knee joint angle measurements for the ROM Tests 
of knee flexion and extension and the results were considered 
reliable as the recorded data showed a standard deviation of < 5 
degrees when compared to ground truth data recorded from an 
electromechanical goniometer. The study did not consider 
versatility and scalability. 

Overall, the MPU-6050 IMU sensor is highly reliable and 
accurate in measuring joint angle ROM for the application of 
clinical goniometry. However, it can also be seen with the 
related literature that the developed wearable devices were 
limited in versatility and scalability since they generally 
conform to only some joints or body segments. 

III. METHODOLOGY 
The methodology includes the design, development, 

testing, and evaluation of the GonioPi and its Assisted Mode 
feature. The design and development of the GonioPi focuses on 
achieving high reliability and accuracy as well as satisfying the 
factors and requirements of versatility and scalability. 

A. Design and Development of the GonioPi 
The design of the GonioPi is comprised of three parts – the 

digital goniometer, the acrylic case, and the wearable 
attachable container. 

The digital goniometer is the main component of the 
GonioPi. It is the instrument that allows users to perform ROM 
Tests and measure joint angle ROM. To satisfy the factors and 
requirements of versatility and scalability, the design of the 
GonioPi’s digital goniometer considered components that 
would allow the MPU-6050 IMU sensor to measure reliable 
and accurate joint angle ROM measurements. Moreover, these 
components would have also been of a small and compact form 
factor. Therefore, the components of the GonioPi’s digital 
goniometer were composed of the Raspberry Pi Pico 
microcontroller, MPU-6050 IMU sensor, Waveshare Dual 
GPIO Expander, Waveshare 1.14” LCD Display, DIYMORE 
18650 Battery Shield V8, and two 18650 Li-ion rechargeable 
batteries. 

The GonioPi’s acrylic case also aimed to satisfy the factors 
and requirements of versatility and scalability when the 
GonioPi is used for both its handheld and wearable 
configuration. Considering that the components of the 
GonioPi’s digital goniometer were chosen since they satisfied 
the factors and requirements of versatility and scalability, then 
the goal was to create a case design in which its dimensions 
were enough to enclose the assembled digital goniometer while 
maintaining the versatility and scalability of the device. 

Furthermore, it was taken into consideration that the 
components of the GonioPi’s digital goniometer, especially the 
MPU-6050 IMU sensor, should be visible to the user in order 
to avoid errors in placement when positioning the GonioPi on a 
specific joint or body segment. Thus, the GonioPi’s acrylic 
case was made with 3mm acrylic sheets precisely cut using a 
CNC machine. The dimensions of the GonioPi with its acrylic 
case are 7.16cm (length), 6.30cm (width), and 11.20cm 
(height). Fig. 1 shows the GonioPi with its assembled digital 
goniometer enclosed in the acrylic case. 

The GonioPi’s wearable attachable container still aimed in 
satisfying the factors and requirements of versatility and 
scalability. 

Considering that the GonioPi’s digital goniometer enclosed 
in its acrylic should have already satisfied the factors and 
requirements of versatility and scalability, then the goal was to 
create a wearable design that would maintain the versatility and 
scalability of the device. Thus, the GonioPi’s wearable 
attachable container had a pouch-like design made of synthetic 
fabric, specifically spandex lined with fusible interfacing, with 
an adjustable buckle strap. The adjustable buckle strap of the 
GonioPi’s wearable attachable container has a length of 133cm 
which allowed it to fit from the waist and chest body segments 
all the way down to the wrist joint. Fig. 2 shows the GonioPi 
inside its wearable attachable container. 

 
Fig. 1. GonioPi with Assembled Digital Goniometer in the Acrylic Case. 

 
Fig. 2. GonioPi’s Wearable Attachable Container. 
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Finally, dual-axis tilt calculation was used to calculate and 
output the tilt angle measured by the MPU-6050 IMU sensor. 
Dual-axis tilt calculation was done by solving for the ratio of 
the inverse sine of the x-axis and inverse cosine of the y-axis 
[20]. Equation (1) shows the formula for dual-axis tilt 
calculation. Equation (2) shows the formula to solve for the 
angle (theta) using dual-axis tilt calculation. With this 
implementation, the GonioPi was able to output angle 
measurements from 0 degrees to 180 degrees when it is tilted 
either clockwise or counterclockwise on the x-axis or z-axis. 
𝐴𝑋,𝑂𝑈𝑇
𝐴𝑌,𝑂𝑈𝑇

=  1 𝑔 ×sin(𝜃)
1 𝑔 ×cos (𝜃)

= tan (𝜃)            (1) 

𝜃 =  𝑡𝑎𝑛−1 �𝐴𝑋,𝑂𝑈𝑇
𝐴𝑌,𝑂𝑈𝑇

�             (2) 

B. Assisted Mode Feature 
The Assisted Mode feature of the GonioPi has the main 

functionality of outputting responsive feedback to the user 
when the GonioPi is used to measure joint angle ROM. The 
feature uses the factors of age and gender to give the user 
feedback if the joint angle ROM measured is BELOW 
NORMAL, NORMAL, or ABOVE NORMAL. 

The Assisted Mode feature was implemented using a finite 
state machine which utilized a nested switch case algorithm. 
The factors of age sex, type of joint, type of motion, and 
normal range of motion are used to assess the measured joint 
angle ROM. 

C. Initial Device Testing 
The initial device testing of the GonioPi was performed 

independently by the researchers with the aid of a test subject 
to identify the supported ROM Tests of the GonioPi. This was 
done using both the handheld and wearable configurations. 
Since the researchers are not professionals in the field of 
physical therapy, a criterion stating that a ROM Test was 
considered initially supported by GonioPi if the device was 
able to output a joint angle ROM with a minus 5-degree 
threshold from the maximum value of the full ROM of a 
specific joint. Fig. 3 shows the researchers performing the 
initial device testing on a test subject. 

D. Final Device Testing 
The final device testing of the GonioPi consisted of 

confirming which ROM Tests were supported by the GonioPi 
using both the handheld and wearable configurations, 
reliability and accuracy testing, and an evaluation of the 
GonioPi and its Assisted Mode feature. The final device testing 
of the GonioPi was performed by eight medical professionals, 
specifically physical therapy interns, grouped into four pairs. 
Fig. 4 shows the final device testing of the GonioPi performed 
by the testers. 

E. Final Device Testing for Confirmed Supported ROM Tests 
The final device testing for confirmed supported ROM Test 

was done by making the testers use the GonioPi to perform a 
specific ROM Test on their partner. The testers were then 
asked to record if whether a specific ROM Test was either 
supported or unsupported by the GonioPi. Considering that the 
testers were professionals in the field of physical therapy, the 
decision of labeling whether a specific ROM Test was 

considered supported or unsupported by the GonioPi was 
purely based on the tester’s assessment of the device when 
using it in both its handheld and wearable configurations 
respectively. 

The results recorded by the medical professionals were then 
collected and tallied. A specific ROM Test was then confirmed 
to be supported by the GonioPi if 60% or five out of eight 
testers labeled it as supported, otherwise it was confirmed to be 
unsupported by the GonioPi. 

F. Final Device Testing for Reliability and Accuracy 
The final device testing for reliability and accuracy of the 

GonioPi was limited to the ROM Tests of flexion and 
extension for the shoulder, elbow, hip, and knee. The 
GonioPi’s reliability and accuracy were evaluated using the 
statistical methods of standard deviation and significant 
difference, respectively. 

 
Fig. 3. Initial Device Testing of the GonioPi. 

 
Fig. 4. Final Device Testing of the GonioPi. 
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It is important to note that the ROM Tests of shoulder and 
elbow flexion and extension were performed using the in 
sitting position, the ROM Test of hip flexion was done using 
the supine position, and the ROM Tests of hip extension as 
well as knee flexion and extension were done using the prone 
position. 

The testers measured the joint angle ROM of each ROM 
Test being tested for reliability five times on their partner. 
Once the data was gathered and collected, the standard 
deviation for a specific ROM Test of each test subject was 
computed by the researchers. This was done for both the 
handheld and wearable configuration. The average standard 
deviation for each ROM Test was then computed by the 
researchers using the values of the individual standard 
deviation for a specific ROM Test of each test subject. 

An average joint angle ROM measurement of <= 5 degrees 
must have been achieved by the GonioPi for it to be considered 
reliable when performing a specific ROM Test, otherwise it 
was considered unreliable. 

The accuracy of the GonioPi was evaluated using 
significant difference. A Bland Altman plot using 1.96 
multiplied by the standard deviation generates a 95% 
confidence interval for evaluating a ROM Test [3]. Thus, the 
GonioPi’s accuracy for each ROM Test was solved by 
multiplying 1.96 with the values of the average standard 
deviation of each ROM Test collected from the GonioPi’s 
reliability testing. 

An average joint angle ROM measurement of <= 10 
degrees must have been achieved by the GonioPi for it to be 
considered accurate when performing a specific ROM Test, 
otherwise it was considered inaccurate. 

G. Versatility and Scalability of the GonioPi 
Versatility is the ability of a device to perform multiple 

ROM Tests on different joints using different types of motions 
and scalability is the ability of a device to handle different 
body sizes [13]. 

The versatility and scalability of the GonioPi were 
evaluated based on the results of the GonioPi’s final device 
testing for the confirmed supported ROM Tests. Versatility of 
the GonioPi was evaluated based on the number of ROM Tests 
supported by the GonioPi – specifically considering how many 
out of the 11 joints and 15 motions were supported by the 
GonioPi using its handheld and wearable configurations, 
respectively. Scalability of the GonioPi was also evaluated 
based on the number of ROM Tests supported by the GonioPi 
– specifically considering the varying heights, weights, and 
BMI categories of the test subjects. 

H. Evaluation of the GonioPi and the Assisted Mode Feature 
Both the GonioPi and its Assisted Mode feature were 

evaluated through a survey with a series of qualitative 
questions. The GonioPi was evaluated based on its perceived 
usefulness, perceived ease of use, emotions, attitudes, and 
comfort. The Assisted Mode feature was evaluated based on its 
importance, usefulness, helpfulness, and design. 

IV. RESULTS AND DISCUSSION 
The results and discussion include a general overview of 

the results for initial device testing as well as the evaluation of 
the GonioPi and its Assisted Mode feature. Meanwhile, 
detailed results of the final device testing for the confirmed 
ROM Tests of the GonioPi and device reliability and accuracy 
testing are presented. 

A. Results of the Initial Device Testing 
The initial device testing of the GonioPi showed promising 

results for both the handheld and wearable configurations. 
Majority of the ROM Tests for both configurations were 
considered initially supported by the GonioPi using multiple 
different positions based on the set criterion. Specifically, the 
handheld configuration supported 30 out of 34 ROM Tests and 
the wearable configuration supported 21 out of 34 ROM Tests. 
With these promising results, it was evident that final device 
testing with medical professionals had to be performed to 
confirm the supported ROM Tests of the GonioPi. 

B. Results of the Final Device Testing of the GonioPi for 
Confirmed Supported ROM Tests 
The results for the final device testing of the GonioPi for 

the confirmed supported ROM Tests of the GonioPi showed 
that using its handheld configuration, the GonioPi supports 34 
out of 34 ROM Tests using multiple different positions such as 
supine, prone, in sitting, and standing. Notably, all 34 ROM 
Tests were unanimously confirmed to be supported by the 
testers. 

Furthermore, using its wearable configuration, the GonioPi 
supports 18 out of 34 ROM Tests using multiple different 
positions such as supine, prone, in sitting, and standing. The 
other 16 ROM Tests were confirmed by the testers to be 
unsupported by the GonioPi when used as a wearable device. 
Out of the 16 ROM Tests confirmed to be unsupported by the 
testers, 8 of which consists of the wrist and ankle joints – these 
were the ROM Tests of wrist flexion, wrist extension, ulnar 
deviation, radial deviation, ankle dorsiflexion, ankle 
plantarflexion, ankle inversion, and ankle eversion. These 
ROM Tests were considered unsupported by the testers 
because the GonioPi’s size was too bulky when attached to 
these joints which did not allow the testers to properly position 
the device to perform these ROM Tests. Moreover, the testers 
stated that the bulkiness of the GonioPi also impeded the 
movement of the joint when attached to the test subject. Four 
ROM Tests, specifically cervical extension, cervical lateral 
flexion, trunk flexion, and trunk extension were considered 
unsupported by the testers because the GonioPi could not 
output joint angle ROM measurements that were satisfactory 
for the testers to consider them supported. Moreover, the 
testers stated that due to the bulkiness and weight of the 
GonioPi, testing these ROM Tests using the wearable 
configuration was greatly affected by gravity. The GonioPi in 
in its attachable container would sag which affected the joint 
angle ROM measurement being outputted by the GonioPi. 
Also, for the ROM Tests of trunk flexion and extension the 
testers stated that they could not position the GonioPi using its 
attachable container properly on the test subject’s body. 
Finally, the last 4 ROM Tests, specifically forearm supination, 
forearm pronation, hip abduction, and hip adduction – these 
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ROM Tests were considered unsupported by the testers 
because the GonioPi’s sensor does not work and could not 
output a proper joint angle ROM measurement when attached 
to the body segment or joint of these ROM Tests as the sensor 
was oriented on the y-axis. The GonioPi’s dual-axis tilt 
calculation implementation only allows for it to output angle 
measurements when the sensor is oriented on its x-axis or z-
axis. 

Table I shows a summary of all the confirmed supported 
and unsupported ROM Tests of the GonioPi both using its 
handheld and wearable configurations. 

TABLE I. SUMMARY OF THE CONFIRMED SUPPORTED ROM TESTS FOR 
HANDHELD AND WEARABLE CONFIGURATIONS 

GonioPi Final Device Testing Results 

Range of Motion Test Handheld Wearable 

1. Cervical Flexion (8/8) Supported (7/8) Supported 

2. Cervical Extension (8/8) Supported (1/8) Unsupported 

3. Cervical Lateral Flexion (8/8) Supported (0/8) Unsupported 

4. Cervical Rotation (8/8) Supported (8/8) Supported 

5. Wrist Flexion (8/8) Supported (0/8) Unsupported 

6. Wrist Extension (8/8) Supported (0/8) Unsupported 

7. Ulnar Deviation (8/8) Supported (0/8) Unsupported 

8. Radial Deviation (8/8) Supported (0/8) Unsupported 

9. Shoulder Flexion (8/8) Supported (8/8) Supported 

10. Shoulder Extension (8/8) Supported (8/8) Supported 

11. Shoulder Abduction (8/8) Supported (8/8) Supported 

12. Shoulder Adduction (8/8) Supported (8/8) Supported 

13. Shoulder Lateral Rotation (8/8) Supported (8/8) Supported 

14. Shoulder Medial Rotation (8/8) Supported (8/8) Supported 

15. Forearm Supination (8/8) Supported (0/8) Unsupported 

16. Forearm Pronation (8/8) Supported (0/8) Unsupported 

17. Elbow Flexion (8/8) Supported (8/8) Supported 

18. Elbow Extension (8/8) Supported (8/8) Supported 

19. Trunk Flexion (8/8) Supported (0/8) Unsupported 

20. Trunk Extension (8/8) Supported (0/8) Unsupported 

21. Trunk Lateral Flexion (8/8) Supported (6/8) Supported 

22. Trunk Rotation (8/8) Supported (5/8) Supported 

23. Hip Flexion (8/8) Supported (7/8) Supported 

24. Hip Extension (8/8) Supported (8/8) Supported 

25. Hip Abduction (8/8) Supported (0/8) Unsupported 

26. Hip Adduction (8/8) Supported (0/8) Unsupported 

27. Hip Lateral Rotation (ER) (8/8) Supported (8/8) Supported 

28. Hip Medial Rotation (IR) (8/8) Supported (8/8) Supported 

29. Knee Flexion (8/8) Supported (8/8) Supported 

30. Knee Extension (8/8) Supported (8/8) Supported 

31. Ankle Dorsiflexion (8/8) Supported (0/8) Unsupported 

32. Ankle Plantarflexion (8/8) Supported (0/8) Unsupported 

33. Ankle Inversion (8/8) Supported (0/8) Unsupported 

34. Ankle Eversion (8/8) Supported (0/8) Unsupported 

C. Results of the Final Device Testing for Reliability and 
Accuracy 
The results of the final device testing for reliability 

presented that the GonioPi using the handheld configuration is 
reliable for 6 out of the 8 ROM Tests that were evaluated. 
Specifically, the ROM Tests of shoulder flexion, shoulder 
extension, elbow flexion, hip extension, knee flexion, and knee 
extension. The GonioPi was considered reliable in performing 
these ROM Tests because their individual average standard 
deviations when using the GonioPi in its handheld 
configuration was <= 5 degrees. As for the ROM Tests 
considered as unreliable, specifically elbow extension and hip 
flexion – they were considered unreliable because their 
individual standard deviations were > 5 degrees. However, it is 
important to note that for the ROM Test of elbow extension the 
average standard deviation was only greater by 0.13 degrees 
and for the ROM Test of hip flexion the average standard 
deviation was only greater by 0.41 degrees. 

Moreover, using the wearable configuration, the GonioPi is 
reliable for 5 out of 8 ROM Tests that were evaluated. 
Specifically, the ROM Tests of shoulder extension, elbow 
flexion, elbow extension, hip flexion, and knee extension. The 
GonioPi was considered reliable in performing these ROM 
Tests because their individual average standard deviations 
when using the GonioPi in its handheld configuration was <= 5 
degrees. As for the ROM Tests considered as unreliable, 
specifically shoulder flexion, hip extension, and knee flexion – 
they were considered unreliable because their individual 
standard deviations were > 5 degrees. However, it is important 
to note that for the ROM Test of shoulder flexion the average 
standard deviation was only greater by 0.91 degrees. 
Furthermore, for the ROM Test of hip extension the average 
standard deviation was only greater by 0.47 degrees and for the 
ROM Test of knee flexion the average standard deviation was 
only greater by 0.35 degrees. 

Table II shows a summary of the results for the GonioPi’s 
reliability testing. 

Considering the accuracy testing of the GonioPi for the 8 
ROM Tests being evaluated was dependent of the average 
standard deviation values for the GonioPi’s reliability testing, it 
was expected that the results would be consistent in the sense 
that the ROM Tests considered reliable were also accurate and 
the ROM Tests considered unreliable were also inaccurate. 

Therefore, for the handheld configuration the 6 ROM Tests 
of shoulder flexion, shoulder extension, elbow flexion, hip 
extension, knee flexion, and knee extension the GonioPi was 
accurate in performing these ROM Tests because their 
individual significant differences were <= 10 degrees. As for 
the 2 ROM Tests of elbow extension and hip flexion, the 
GonioPi was inaccurate in performing these ROM Tests 
because their individual significant differences were > 10 
degrees. However, it is still important to note that the 
significant difference for the ROM Test of elbow extension 
was only greater by 0.05 degrees and for the ROM Test of hip 
flexion the significant difference was only greater by 0.60 
degrees. 

326 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 6, 2022 

TABLE II. SUMMARY OF THE AVERAGE STANDARD DEVIATIONS FOR 
RELAIBLITY TESTING USING THE HANDHELD AND WEARABLE 

CONFIGURATIONS 

GonioPi Reliability Testing Results for Handheld Configuration 

Range of Motion Test Average Standard Deviation Remarks 

Shoulder Flexion 4.01° Reliable 

Shoulder Extension 3.64° Reliable 

Elbow Flexion 4.42° Reliable 

Elbow Extension 5.13° Unreliable 

Hip Flexion 5.41° Unreliable 

Hip Extension 4.61° Reliable 

Knee Flexion 4.06° Reliable 

Knee Extension 4.87° Reliable 

GonioPi Reliability Testing Results for Wearable Configuration 

Range of Motion Test Average Standard Deviation Remarks 

Shoulder Flexion 5.91° Unreliable 

Shoulder Extension 4.18° Reliable 

Elbow Flexion 3.74° Reliable 

Elbow Extension 4.36° Reliable 

Hip Flexion 4.17° Reliable 

Hip Extension 5.47° Unreliable 

Knee Flexion 5.35° Unreliable 

Knee Extension 4.85° Reliable 

Moreover, for the wearable configuration, the 5 ROM Tests 
of shoulder extension, elbow flexion, elbow extension, hip 
flexion, and knee extension the GonioPi was accurate in 
performing these ROM Tests because their individual 
significant differences were <= 10 degrees. As for the 3 ROM 
Tests of shoulder flexion, hip extension, and knee flexion, the 
GonioPi was inaccurate in performing these ROM Tests 
because their individual significant differences were > 10 
degrees. However, it is also still important to note that for the 
ROM Test of shoulder flexion the significant difference was 
only greater by 1.58 degrees. Furthermore, for the ROM Test 
of hip extension, the significant difference was only greater by 
0.72 degrees. Finally, for the ROM Test of knee flexion, the 
significant difference was only greater by 0.49 degrees. 

Table III shows the summary of the results for the 
GonioPi’s accuracy testing. 

There is no consistency with the ROM Tests considered as 
unreliable and inaccurate when comparing the results for both 
the handheld and wearable configurations. Thus, retesting these 
ROM Tests for reliability using the GonioPi or an improved 
version of the device should be considered in a future study. 

Overall, it can be said that the GonioPi can be considered 
as reliable and accurate for the 8 ROM Tests evaluated for 
reliability and accuracy since most of them were considered 
reliable and accurate and those considered unreliable and 
inaccurate were only a few decimal points greater than 
accepted standard values of 5 degrees and 10 degrees 
respectively. 

TABLE III. SUMMARY OF THE SIGNIFICANT DIFFERENCE FOR ACCURACY 
TESTING USING THE HANDHELD AND WEARABLE CONFIGURATIONS 

GonioPi Accuracy Testing Results for Handheld Configuration 

Range of Motion Test Average Significant 
Difference Remarks 

Shoulder Flexion 7.86° Accurate 

Shoulder Extension 7.13° Accurate 

Elbow Flexion 8.66° Accurate 

Elbow Extension 10.05° Inaccurate 

Hip Flexion 10.60° Inaccurate 

Hip Extension 9.04° Accurate 

Knee Flexion 7.96° Accurate 

Knee Extension 9.55° Accurate 

GonioPi Accuracy Testing Results for Wearable Configuration 

Range of Motion Test Average Significant 
Difference Remarks 

Shoulder Flexion 11.58° Inaccurate 

Shoulder Extension 8.19° Accurate 

Elbow Flexion 7.33° Accurate 

Elbow Extension 8.55° Accurate 

Hip Flexion 8.17° Accurate 

Hip Extension 10.72° Inaccurate 

Knee Flexion 10.49° Inaccurate 

Knee Extension 9.51° Accurate 

D. Results for the Versatility and Scalability of the GonioPi 
In terms of versatility, considering that 34 out of 34 ROM 

Tests are supported by the GonioPi using its handheld 
configuration and out of those 34 supported ROM Tests 11 out 
of 11 joints and 15 out of 15 motions are supported, then it can 
be said that the GonioPi is versatile when used as a handheld 
digital goniometer. 

Furthermore, still in terms of versatility, considering that 18 
out of 34 ROM Tests (52%) are supported by the GonioPi 
using its wearable configuration and out of those 18 supported 
ROM Tests, 6 out of 11 joints (54%) and 8 out of 15 motions 
(53%) are supported then it can be said that the GonioPi is 
relatively versatile when used as a wearable digital goniometer. 
The GonioPi’s issue with versatility using its wearable 
configuration is due to its bulky size and improper sensor 
orientation when attached to a specific unsupported joint. The 
issue of the GonioPi’s bulky size can be resolved by making 
the design of the GonioPi smaller and more compact. The issue 
of improper sensor orientation can be resolved by using triple-
axis tilt calculation for solving the joint angle ROM 
measurement rather than the current implementation which 
uses dual-axis tilt calculation. 

In terms of scalability, considering that the GonioPi using 
both its handheld and wearable configurations was tested on 
test subjects of varying heights, weights, and BMIs – 
specifically, five (5) normal, (2) overweight, and (2) obese then 
it can be said that the GonioPi is scalable as both a handheld 
and wearable digital goniometer. However, a future study can 
be performed to include the underweight BMI category to 
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better establish the GonioPi’s scalability. Moreover, the 
GonioPi using its handheld configuration can be used to 
perform ROM Tests for both large and small joints of the body 
while the GonioPi using its wearable configuration can be used 
to perform ROM Tests for mostly large joints on the body. 
Both configurations, however, do not allow for ROM Tests for 
the finger joint. Finally, it is important to note that the 
GonioPi’s wearable attachable container design can conform to 
all joints of the body except for the fingers. 

E. Results of the Evaluation of the GonioPi and Assisted 
Mode Feature 
The results of the survey for the evaluation of the GonioPi 

presented that majority of the testers found the GonioPi to be 
useful, easy to use, likeable, and comfortable when used as a 
digital goniometer by medical professionals for both its 
handheld and wearable configurations. Majority of the positive 
feedback from the testers regarding the GonioPi highlighted its 
efficiency, convenience, and ease of use. A tester also 
mentioned that it is a nice and useful innovation. Moreover, the 
testers mentioned that the GonioPi helps them in their 
profession by allowing them to get ROM measurements faster 
and easier. When it comes to the negative feedback of the 
GonioPi, the testers highlighted its size being too bulky. 
Moreover, the testers also stated that its wearable configuration 
limits some motions and that because of its weight it is greatly 
influenced by gravity. The testers also mentioned that the 
sensor is quite sensitive and picks up some unnecessary 
motions. A tester also mentioned that the GonioPi has a lack of 
visual markers such as a fulcrum and arm like the universal 
goniometer. Finally, as for the wearable attachable container’s 
design, they found it a bit loose, and the adjustable buckle strap 
a hassle to adjust. The testers stated that the GonioPi can be 
improved by decreasing its size – making it less bulky and 
more compact. Moreover, adding visual markers such as an 
indicator of a fulcrum and an arm on the acrylic case could 
help getting joint angle ROM measurements easier in the sense 
that it decreases user error of overcompensating or 
undercompensating the tilt of the device. One tester mentioned 
that a bigger switch and buttons would be beneficial for them. 
Finally, as for the wearable attachable container, the testers 
suggested that the strap should be thinner and smoother while 
the attachable container should be more secure. 

The results for the survey of the Assisted Mode feature of 
the GonioPi presented that majority of the testers found the 
Assisted Mode feature to be important, useful, helpful, and 
user friendly which increases the usability and relevance of the 
GonioPi. Moreover, the feature also makes the GonioPi a better 
device overall. Majority of the positive feedback from the 
testers regarding the Assisted Mode feature of the GonioPi 
highlighted how it makes it easier for a user to determine 
whether or not the joint angle ROM measurement of a patient 
is within normal range or not. Moreover, the testers mentioned 
that it is helpful in aiding physical therapists determine the 
state of a patient’s ROM. Lastly, a tester stated that it is useful 
and effective especially for “newbies”. When it comes to the 
negative feedback from the testers regarding the Assisted 
Mode feature of the GonioPi, the testers highlighted how the 
feature only has limited motions and joints. A couple of testers 
stated that the feature may be at risk for inaccuracy due to 

human error when using the GonioPi. Lastly, a tester stated 
that the feature has no indication of the normal values of each 
joint. The testers stated that the GonioPi’s Assisted Mode 
feature can be improved by adding more options of joints and 
motions to be tested. Moreover, a tester stated that adding the 
normal values of each joint for a user’s awareness and 
knowledge can be helpful. Finally, a tester also stated that a 
warning message requesting the tester to immobilize patient’s 
joint being tested may help in decreasing human errors that 
may lead to measurement errors in the joint angle ROM 
measurement. 

F. Limitations of the Final Device Testing 
It should be noted that the method for the final device 

testing of the GonioPi for confirmed supported ROM Tests was 
done by making each tester perform 9 ROM Tests using 
different positions on their partner while the other pairs 
observed and gave their remarks based on their observation of 
the ROM Test being performed. This means that all testers 
have not tested each ROM tests using the device. This may 
have effects on the collected data as actually using the device 
for measurement may give a different result compared with just 
observing. 

In addition, the testers in the final device testing are 
physical therapy interns. While it is assumed that they have 
sufficient knowledge in clinical goniometry, it might provide 
different results if the test was carried out by experienced 
physical therapists. 

Looking at the results for reliability of the GonioPi for both 
the handheld and wearable configurations, there is no 
consistency with the ROM Tests considered as unreliable. 
Moreover, comparing the individual data collected from the 
test subjects, the first two pairs of testers-test subjects (testers 
1, 2, 3, and 4) had higher values of individual standard 
deviations for the different ROM Tests compared to the next 
two pairs of testers-test subjects (testers 3, 4, 5, and 6). The 
possibility of these differences in results may have been caused 
by tester-test subject/patient fatigue as manifested by the testers 
themselves during testing. Considering that the first two pairs 
of testers-test subjects extended their testing time during the 
first day, it raises the possibility that by the time they were 
collecting the data for reliability testing they were already tired 
and could not properly and consistently perform the different 
ROM Tests being evaluated. Compared to the next two pairs of 
testers-test subjects who performed the data gathering for the 
reliability testing during the second day of testing – they were 
able to perform the different ROM Tests more consistently as 
they were not affected by fatigue from an entire day of testing. 

V. FUTURE WORKS AND RECOMMENDATIONS 
The current size of the GonioPi is too bulky. An 

improvement that can be made to resolve this issue would be to 
look for and use smaller and more compact components to 
reduce the overall size of the GonioPi. The researchers suggest 
future works consider using the Pimoroni LiPo SHIM for Pico 
power supply. It is a small and compact power supply that can 
be powered by a LiPo/Li-Ion battery and soldered onto the 
back of the Rapsberry Pi Pico microcontroller. Using this 
component as a substitute power supply of the battery shield 

328 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 6, 2022 

V8 would reduce the thickness of the GonioPi by about 2.70cm 
which would result to an overall thickness of 3.60cm for the 
next version of the GonioPi. 

A reduction in the overall size and weight of the GonioPi 
would allow the attachable container to be more secure since it 
will be affected less by gravity due to the reduced weight of the 
GonioPi. Moreover, as for the adjustable straps of the wearable 
attachable container, an improvement can be made by reducing 
its thickness and changing the adjustable buckle strap to an 
adjustable belt strap and lock as suggested by one of the testers. 

For the GonioPi to support more ROM Tests using its 
wearable configuration as well as improving its reliability and 
accuracy, it is suggested that future works pursue on 
implementing a triple-axis tilt calculation for measuring joint 
angle ROM. Implementing a triple-axis tilt calculation would 
allow the GonioPi to calculate and measure joint angle ROM 
measurements when the sensor is oriented on the y-axis. 
Moreover, implementing a triple-axis tilt calculation would 
also slightly improve the sensor’s reliability and accuracy. 

It is also suggested that future studies perform testing that 
include a participant with BMI categories of underweight and 
higher classes of obesity. This would mean that the scalability 
of the device can be evaluated for much smaller and larger 
participants, respectively. 

An improvement can also be made by implementing a 
sampling window. Implementing a sampling window would 
allow the sensor to output stable data to the Raspberry Pi Pico 
microcontroller before outputting it on the display. This would 
mean that the joint angle ROM measurement outputted on the 
display won’t update every second with the slightest movement 
but rather it will stabilize first and output an average value of a 
chosen number of samples. 

It is also recommended to add a straight edge ruler 
component at the back of the acrylic case design of the 
GonioPi as suggested by a tester in order for them to know that 
they are neither undercompensating nor overcompensating the 
tilt of the device when performing a ROM Test. Moreover, 
another tester suggested that a visual marker be added to 
midsection of the top of the acrylic case design to act as visual 
marker for rotation, and deviation motions of joints. 

An improvement can also be made in the Assisted Mode 
Feature by adding more joints and motions as the testers 
considered the current implementation of the feature important, 
useful, and helpful. 

A retest of the eight (8) ROM Tests evaluated in this 
research should be conducted to make the results of the 
handheld configuration testing consistent with the wearable 
configuration testing. The researchers also suggest that the 
testing for device reliability and accuracy should be performed 
independently from any other device testing to avoid tester-test 
subject/patient fatigue. 

The researchers suggest the use of other sensors such as the 
ADXL335 3-axis Accelerometer Module, ADXL345 
Accelerometer Module, BNO055 9-DOF IMU sensor, and 
MPU-9250 9-Axis IMU sensor. The researchers also 
recommend exploring the use of the accelerometers of modern 

smartphones for the application of clinical goniometry, like 
existing apps such as PhysioMaster. 

VI. CONCLUSION 
In conclusion, the design and development of the GonioPi 

has shown that a versatile, scalable, reliable, and accurate 
digital goniometer can be made using the MPU-6050 IMU 
sensor along with the components of the Raspberry Pi Pico 
microcontroller, Waveshare Dual GPIO Expander, Waveshare 
1.14” LCD Display, 18650 Battery Shield V8, and two (2) 
18650 Li-ion rechargeable batteries enclosed in an acrylic case 
with a wearable design of a pouch like attachable container 
with adjustable buckle straps. 

In terms of versatility and scalability, the GonioPi has 
shown that it is versatile and scalable as it supports 34 ROM 
Tests of 11 different joints using 15 different motions, and 18 
ROM Tests of 6 different joints using 8 different motions in 
multiple different positions using both the handheld and 
wearable configurations respectively for people of varying 
heights, weights, and BMIs. Improvements can be made for the 
wearable configuration to support more ROM Tests by using 
triple-axis tilt calculation and reducing the size of the GonioPi 
by substituting its power supply component. 

In terms of reliability and accuracy, the GonioPi has shown 
high reliability and accuracy as it was reliable and accurate for 
majority of the ROM Tests of flexion and extension for the 
shoulder, elbow, hip, and knee joints for both the handheld and 
wearable configurations as its joint angle ROM measurements 
of < 5° for device reliability, and joint angle ROM 
measurements of < 10° for device accuracy. Improvements can 
be made for the GonioPi’s reliability and accuracy by adding 
visual markers to the device in order to minimize user error 
when using the GonioPi. 

Finally, regarding the Assisted Mode feature of the 
GonioPi – the feature has proven to be important, useful, and 
helpful with the feedback of the testers who also requested for 
more joints and motions to be added to the feature as an 
improvement. 
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Abstract—Breast Cancer is reckoned amongst the most 
common cause of morbidity and mortality among women, 
adversely affecting female population irrespective of age. The 
poor survival rate reported in invasive carcinoma cases demands 
the identification of early developmental stage key markers. 
MicroRNAs are contributing a critical role in gene regulation 
potential markers. Over 2000 miRNAs have been identified and 
considered to offer a unique opportunity for early detection of 
diseases. In this study, a gene-miRNA-TF interaction network 
was constructed from the differentially expressed genes obtained 
from the invasive lobular and invasive ductal carcinoma samples. 
The network consists of experimentally validated miRNAs and 
transcription factors were identified for the target genes, 
followed by thermodynamics studies to identify the binding free 
energy between mRNA-miRNA. Our analysis identified miRNA; 
hsa-miR-28-5p binds with MAD2L1 with unexpectedly high 
binding free energy equivalent to -92.54kcal/mol and also makes 
canonical triplex with hsa-miR-203a, which acts as a catalyst to 
initialize the MAD2L1 regulation. For the identified regulatory 
elements, we proposed a mathematical model and feed-forward 
loops that may serve in understanding the regulatory 
mechanisms in breast cancer pathogenesis and progression. 

Keywords—Breast cancer; invasive lobular carcinoma; invasive 
ductal carcinoma; biomarkers; MicroRNA; transcription factors; 
feed forward loops 

I. INTRODUCTION 
Breast cancer is the major type of cancer affecting female 

population in both developed and developing countries. Breast 
carcinoma can be classified into ductal carcinoma in situ 
(DCIS) and lobular carcinoma in situ (LCIS). In the initial 
stages of breast cancer (i.e., DCIS), the abnormal cells are 
restricted to the lining of breast ducts, which may lead to 
invasive cancer if not treated, “In situ” type tumor is confined 
to the epithelial layer, where it leads to DCIS and LCIS [1]. 
When the tumor cells burst out from the tissues, these can be 
Invasive Ductal Carcinoma (IDC) and Invasive Lobular 
Carcinoma (ILC). IDC accounts for almost 80% of the 
diagnoses of breast cancer cases, while ILC is composed of 
another 5%-15% [2]. 

Most breast cancers begin as asymptomatic lump or tumor 
that originates from either glandular tissue of breast i.e. 
lobules or in the ducts that connect these lobules. Molecular 
subtypes of cancer have been identified by biomarkers 
including hormones (Estrogen (E), progesterone (P)), and 

receptors (ER, PR, HER1 and HER2). In 2019, almost 62,930 
and 268,600 new cases of DCIS and IDC were reported 
respectively in United States. Breast cancer is associated with 
mutations in genes like BRCA1/2, p53, ATM, and CHD1. 
Nearly 5-10% of breast cancers are linked to the inheritance of 
gene mutations, mostly BRCA1/2 mutations. Women with 
BRCA1/2 mutations have a 45-65% higher chance of 
developing breast cancer [3]. Non-genetic risk factors include 
first-degree family history, race and ethnicity, lifestyle, 
exposure to radiation, alcoholism, obesity, and hormone 
replacement therapies. Few reports suggest that metabolism, 
particularly fatty acid oxidative metabolism plays a significant 
role in cancer progression by reprogramming their signaling 
pathways [4,5]. 

MADL21 gene is known as mitotic arrest deficient 2 like 1 
or mitotic spindle assembly checkpoint protein MAD2. 
Aliases of MAD2L1 include or HSMAD2 and MAD2. 
MADL21 plays an essential role in supervising cell cycle 
regulation, G1/S checkpoint, cell growth and death, Oocyte 
meiosis and progesterone-mediated oocyte maturation [6]. 
Studies have reported that chromosomal instability due to 
aberrant expression of MAD2L1 may promote tumorigenesis, 
where upregulation of MAD2L1 has been reported in breast, 
lung, liver and stomach cancer [7,8,9]. 

MicroRNAs (miRNAs) are small, 18-22 nucleotide long, 
non-coding RNA molecules. They are the key players in RNA 
interference pathways causing silencing of their associated 
target genes. miRNAs regulate the expression of 30-50% of 
genes and target various elements of signaling pathways and 
cellular networks. Recent studies have established their role as 
oncogenes or anti-oncogenes in regulating multiple cellular 
pathways involved in breast cancer pathogenesis. Therefore, 
miRNA may aid in developing new methods for cancer 
diagnostics and therapy. 

II. RELATED WORK 
The expression profile of miRNAs differs in normal and 

tumor tissues. miRNA profiling has identified that miR-99a 
was dysregulated in breast cancer tissues as compared to 
normal tissue [10]. Furthermore, numerous studies have 
reported that miRNAs are dysregulated at various stages of 
breast cancer [11]. Therefore, they have been used to identify 
characteristic miRNA signatures in human breast cancers. To 
decipher and analyze the differential changes of oncogenes 
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and tumor suppressor genes, transcriptome analysis with the 
help of microarray expression-based studies would help in the 
identification of novel markers associated with the cancer 
progression [12]. 

The role of miR-28-3p is well established in different 
cancer types including breast cancer, colorectal cancer, B-cell 
lymphoma, glioma and renal cell carcinoma. Liang Ma et al. 
identified the inhibition property of miR-28-3p by regulating 
WSB2 in breast cancer [13], while in other cancer it has been 
found to target TRPM7, Rap1b and cyclin D1 [14, 15]. 
However, the potential role of miR-28-3p targeting MAD2L1 
is not yet reported in breast cancer. 

III. MATERIALS AND METHOD 

A. Mining of Differentially Expressed Genes 
In the present study, breast cancer dataset GSE36295 was 

retrieved from Gene Expression Omnibus database of NCBI 
and analyzed to identify DEGs. The dataset encompasses 50 
Saudi Arabian subjects with 5 control samples, 5 ILC 
(Invasive Lobular Carcinoma samples), 34 IDC (Invasive 
Ductal Carcinoma) and the remaining 6 samples were poorly 
differentiated (not included in the study). Expression profiling 
was conducted on Human Gene 1.0 ST GeneChip arrays 
(Affymetrix) testing platform. In order to calculate and 
analyze the DEGs between Control vs. ILC and Control vs. 
IDC samples, we have used Bioconductor packages in R 
namely affy, limma and other packages included in our 
customized pipeline. To calculate FDR and p-values, 
Benjamin and Hochberg (FDR) and t-test methods were 
utilized respectively [16]. A volcano plot and heatmap were 
constructed, which represent the distribution of p-value and 
fold change of DEGs using R. 

B. Gene-Gene Interaction Network (GGIN) Analysis for Hub 
Nodes and Target Genes Identification 
GeneMANIA [17] and Search Tool for Retrieval of 

Interacting Genes/Proteins (STRING) [18] were utilized to 
develop GGIN. The parameters used for network generation 
were; all prediction sources enabled medium confidence 
score≥0.40 and no interactors in the first and second shell. The 
final GGIN was downloaded in .txt format for visualization 
and analysis in Cytoscape 3.7.1 using CytoHubba [19]. In this 
study, identified hub genes were further subjected to the 
Oncoprint module in cBioPortal and the hub genes with the 
relative frequency of mutation and copy number variants < 1 
were selected as target genes. 

C. Enrichment Analysis of Target Genes and Functional 
Annotation 
Erichr [20] identified the enriched terms in a given gene 

list and web-based gene set analysis toolkit (WebGestalt) [21] 
is a data mining system. It has four modules that aid in 
examining gene sets for Gene Ontology terms, metabolic and 
signaling pathways, tissue expression and chromosome 
distribution. The target genes were subjected to enriched 
pathways and biological process enrichment analysis through 
Enrichr and WebGestalt, respectively. 

D. Identification of Validated miRNA for Target Genes 
miRTarBase provides comprehensive data on 

experimentally validated miRNA and target interactions [22]. 
It consists of more than 13,404 validated miRNA and target 
interactions. In our study, the genes with a lesser frequency of 
mutations were subjected to regulatory analysis to identify the 
novel targets for validated miRNA. Furthermore, Regulatory 
Network Repository (RegNetwork) consisting of the 
integration of five-types of transcriptional and post-
transcriptional regulatory relationships for mice and humans, 
was used to identify the experimentally validated 
Transcription Factors. 

E. Thermodynamics Estimation of Gene-miRNA Interactions 
and miRNA-mRNA Duplex Binding Site Prediction 
miRmap is an open-source software library that ranks 

potential targets on the basis of repression strength. It 
combines evolutionary, probabilistic, thermodynamics and 
sequence-based features [23]. It uses four approaches to 
examine feature correlations using experimental data from 
transcriptomics, proteomics and immunopurification studies. 
For binding site and thermodynamics estimation, the identified 
target gene-miRNA duplex was subjected to miRmap web. 

F. miRNA Triplex, ODE and mRNA Regulation using Feed 
Forward Loop 
TriplexRNA is a web resource that incorporates methods 

for triplex structure analysis, miRNA target prediction, 
simulation and c. The triplex formation of target genes 
obtained miRNA was examined through TriplexRNA [24]. An 
Ordinary Differential Equation (ODE) was proposed to 
explain the alteration of miRNA and Transcriptional Factors 
(rate of change) concerning the target gene in initiating the 
regulatory pathogenesis of the disease. The MAD2L1 
regulatory mechanism was further explained with Feed 
Forward Loop. 

IV. RESULTS AND DISCUSSION 

A. Identification of differentially Expressed Genes 
The microarray expression dataset GSE36295 was 

obtained from GEO and was analyzed in R using bioconductor 
packages. The dataset comprised of 5 control, 5 ILC, and 34 
IDC tissue samples of female breast cancer patients. The 
principal components analysis revealed the relatedness 
between samples of each category (Fig. 1A). The dataset was 
normalized using RMA normalization approach and DEGs 
were identified using the threshold of |logFC|≥1 and a 
Benjamini & Hochberg adjusted p-value cut-off of 0.05 (Fig. 
1B). The principal components analysis plots clearly classify 
the distinct expression of genes in Control and Cancerous 
samples (IDC and ILC). Each cluster represents the sample 
with same feature within it and differentiates from the samples 
in other clusters. Thus, differentiating the gene expression in 
normal breast to the gene expression in breast cancer samples. 
1509 DEGs were identified that were further used for network 
construction. 
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Fig. 1. (A). Principal Components Analysis of IDC and ILC Samples with 

Normal Samples. (B). Volcano Plots for DEGs where Red Dots and Blue Dots 
Represent up and Downregulated Genes Respectively. 

B. The Structure of GGIN and Identification of Target Genes 
and Enrichment Analysis 
From GeneMANIA studies, the DEGs were found to have 

a well-established role in the pathogenesis of cancer based on 
co-expression, co-localization, and pathways. The GGIN 
obtained from STRING consisted of 1509 nodes and 21993 
edges, with average local clustering coefficient of 0.381 and 
average node degree of 29. CytoHubba plugin of Cytoscape 
3.7.1 identified central elements of the GGIN. Hubs are nodes 
with maximum interactions and occupy a central position in 
the interaction networks. Maximum Clique Centrality measure 
identified the hub genes including BUB1B, CDCA8, CDK1, 
TOP2A, NUSAP1, MAD2L1, SPAG5, KIF2C, ASPM, 
CCNB2 (Fig. 2A). In cBioPortal, we examined genetic 
alterations in the top ten hub genes and identified that for 
CDCA8, CDK1, NUSAP1, TOP2A, MAD2L1 and CCNB2 
the frequency of mutations and copy number variants were 
less than one. Since these genes showed the least genetic 
alterations, therefore, were selected as target genes for further 
study. The enrichment analysis of target genes revealed that 
they were associated with metabolic processes of amino acids, 
lipids, drugs and nucleoside bisphosphates (Fig. 2B). 
Furthermore, they were enriched in Progesterone mediated 
Oocyte mutation; Cell Cycle; p53 signaling and cellular 
senescence pathways (Fig. 2C). The identified biological 
processes and signaling pathways have a well-established role 
in cancer pathogenesis. 

C. Identification of Validated miRNAs and Transcriptions 
Factors for Target Genes 
The regulatory elements of the gene i.e. validated miRNAs 

and Transcription Factors were obtained from miRtarBase and 
RegNetwork (Table I). The interactions between gene-miRNA 
in and the interactions between gene-miRNA-cooperative 
miRNA in forming a triplex were given in Table II. The 
experimentally validated miRNAs and Transcription Factors 
(Table I) were identified for the target genes MAD2L1 and 
CDK1; for other target genes, no validated regulators were 
found. 

 
Fig. 2. (A) Top 10 Hub Genes of GGIN as Identified from CytoHubb. 

Functional Enrichment Analysis of Target Genes (B) Biological Processes (C) 
Signaling Pathways. 

TABLE I. VALIDATED MIRNAS FOR CDK1 AND MAD2L1 

Gene 
Regulatory Elements 

Transcription Factor miRNA 

MAD2L1 E2F4, ESR2 
MYB, MYC 

hsa-miR-28-5p 
hsa-miR-192-5p 

CDK1 
RB1, SP1, ATF1, E2F1, 
E2F4, ETS2, MYB, 
MYC 

hsa-miR-31-5p 
hsa-miR-663a 
hsa-miR-24-3p 
hsa-miR-302a-3p 

D. Seed Pairing and Construction of Gene Regulatory 
Network 
In case of seed pairing CDK1-hsa-miR-31-5p form a 

complementarily pairing with a binding free energy of -34.33 
Kcal/mol (Table II) and with triplex formation, CDK1-hsa-
miR-31-5p-hsa-miR-543 forms a canonical triplex to initiate 
the process of regulation. Similarly, MAD2L1-hsa-miR-28-
5p-hsa-miR-203 forms a canonical triplex. The interaction 
between the genes: CDK1, miRNAs: hsa-miR-28-5p, hsa-
miR-31-5p and transcription factors (TFs): RB1, SP1, ATF1, 
E2F1, E2F4, ETS2, MYB and MYC is given in Fig. 3. 

 
Fig. 3. Network Representing Regulation of CDK1 and MAD2L1 by 

miRNAs and TFs, where the Target Genes are represented in Red Color and 
Regulatory Elements in Blue Color. 
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TABLE II. INTERACTION OF GENE-MIRNA (SEED PAIRING) AND GENE-MIRNA-COOPERATIVE MIRNA (TRIPLEX) 

Gene Regulatory Element 
(miRNA) 

Binding Free 
Energy (Kcal/mol) 

Triplex Form-ation 
(cooperative miRNA) 

Binding Free Enery 
of Triplex (Kcal/mol) 

Nature of Complementarily 
(Self/Duplex/Triplex) 

MAD2L1 hsa-miR-28-5p -92.58 hsa-miR-203 -28.86 Canonical Triplex 

CDK1 hsa-miR-31-5p -34.33 

hsa-miR-543 -33.36 Canonical Triplex 

hsa-miR-181a -32.96 miRNA Self Complementarily 

hsa-miR-181b -31.96 Canonical Triplex 

hsa-miR-181c -31.76 miRNA Self Complementarily 

hsa-miR-146a -31.16 Canonical Triplex 

hsa-miR-146b -31.16 Canonical Triplex 

hsa-miR-494 -30.76 miRNA Self Complementarily 

hsa-miR-181d -30.56 target self complementarity 

hsa-miR-329 -29.26 miRNA self-complementarity 

hsa-miR-362-3p -28.16 miRNA self-complementarity 

E. Analysis of miRNA-Mediated Mechanisms of Translation 
Repression and Gene Regulation via Transcription Factors 
The gene MAD2L1 was regulated by transcription factors 

E2F4, ESR2, MYB and MYC and repressed by hsa-miR-192-
5p and hsa-miR-28-5p. Similarly, the regulation of the gene 
CDK1 is a combination of activation by transcription factors 
RB1, SP1, ATF1, E2F1, E2F4, ETS2, MYB and repression by 
miRNAs hsa-miR-31-5p, hsa-miR-63a, hsa-miR-24-3p and 
hsa-miR-302a-3p. However, it was observed that the binding 
free energy of MAD2L1-hsa-miR-28-5p is less than CDK1-
hsa-miR-31-5p (Table II). Therefore, the stability of 
MAD2L1-hsa-miR-28-5p was more than CDK1-hsa-miR-31-
5p. Therefore, MAD2L1-hsa-miR-28-5p was taken forward 
for further understanding its role in driving the regulatory 
pathogenesis of Invasive Ductal and Invasive Lobular Breast 
Carcinoma. 

F. Analytical Modeling of Gene Regulation to Understand the 
Regulatory Pathogenesis of Breast Cancer 
In the mathematical modeling of the miRNA mediated 

transcriptional regulatory network which was associated with 
the pathogenesis of breast cancer, the involved factors are (i) 
gene: MAD2L1, miRNA: hsa-miR-28-5p, hsa-miR-203 and 
TFs: E2F4, ESR2, MYB and MYC. Hence, the regulatory 
pathogenesis of Breast cancer is initiated by the regulation of 
the gene: MAD2L1, activated by the TFs: E2F4, ESR2, MYB 
and MYC and repressed by the miRNAs: miRNA: hsa-miR-
28-5p with the cooperation of hsa-miR-203. Since the 
cooperative miRNA, hsa-miR-203 act as a catalyst in driving 
the pathogenesis, the core miRNA hsa-miR-28-5p is preferred 
in the modeling and the ordinary differential equation of the 
mathematical model that initiates the regulatory pathogenesis 
in Breast Cancer is illustrated as: 

[d (MAD2L1) / dt = k (Synthesis of E2F4, ESR2, MYB 
and MYC) + MAD2L1 + k (Up-regulation of E2F4, ESR2, 
MYB and MYC) (hsa-miR-28-5p) - k (Degradation of E2F4, 
ESR2, MYB and MYC) (E2F4, ESR2, MYB and MYC)] 
where k represents the rate of synthesis/degradation of TFs. 

Additionally, the mRNA binding sites of the 
corresponding miRNA hsa-miR-28-5p and hsa-miR-203a of 

breast cancer-associated gene MAD2L1 were obtained by 
gene-miRNA mapping pair. The binding sites are shown in 
Fig. 4. We found that hsa-miR-28-5p has one binding site on 
MAD2L1 while ha-miR-203a has two binding sites on 
MAD2L1. For hsa-miR-192-5p, there was no binding site 
found on MAD2L1. 

G. mRNA-miRNA-TF Regulatory Analysis through Feed-
Forward Loops 
Although no specific protocol has been studied for the 

mechanism of miRNAs, comparative studies have identified 
that genes regulated by miRNAs might have considerable 
contribution in cellular processes [25]. The available 
experimental shreds of evidence justify the regulation of genes 
due to miRNA through translational repression with or 
without mRNA decay. However, the variation in these 
contributions over time remains undefined which is also went 
unnoticed in case of TFs [26]. Therefore, we design a 
transcription network utilizing one of the most significant 
motifs i.e. Feed Forward Loop (FFL) motif [27]. In this study, 
the FFL is composed of a transcription factor (E2F4, ESR2, 
MYB, MYC) which regulates other or the miRNA (hsa-miR-
28-5p), then TFs and miRNA both bind at the regulatory 
region of the target gene (MAD2L1) and jointly modulate its 
transcription rate. This FFL collectively has three transcription 
interactions, which could be either activation or repression. A 
recent computational analysis demonstrated that FFL, 
containing TF and miRNAs, are overrepresented in gene 
regulatory networks, assuming that they confer useful 
regulatory opportunities [28]. 

 
Fig. 4. Target Binding Site of miRNA (A) hsa-miR-28-5p and (B) hsa-miR-

203a with MALD21. 
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Fig. 5. The Incoherent and Coherent Feed forward Loops between the 

Target Gene and its Regulatory Factors is Represented; where Arrows (Green) 
Indicate Activation, the T-bars Indicate Repression. The Dark Blue Shape 

with Circular Ends Represent Transcription Factors. 

The FFL has two possible structure configurations in both 
coherent and incoherent FFL specified as type 1 or 2 coherent 
FFLs and type 1 or 2 incoherent FFLs respectively as shown 
in Fig. 5(a, b, c, d) where miR-28-5p is miRNA and MAD2L1 
is the target protein. In 5(a) represents Type 1 incoherent FFL 
where TF activates both target mRNA and miRNA synthesis. 
5(b) Type 1 coherent FFL, miRNA and TF represses target 
mRNA but activates miRNA synthesis. 5(c) Type 2 incoherent 
FFL, TF represses both target mRNA and miRNA synthesis. 
5(d) Type 2 coherent FFL, TF activates target mRNA and 
represses miRNA synthesis. Additionally, we emphasize that 
this study is carried out utilizing secondary data repositories 
which encompass a limited number of genes/miRNAs; hence 
these may provide bounded results. In this study, we 
performed a comprehensive analysis using various 
bioinformatics approaches to understand the molecular 
interaction between genes and miRNA and their involvement 
in the pathogenesis of breast cancer. The findings from this 
study strongly suggest that hsa-miR-28-5p might play a 
critical role by regulating MAD2L1 which subsequently 
inhibits cell cycle and p53 signaling pathway in breast cancer 
patients. The potential role of hsa-miR-28-5p mediating breast 
cancer pathogenesis on binding with MAD2L1 gene may act 
as a significant therapeutic target for the diagnosed subjects. 

V. CONCLUSION 
The systematic analysis for identification of target genes 

majorly contributing in the primary stage of development of 
invasive breast carcinoma, MAD2L1 was found to have 
experimentally validated miRNA and transcription factor 
targets from multiple databases. The regulation of MAD2L1 is 
a combination of activation by transcription factors E2F4, 
ESR2, MYB and MYC and repression by hsa-miR-28-5p and 
hsa-miR-192-5p. In case of seed pairing, MAD2L1-hsa-miR-
28-5p forms a complementarily pairing with a binding free 
energy of -92.58 Kcal/mol and a canonical triplex MAD2L1-
hsa-miR-28-5p-hsa-miR-203. Since, the binding free energy 
of MAD2L1-hsa-miR-28-5p seed pairing is 3-folds lesser than 
CDK1, the stability of MAD2L1-hsa-miR-28-5p will be much 
greater than CDK1-hsa-miR-31-5p. Therefore, the mRNA-
miRNA-TF complex MAD2L1 - hsa-miR-28-5p and 

associated transcription factors: E2F4, ESR2, MYB and MYC 
might play a vital target in driving the regulatory pathogenesis 
of breast cancer. The regulatory pathogenesis of breast cancer 
is initiated by the regulation of the gene: MAD2L1, which is 
activated by the TFs: E2F4, ESR2, MYB and MYC and 
repressed by the miRNA: hsa-miR-28-5p with the cooperation 
of miRNA: hsa-miR-203. Since the cooperative miRNA hsa-
miR-203 act as a catalyst in driving the pathogenesis, the 
mathematical model that initiates the regulatory pathogenesis 
in Breast Cancer is illustrated as: 

[d(MAD2L1)/dt = k(Synthesis of E2F4, ESR2, MYB and 
MYC ) + MAD2L1 + k(Up regulation of E2F4, ESR2, MYB 
and MYC )( hsa-miR-28-5p) – k(Degradation of E2F4, ESR2, 
MYB and MYC ) ( E2F4, ESR2, MYB and MYC)]. 

Additionally, the type 1 and type 2 coherent and 
incoherent feed-forward loops help to determine the 
regulatory mechanism of TFs and miRNA associated with 
MAD2L1, which further need invitro validation to determine 
the exact conditional mechanism of these regulators in breast 
cancer pathogenesis. 

Since limited studies have been focused on the regulatory 
role of MAD2L1 associated miRNAs and their impact on 
tumor progression in breast cancer, this study will help in 
understanding the pathogenesis of MAD2L1 regulation in 
estimating the cascade of processes associated with breast 
cancer initiation and progression throughout invasive ductal 
carcinoma and invasive lobular carcinoma. The constructed 
model requires simulation with experimentally determined 
values in a larger time scale. 
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Abstract—This study used opinion mining theory and the 
potentials of artificial intelligence to explore the opinions, 
sentiments, and attitudes of customers expressed on Twitter 
regarding the services provided by the Saudi telecommunications 
companies during the COVID-19 crisis. A corpus of 12,458 
Twitter posts was constructed covering the period 2020–2021. 
For data analysis, the study adopted a discourse-based mining 
approach, combining vector space classification (VSC) and 
collocation analysis. The results indicate that most users had 
negative attitudes and sentiments regarding the performance of 
the telecommunications companies during the pandemic, as 
reflected in both the lexical semantic properties and discoursal 
and thematic features of their Twitter posts. The study of 
collocates and the discoursal properties of the data was useful in 
attaining a deeper understanding of the users’ responses and 
attitudes to the performance of the telecommunications 
companies during the COVID-19 pandemic. It was not possible 
for text clustering based on the “bag of words” model alone to 
address the discoursal features in the corpus. Opinion mining 
applications, especially in Arabic, thus need to integrate 
discourse approaches to gain a better understanding of people’s 
opinions and attitudes regarding given issues. 

Keywords—Artificial intelligence; collocate analysis; COVID-
19; discourse; opinion mining; vector space clustering 

I. INTRODUCTION 
In recent years, millions of users all over the world have 

been using social media platforms and networks in an 
unprecedented manner as channels for expressing their views 
and commenting on different issues [1, 2]. In many ways, 
these platforms and networks have gained such legitimacy that 
they have become an integral part of modern life. In the face 
of the increasing influence of social media networks in 
modern societies, institutions and organizations have begun to 
explore people’s attitudes and responses to their policies and 
decisions as reflected on social media networks [2, 3]. 

Social media networks are used extensively to express 
trends and ideas within society due to their potential to offer a 
dialogue based on equality between the individual, the elite, 
and the masses; thus, the elite is no longer playing its former 
role in shaping and mobilizing public opinion [4, 5]. Social 
networks have transformed and changed from being just a 
means of communication between individuals and groups, or 

even conveying the news or commenting on it, to a means of 
addressing various issues and provoking reactions based on 
the tremendous ability to spread messages. Indeed, sometimes 
news is transmitted from social networking sites (Facebook, 
Twitter) to newspapers, satellite programs, and official media, 
increasing the impact and spread of these sites [6]. Modern 
technologies and the information revolution have provided 
ease of broadcasting to all at low cost, resulting in the 
emergence of many actors. Indeed, anyone, even those lacking 
knowledge, competence, and qualifications in the relevant 
field, can express points of view and prejudices through social 
media, transmitting and using images, videos, and publications 
[7, 8]. In this regard, in recent years there has been increasing 
interest among academics, politicians, and marketing agencies 
in the ways social media networks and platforms can be used 
to measure public opinion in an approach known as opinion 
mining [9, 10]. 

However, in Arab countries, including Saudi Arabia, the 
potential of opinion mining has not yet been fully exploited in 
relation to social media content. The failure to consider 
people’s responses and sentiments concerning given issues 
can lead to serious problems and challenges for organizations 
and institutions. Thus, this study seeks to propose a reliable 
model of opinion mining that takes into consideration the 
discoursal properties of social media language, as well as the 
unique linguistic features of Arabic. It does so through an 
empirical analysis exploring and identifying the opinions, 
sentiments, and attitudes of Saudis regarding the services 
provided by telecommunications companies during the 
COVID-19 pandemic expressed on Twitter. The study sets out 
to answer two major questions: What were Saudis’ opinions of 
and responses to telecommunications services during the 
COVID-19 lockdown? How can discourse-based approaches 
be integrated in data mining studies to offer a reliable 
conceptual analysis of people’s opinions and sentiments as 
expressed on social media networks and platforms? To 
address the research questions, the study employed a corpus of 
12,458 Twitter posts covering the period 2019–2021. The 
rationale is that Twitter is one of the most popular social 
media networks in Saudi Arabia and it was the most preferred 
venue for Saudis to express their views during the COVID-19 
lockdown. 
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A. Background 
During the COVID-19 pandemic, there was an urgent need 

for reliable and effective telecommunications services that 
could address the increasing demand for non-traditional 
methods of connecting people and ensuring businesses and 
government agencies performed properly. The three 
telecommunications companies operating in the Kingdom of 
Saudi Arabia (STC, Mobily, and Zain) announced different 
initiatives to improve their performance and increase their 
ability to address the needs of their users and institutions 
throughout the Kingdom. These initiatives included incentive 
packages for students, internet coverage in remote areas, and 
free internet access for the social distancing application 
“Tawakalna”. The telecommunications companies announced 
their commitment to meeting business and private demands, 
whether in terms of aiding the fight against the epidemic or 
facilitating the work of economic sectors and supporting 
citizens. 

In education, for instance, the telecommunications 
companies released an initiative whereby students were given 
free access to the “Your Lesson” educational platform 
administered by the Ministry of Education. This was meant to 
enable students to learn remotely with the shift from face-to-
face education to distance learning. Through this initiative, the 
telecommunications companies intended to provide support 
for the local community and fulfill their social responsibilities 
under the exceptional circumstances suddenly being 
experienced in the Kingdom and globally. The initiative was 
also a continuation of the telecommunications companies' 
support for the education sector in the Kingdom, given the 
recognition of its importance in policy and the right of all to 
receive an education. The “Your Lesson” platform was 
launched by the Ministry of Education when it suspending in-
person teaching hours and switched to distance learning at the 
beginning of the pandemic. More than two million students 
enrolled in government schools, their parents, and all those in 
charge of the educational process could browse the platform 
for free, with no effect on their data usage or allowances 
provided by their cellular lines or home internet subscriptions. 

During the COVID-19 pandemic, the Saudi 
Communications and Information Technology Commission 
(CITC) was keen to issue a set of decisions that would 
contribute to ensuring the safety of citizens and residents in 
the Kingdom, and it launched many initiatives to enable the 
communications and information technology sector to perform 
its role in facing the pandemic. The CITC developed an action 
plan that would assure the performance of its tasks and 
mitigate the effects of the pandemic. The measures included 
cooperation with the competent official authorities in the 
country to approve the import, customs release, and field 
inspection of shipments of communications devices, 
equipment, and spare parts. The extraordinary circumstances 
at the time highlighted the importance of the 
telecommunications sector and its role in empowering other 
sectors through the capabilities it provides. These include 
facilitating links between ministries, companies, institutions, 
and even individuals. 

Despite the policies and initiatives adopted by the CITC, 
telecommunications companies faced a series of complex 

challenges during the COVID-19 pandemic in maintaining 
business sustainability and continuing to serve customers who 
were confined to their homes in lockdown. Moreover, they 
had to address the pressures of hugely increased consumption 
as demand for internet access on mobile networks exceeded 
all expectations. Not only did many employees start working 
remotely, but also the rates of data consumption related to 
entertainment increased among people unable to leave their 
homes. 

B. Theoretical Framework 
Opinion mining is a field of research in natural language 

processing (NLP) that includes data mining, text mining, and 
internet mining [11]. Research in this field extends beyond 
computer science to business management and sociology due 
to its importance for business and society [11]. Its significance 
has become increasingly evident with the development of 
social media platforms such as Twitter and Facebook [12, 13]. 
Opinion mining is the process of analyzing data from different 
perspectives and discovering anomalies, patterns, and 
correlations in data sets that are insightful and useful for 
predicting outcomes that can help users make informed 
decisions [14, 15]. Opinion mining refers to the use of NLP, 
computational linguistics, and textual analysis to reveal 
positive, negative, or neutral sentiments and attitudes toward 
given issues or products through the extraction of useful 
patterns from textual data, and the categorization and 
interpretation of data using certain analytic techniques [16, 
17]. 

The underlying principle of opinion mining is that people 
tend to have biased opinions, so the aim is to build a system 
that analyzes individuals’ feelings and opinions on certain 
topics and to identify what they want from a product, service, 
or event [18]. Data analysis is thus the process of inferring, 
measuring, or understanding people's opinions of a product, 
service, or brand in the marketplace. People express their 
opinions by texting images, sending personal messages, and 
commenting, increasingly on social media networks, such as 
Twitter and Facebook. Companies and governments can use 
the data produced by social media companies to measure 
opinions on a particular topic or product. In this process, 
opinion mining can be exploited to interpret the nuances of 
customer reviews, financial news reports, social media, etc. 
[19]. Artificial intelligence has played a key role in almost all 
opinion mining applications [20, 21], with algorithms 
specifically designed for the analysis of people’s opinions on 
social media sites. 

II. LITERATURE REVIEW 
In recent years, both research and industry have paid 

special attention to the huge amounts of data available on the 
internet [22, 23]. The sources of data can be user or customer 
ratings of specific products, posts, comments, tweets, news 
articles, and various types of information on web pages. With 
the advent of social media, people started talking more openly 
about their experiences with products and services online 
through blogs, social media stories, reviews, 
recommendations, reports, hashtags, comments, direct 
messages, news articles, and so on [24]. Such online 
interactions leave a digital fingerprint of an individual's 
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expression of the experience. Hence there arose a need to 
adopt NLP approaches to organize what is circulated on social 
media sites, and to treat it in a short time with the least effort 
and cost [25, 26]. 

From a business point of view, opinion mining has proved 
useful for businesses and organizations. By analyzing users' 
opinions through surveys or their interactions (posts or 
comments about a particular product) on social media sites, 
companies can respond to their customers’ needs, and improve 
their services and products to suit those needs [14, 27]. The 
underlying principle is that by drawing on a wide range of 
opinions and expressions, businesses and brands can 
accurately capture the voice of their target audience, 
understand market dynamics, and even identify their market 
position among end users [28]. Pazos-Rangel et al. argue that 
opinion mining not only helps companies and businesses 
understand the current context of a particular topic, but also 
enables them to predict the future, as well as using the 
information contained in the texts to calculate 
positive/negative feedback, which is an important indicator in 
decision-making processes [29]. Liu considers that adopting 
opinion mining and sentiment analysis techniques can aid 
companies, enterprises, and governments in the difficult 
process of making sound decisions by providing information 
on people's opinions and experiences of the products, services, 
or policies concerned [14]. 

In business, opinion mining has been widely used in 
marketing, customer services, and other areas to increase 
revenue, improve spending, target new customers, provide the 
best customer service, and address customer needs through 
analysis of the opinions, sentiments, and attitudes of users and 
customers related to services and products. Bal et al. assert 
that opinion mining has become one of the critical success 
factors for the growth and survival of organizations in an era 
of unprecedented global competitiveness [30]. 

According to Zvarevashe and Olugbara, there are many 
examples of the successful use of opinion mining to improve 
the quality of products and services. Manufacturers use 
opinions about a product or service as a reaction to make 
decisions aimed at improving quality [31]. Opinion mining 
and sentiment analysis are used to analyze the opinions of 
consumers or online customers to determine the advantages 
and disadvantages of a product or service, and this process 
saves the money that would previously have been spent on 
gathering information by other means. 

Opinion mining has been closely associated with 
marketing research [32, 33]. This is one of the fields that uses 
sentiment analysis techniques to analyze consumer trends in 
relation to certain products or services, and it is also used to 
determine the success of an advertising campaign and study 
“what an individual needs from products or services that are 
not available in the market”; thus, it is highly significant and if 
used in the right way economically, it will be of great benefit 
to businesses [34-36]. 

Various opinion mining methodologies and techniques 
have been developed based on different models, including 
polarity, automatic detection, and aspect-based approaches. In 
the polarity model, sentiments and attitudes are automatically 

identified and categorized (positive, negative, neutral). In 
some cases that require high accuracy, the classes of polarity 
are expanded, encompassing very positive, positive, neutral, 
negative, and very negative [17, 37]. 

In the emotion detection model, the goal is to identify 
emotions, such as happiness, fear, anger, etc. Dictionaries tend 
to be used in this approach (listing words with their 
corresponding emotions), but automatic learning algorithms 
can also be employed [17]. Here it is worth noting that when 
using dictionaries, the problem of the relation between 
different emotions and words arises, in particular that people 
can express their emotions in different ways [38]. 

In aspect-based opinion mining applications, the goal is to 
extract both the entity described in the text (in this case, 
attributes or components of a product or service) and the 
sentiment expressed toward such entities [39]. According to 
Moghaddam, the premise is that extracted aspects and 
estimated ratings clearly provide detailed information for 
users to make decisions and for suppliers to monitor their 
consumers. [40]. 

Despite the popularity of these methodologies and models, 
one major problem remains. Put simply, they do not consider 
the context of the texts because this adds to the complexity of 
the models and increases the time and cost of processing [41]. 
This study addresses the gap in the literature by proposing an 
integrated opinion mining model that takes into account the 
contextual aspects and features of the texts under 
investigation. 

III. METHODS, DATA AND PROCEDURES 
To explore and identify the opinions, sentiments, 

evaluations, and attitudes of Saudis regarding 
telecommunications services during COVID-19 pandemic, 
this study is based on a corpus of 12,458 Twitter posts over 
the period 2020–2021. The rationale is that Twitter is one of 
the most popular social media networks in Saudi Arabia. 
Furthermore, Twitter was the most preferred venue for Saudis 
to express their views and sentiments during the COVID-19 
lockdown. The study is confined to tweets written in Arabic. 
The data include posts in both Modern Standard Arabic 
(MSA) and Saudi spoken Arabic. The latter is not usually 
considered in NLP applications in Arabic as it has typically 
been considered a lower variety than MSA. With the 
emergence of social media networks, however, colloquial and 
spoken dialects of Arabic have become highly prevalent. It is 
thus appropriate to include all the Arabic varieties in Saudi 
Arabia to undertake a thorough classification of Saudis’ 
responses. 

Different methodologies are used for opinion mining, 
including rule-based methodologies and methodologies based 
on machine learning techniques. In rule-based methodologies, 
determining polarity and identifying the sentiments and 
attitudes of the users are based on manually defining a set of 
rules in which lexicons of groups of words and expressions 
with corresponding feelings are predefined [42]. Two strings 
are usually created that directly identify polarity. Positive 
words can include good, great, and reliable. Negative words 
may include bad, failed, and unreliable. The words expressing 
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positive feelings and the words expressing negative feelings 
are then counted and calculated. If the number of positive 
words exceeds the number of negative words, the result is a 
positive feeling, and vice versa; in the event of equality, the 
result is neutral [43]. 

In machine learning methodologies, no hand-written rules 
are developed. The premise is that opinion mining is first a 
clustering issue. Thus, machine learning algorithms are used 
for data clustering, based on no prior assumptions about the 
data [44]. Text clustering is the process of automatically 
grouping natural language texts according to an analysis of 
their informational content using machine learning algorithms 
[45]. Clustering is one of several computational systems for 
carrying out data mining tasks. Document clustering has 
proved successful in many important operations for data 
mining, including NLP, feature extraction, annotation, and 
summarization. 

Text clustering underwent considerable development in the 
1990s when it emerged as a subtask of information retrieval 
(IR) applications. The hallmark of that development was a 
dramatic improvement in the effectiveness of text clustering 
systems. The last two decades have witnessed an 
unprecedented revolution in the rise of mechanized solutions 
for organizing the vast quantity of unstructured digital 
documents and of powerful tools for turning an unstructured 
repository into a structured one [46]. The main bulk of 
clustering systems or approaches can best be described under 
the heading vector semantics (VS) or vector space clustering 
(VSC). Semantic structure is essential for clustering 
applications. The underlying principle of VSC is that it 
measures or computes semantic similarity between the 
documents to be clustered [47]. 

For the purposes of this study, VSC was conducted based 
on the lexical semantic properties of the linguistic content of 
the tweets. VSC is one of the most appropriate classification 
methods for opinion mining applications [48-50]. The steps 
are described in the following sub-sections. 

A. Text Preprocessing 
Texts are first chopped into a list of tokens representing 

them. This is usually done in a straightforward way, removing 
punctuation and non-alphabetic characters and all extraneous 
material. This has the effect of converting texts into what is 
called a “bag of words,” in which context and word order are 
not considered. 

B. Removing Function Words 
One of the main challenges with text clustering 

applications is the difficulty of extracting the semantics of 
natural language texts. This is usually due to the occurrence of 
irrelevant terms within documents. In text clustering, function 
words are classified as irrelevant. Thus, text clustering is 
typically based on what can be called keyword indexing. This 
is the selection of only index terms, or what are traditionally 
called content words, within documents. The main assumption 
in removing function or grammatical words is that they do not 
carry lexical significance, so it is essential to remove them. 
Function words are described as “noisy” and are not 
considered in the analysis. Hence, they are best described as 

irrelevant features. The retention of such irrelevant variables 
or features is useless and even misleading in clustering 
applications. 

C. Stemming 
After removing the function words, stemming is carried 

out. Stemming can broadly be defined as the process of 
conflating semantically equivalent word variants into the same 
root by removing derivational and inflectional affixes [51]. 
The basic concept of stemming is that words with the same 
stem or root referring to the same concept must be grouped 
under the same form. Stemmers are thus designed to conflate 
together all and only those pairs of words that are semantically 
equivalent and share the same stem [52]. The premise is that 
word endings do not have essential meanings in themselves 
and thus their removal is useful in text clustering applications. 
Conflating words that have the same root into a single term 
improves the performance of clustering systems by reducing 
the size and complexity of the data in the system [45]. 

Various stemmers have been developed in English. These 
have been concerned particularly with suffixes, i.e., 
derivational and inflectional endings attached to words. As 
noted by Stageberg, derivational suffixes affect the part of 
speech (act, active, activate, activation) and they can be piled 
up [53]. That is, it is possible to add more than one suffix to 
one word. Inflectional suffixes, in contrast, do not change the 
part of speech, but indicate a grammatical function or change 
within the word (play → plays, cat → cats, big → bigger). 
Inflectional suffixes cannot pile up, the only exception being 
the plural followed by the possessive. The attachment of 
derivational and inflectional morphemes typically leads to an 
increase in word variant forms. According to Stageberg, 
derivational morphology is one of the most means of creating 
new words. From an IR viewpoint, this is a problem since the 
increase in word variant forms leads to complexity in the data 
in the system. As a result, word variant forms affect the 
effectiveness of IR systems and it is necessary to employ 
stemming algorithms that can reduce the size and complexity 
of the corpus by conflating semantically related variant forms 
in a common term. 

English stemmers are not appropriate for Arabic due to the 
morphological and linguistic differences in the languages. 
Arabic has its own unique morphological system that is 
completely different from English. For the purposes of the 
study, the light-based stemmer (Light10) was used. 

D. Data Representation 
For data representation, a matrix is built including all the 

lexical types of the posts. A data matrix is simply a 
quantitative data table that summarizes the frequencies of each 
word within the documents, where the documents are the rows 
and the words or lexical types are the columns. A collection of 
500 documents can be all represented in just one matrix. The 
matrix includes all the lexical types in the corpus after 
removing the function words and carrying out stemming. The 
lexical frequency is weighted. A matrix of this kind is called a 
row vector matrix and can be represented as Xij, where i 
represent rows and j represents columns. Thus, the data matrix 
Xij is a representation of rows (tweets in this case), and 
columns (lexical types). 
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One problem with such a matrix is variation in document 
length. Posts in Twitter tend to vary in length, some being 
long and others very short. Variation in document length can 
have serious consequences for the reliability of classification 
applications. If not addressed, there will be a negative 
influence, since the classification will be based on the length 
of documents not the lexical properties [47]. All documents 
need to contribute significantly and equally to the distance in 
VSC, so that the distances are equitable. Otherwise, the 
differences between very long documents will dominate the 
distance calculation. One way of addressing this problem is to 
compensate the short texts for length through a process called 
normalization of text length [54]. Cosine normalization is used 
for this purpose. In this process, all row vectors of the matrix 
are transformed to have unit length and are made to lie on a 
hypersphere of radius 1 around the origin so that all vectors 
are equal in length. Accordingly, variation in the lengths of 
documents, and correspondingly of the vectors that represent 
them, are no longer a factor [55]. This has the effect of 
representing the variables equally in the matrix. 

In this study, having carried out the normalization of text 
length, it was clear that high dimensionality was another 
problem that could have a negative impact on the reliability 
and validity of document classification. High dimensionality 
of the data is challenging for automatic classification systems 
as it is difficult to classify documents based on their lexical 
semantic properties when the number of dimensions is 
staggeringly high [56, 57]. In the face of this problem, term 
frequency-inverse document frequency (TF-IDF) can be used 
so that the classification is based on only and all the most 
distinctive features or variables. In our case, the datasets were 
reduced to the highest 200 TF-IDF variables thought to be the 
most distinctive features in the corpus, as shown in Fig. 1. 

Then, the posts were clustered using Euclidean distance 
methods to identify and explore the responses of Saudis to the 
services of the telecommunications companies during the 
pandemic. Euclidean geometry is concerned with modelling 
the world as it is experienced. It describes the physical world 
in any finite number of dimensions using a distance formula 
[58]. Euclidean geometry has been used virtually unchanged 
for 2,000 years to understand physical reality. It used to be 
seen as a perfect model for logical reasoning. Despite its 
deficiencies, Euclidean geometry is still used in a range of 
disciplines, including the analysis of textual data. 

 
Fig. 1. Term Weighting using TF-IDF. 

To overcome the limitation of machine learning algorithms 
in the classification process, discourse analysis methods were 
finally incorporated in the analysis and categorization of the 
data. The hypothesis here is that context is essential for 
understanding the polarity within the data and users’ attitudes 
and sentiments. Failure to consider the context can result in 
misinterpretation of users’ views. 

IV. ANALYSIS AND DISCUSSION 
In this study, the data matrix was first hierarchically 

analyzed using Euclidean distance with four clustering 
methods (single linkage, complete linkage, average linkage, 
and increase in the sum of squares), then using squared 
Euclidean distance with the same clustering methods. Finally, 
the clustering structures were compared to determine the 
extent to which they agreed on the data structure. 

The results showed no significant difference between the 
Euclidean and squared Euclidean measures. For all the 
hierarchical cluster analyses, optimizing both functions 
produced almost the same order of the proximity matrix and 
tree. However, the Ward clustering method worked better with 
Euclidean distance than with squared Euclidean distance as it 
gave clearer results, and the groups or classes were more 
clearly defined. It was also apparent that all four methods 
agreed on the main clusters in their clustering of the matrix 
rows but disagreed on the detailed structure. 

Single linkage clustering was not very useful in identifying 
meaningful clusters for this study because of the “chaining 
effect” feature that characterizes it. The problem with such 
clustering is that the texts are chained together in a way that 
obscures any structure beyond sequentiality. Likewise, 
complete linkage was not appropriate. The two complete 
clustering structures were uneven, producing a large number 
of small-membership clusters and sometimes producing a 
small number of large-membership clusters. 

Although average linkage clustering is considered the 
default method in agglomerative hierarchical clustering since 
it overcomes the problems associated with single and 
complete linkages, it was not ideal in this case because of the 
overwhelming tendency toward left branching. One more 
problem with average linkage is that some classes or groups 
are too small to be considered distinct classes, whereas some 
other classes are too large to express the dataset consistently. 

Thus, Ward linkage clustering (or what is usually referred 
to as the sum of squares) with the Euclidean distance measure 
seemed to be the most appropriate because it achieved the 
clearest partitioning of the matrix rows. Ward clustering 
served the purpose of the analysis, namely to discover useful 
associations and meaningful groups in the dataset, and thus 
obtain a clearer picture of the responses of the users. The 
study was not only concerned with identifying the yes/no or 
approve/disapprove dichotomy. Rather, it sought to gain a 
deeper understanding of the data corpus. Using the sum of 
squares, it was easy to identify the number of clusters (2). The 
matrix rows were assigned into two clearly identified classes 
or clusters, as shown in Fig. 2. 
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Fig. 2. Identification of the Number of Clusters. 

Next, principal components analysis (PCA) was carried 
out. The comparisons showed a great deal of agreement in all 
clustering structures, supporting the validity of the results. The 
clustering structure most agreed on was Ward clustering with 
the Euclidean distance measure. The matrix rows of this 
structure are assigned into two groups, A and B. 

A. Centroid Comparison 
To measure the distance between the two clusters, centroid 

analysis was used, such that numerical differences between 
Group A and Group B specify the numerical difference 
between the vectors of A and B for each of the 200 variables. 
Based on the centroid comparison results, it is possible to 
determine which variables are most and least characteristic of 
each group, and which most differentiate them. There is too 
much detail here for convenient interpretation. Attention can 
be restricted to a smaller number of higher variance variables 
at the top of the tables, shown in Table I. 

TABLE I. CENTROID COMPARISON 

Variable 
index 

Centroid 1 frequency 
Group A 

Centroid 2 frequency 
Group B Difference 

48 2.44595E009 0.000 2.44595E009 

4 2.42644E009 4.0673E006 2.42238E009 

31 2.54036E009 2.79667E008 2.26069E009 

65 2.91405E009 1.1363E009 1.77775E009 

104 1.80511E009 6.30595E007 1.74205E009 

53 4.38992E009 3.14724E009 1.24268E009 

8 1.16744E009 4.12437E008 7.55E008 

128 7.63672E008 9.94767E006 7.53725E008 

69 9.86888E008 2.62397E008 7.2449E008 

117 1.87076E009 1.15296E009 7.178E008 

49 3.37362E009 2.70039E009 6.73233E008 

19 1.1788E009 6.07323E008 5.71476E008 

144 4.43691E008 9.60451E008 5.1676E008 

5 6.67001E008 1.16991E009 5.02913E008 

123 3.90971E008 8.59611E008 4.6864E008 

18 0.000 3.24402E008 3.24402E008 

169 8.47943E008 1.17019E009 3.2225E008 

86 7.41665E008 1.04859E009 3.06928E008 

98 2.92798E008 5.83877E008 2.9108E008 

14 0.000 1.88799E008 1.88799E008 

170 2.77724E008 4.55483E008 1.77759E008 

37 2.56518E008 9.27863E007 1.63732E008 

133 8.15213E007 2.43435E008 1.61914E008 

109 5.88612E007 2.20095E008 1.61233E008 

54 1.10216E008 2.71329E008 1.61112E008 

134 1.97654E008 4.10541E007 1.56599E008 

27 0.000 1.53976E008 1.53976E008 

6 5.58119E007 1.64829E008 1.09017E008 

89 7.12929E008 6.04511E008 1.08418E008 

3 2.12619E008 1.07434E008 1.05185E008 

79 0.000 9.86853E007 9.86853E007 

151 1.70559E008 2.68003E008 9.74437E007 

7 4.01059E007 1.33103E008 9.29971E007 

184 5.98243E007 1.52622E008 9.27976E007 

29 1.43507E008 2.34668E008 9.11606E007 

9 1.18371E008 2.09474E008 9.11036E007 

81 0.000 9.00644E007 9.00644E007 

35 9.1281E007 2.32374E006 8.89573E007 

2 0.000 8.86559E007 8.86559E007 

147 4.71117E007 1.34375E008 8.72632E007 

Based on the centroid comparison, it is clear that there are 
significant differences between the members of each cluster or 
group. A comparison of the most distinctive variables in each 
group reveals that the texts in Group A tend to express 
approval of the telecommunications and internet services, as 
indicated by words like good, better, free, useful, and 
initiative, shown in Table II.  

TABLE II. DISTINCTIVE LEXICAL FEATURES OF GROUP A 

Group A 

Arabic words Transliteration  English translation  

 Jyid good جید

 Afdil better أفضل

 Majaani free مجاني

 Mufida useful مفیدة

 Mubadara initiative مبادرة

 Iidafiatan additional إضافیة

 Samah allowance سماح

 Yumkin enable یمكن

 Hulwa cool حلوة

 Maequl reasonable معقول

 Kuays well/fine كویس
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Group B, in contrast, reflects the disapproval of the users 
of the services provided by the companies, as indicated by 
words such as poor, worst, disconnected, and complaint, 
shown in Table III. 

TABLE III. DISTINCTIVE LEXICAL FEATURES OF GROUP B 

Group B 

Arabic words Transliteration  English Translation  

 aswa the worst' أسوأ

  Sayiya poor سیئة 

 Eadam Non عدم

  Shakwi complaint شكوي

  Fasl disconnect فصل

 Mufish Nothing مفیش

 Bayiz Down/not working بایظ

 Laena Curse لعنة

  Fashil loser/failure فاشل

  Mw not مو

  La no لا

 Hadr waste ھدر

 Ghlana expensive غلا

Concerning the number of the tweets in each group, it is 
clear that most users had negative attitudes toward the services 
provided by the telecommunications services during the 
COVID-19 pandemic. The first group includes 31% of the 
tweets in the corpus, while the second group includes 69%. 
Referring to the lexical centroids, it can be claimed that the 
attitudes of Saudis to the services provided by the 
telecommunications companies during the pandemic were 
largely negative. Although the statistical findings of the study 
give broad indications about the attitudes and sentiments of 
the users on this issue, it is important here to look at the 
discourse features of the corpus to obtain a broader and more 
in-depth knowledge about the data. This is shown in the 
collocation analysis below. 

B. Collocates 
This section seeks to explore the distinctive discourse 

features of the two groups assigned through cluster analysis. 
For this purpose, three key words, MOBILY, ZAIN, and STC, 
were selected denoting the three telecommunications 
companies operating in Saudi Arabia. These are shown in 
Table IV. 

TABLE IV. FREQUENCY OF KEY WORDS 

KEY WORD FREQUENCY 

 
 MOBILY 1486 موبایلي

 
 ZAIN 1369 زین

 
 STC 1199 إس تي سي

A frequency analysis of the three key words using the 
KWIC concordance analysis was then carried out with the two 
groups, A and B, to explore the discoursal and thematic 
features of each group. 

In Group A, the three key words were associated with 
concepts such as shopping apps, working from home, 
facilitating virtual interactions, health information, access to 
services, social distancing, tracing apps, social connectedness, 
connectivity solutions, education services, and education 
providers, as shown in Table V. 

For Group 2, the three key words MOBILY, ZAIN, and 
STC appeared to be associated with key concepts including 
service suspension, weak infrastructure, reduced network 
performance, congestion in mobile networks, high cost, 
uneconomical, high-priced, connection problems, threatened 
with disconnection, frustrating handling of individual 
complaints, remote areas, missing classes, disadvantaged 
neighborhoods, digital divide, poor coverage, and poor 
customer service. A frequency analysis of these collocates is 
shown in Table VI. 

Based on the collocation analysis, it can be suggested that 
most users had negative attitudes concerning the performance 
of the three telecommunications companies during the 
pandemic. They were not happy with the high costs of the 
services and packages, or the connection problems that had 
negative implications for their commitment to classes. Many 
of them expressed their dissatisfaction with the companies’ 
handling of their complaints. Others were concerned with the 
poor infrastructure in remote areas and disadvantaged 
neighborhoods. In contrast, a minority of users had positive 
attitudes. Referring to their tweets, they expressed their 
satisfaction with the services in terms of disseminating 
information on health, facilitating social distancing, and 
supporting distance learning through education platforms, and 
working from home. They were also happy with the initiatives 
and free internet services provided by the companies during 
the pandemic. 

TABLE V. COLLOCATES IN GROUP 1 

 Collocates  Frequency 

 facilitating virtual interactions 865 تسھیل التواصل 

 health information 775 معلومات صحیة

 access to services 692 الوصول إلي الخدمات

 availability of services 692 توافر الخدمات

 social connectedness 544 التواصل الاجتماعي

 high speed 356 سرعة عالیة

 social distance 344 التباعد الاجتماعي

 connectivity solutions 311 حلول الإتصال

 education services 289 الخدمات التعلیمیة

 education providers 257 المؤسسات التعلیمیة

 university education 249 التعلیم الجامعي

 shopping apps  199 تطبیقات التسوق

 working from home  185 العمل من المنزل

 Education platforms 167 منصات التعلیم
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TABLE VI. COLLOCATES IN GROUP 2 

 Collocates Frequency 

 service suspension 1968 فصل الخدمة

 weak infrastructure 1885 بنیة تحتیة ضعیفة

 reduced network performance 1779 انخفاض أداء الشبكة

 congestion in mobile networks 1766 الضغط علي شبكات المحمول

 Costly 1693 مكلفة

 high-cost 1655 تكلفة عالیة

 Uneconomical 1588 غیر اقتصادي

 high-priced 1579 غالي

 connection problems 1344 مشاكل الإتصال

 threatened with disconnection 1288 مھددة بانقطاع وفصل الخدمات

التعامل المحبط مع شكاوي 
 العملاء

frustrating handing of individual 
complaints 1262 

 remote areas 1223 مناطق نائیة

 missing classes 1175 الغیاب عن المحاضرات

 disadvantaged neighborhoods 1134 الأحیاء المحرومة

 poor coverage 988 تغطیة سیئة

 poor customer service 967 خدمة العملاء السیئة

It can thus be argued that the study of collocates and 
discoursal properties of the data was useful in attaining a 
deeper understanding of the users’ responses and attitudes to 
the performance of the telecommunications companies during 
the COVID-19 pandemic. It was not possible for text 
clustering based on the “bag of words” model alone to address 
the discourse features in the corpus. Opinion mining 
applications, especially in Arabic, thus need to integrate 
discourse approaches to gain a better understanding of 
people’s opinions and attitudes regarding given issues. Arabic 
is one of the most widely used languages on the internet, but it 
has not received sufficient attention in such applications 
compared to other languages, particularly English. The reason 
for this is that it has a complex linguistic structure and its own 
linguistic nature, and the availability of linguistic resources on 
Arabic is limited mainly to dictionaries and grammar. This is 
one of the challenges facing researchers working in Arabic. 
The proposed method addresses some of the linguistic 
challenges in opinion mining applications in Arabic. 

V. CONCLUSION 
This study has addressed the issue of using the potential of 

artificial intelligence to explore the sentiments and attitudes of 
customers concerning the performance of the Saudi 
telecommunications companies during the COVID-19 
pandemic. It is clear that most users had negative attitudes. 
The study has offered an integrated approach that combines 
VSC and discourse analysis tools to address the limitations 
traditionally associated with opinion mining applications. The 
integration of discourse analysis tools was useful in attaining a 
deeper understanding of the users’ responses and attitudes. 
Although this study was limited to the performance of 
telecommunications companies in Saudi Arabia during the 
COVID-19 pandemic, the proposed method can be usefully 
applied in other opinion mining applications, especially in 

Arabic, which poses many challenges for researchers due to its 
unique linguistic features and lack of linguistic resources. 
Such issues tend to have negative implications for NLP 
applications in Arabic, including opinion mining. 
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Abstract—Building footprint extraction is an essential process 
for various geospatial applications. The city management is 
entrusted with eliminating slums, which are increasing in rural 
areas. Compared with more traditional methods, several recent 
research investigations have revealed that creating footprints in 
dense areas is challenging and has a limited supply. Deep 
learning algorithms provide a significant improvement in the 
accuracy of the automated building footprint extraction using 
remote sensing data. The mask R-CNN object detection 
framework used to effectively extract building in dense areas 
sometimes fails to provide an adequate building boundary result 
due to urban edge intersections and unstructured buildings. 
Thus, we introduced a modified workflow to train ensemble of 
the mask R-CNN using two backbones ResNet (34, 101). 
Furthermore, the results were stacked to fine-grain the structure 
of building boundaries. The proposed workflow includes data 
preprocessing and deep learning, for instance, segmentation was 
introduced and applied to a light detecting and ranging (LiDAR) 
point cloud in a dense rural area. The outperformance of the 
proposed method produced better-regularized polygons that 
obtained results with an overall accuracy of 94.63%. 

Keywords—Deep learning; object detection; mask R-CNN; 
point cloud; light detecting and ranging (LiDAR) 

I. INTRODUCTION 
The identification and extraction of urban footprint has 

become an important research topic and tool in city planning, 
transportation planning, urban simulation, 3D city modelling, 
and building change detection [1-3]. Automatic building 
footprint extraction is needed to meet the rising demand for 
precise city building outlines. LiDAR data creates digital 
terrain and surface models [4]. Despite the benefits of using 
LiDAR to extract vegetation, essential infrastructure, and 
hydrography, building footprint extraction is desired for 
estimating population, energy demand, and quality of life 
[5].Several techniques have been introduced to extract building 
footprints using optical sensors. These techniques include 
image-based, LiDAR-based, and data fusion-based [6]. For 
instance, Image-based technique use spectral properties. 
Spectral ambiguities and shadow occlusions can lead to 
inaccurate building footprints. [7]. Nemours approaches used 
LiDAR intensity, echo, and geometric attributes, but fusing 
LiDAR and high-resolution images improves performance and 
robustness. 

Deep learning uses multilayer neural networks in many 
applications [8, 9] such as: object detection [10], image 
classification, image denoising [11], medical image 
segmentation [12], image super-resolution [13-15], and depth 

prediction in stereo and monocular images [16]. Recently, 
several researches have investigated deep learning algorithms 
to improve building footprint extraction [17-19] either using 
CNN or a fully convolutional neural network. 

CNN-based object detectors are single and two-stage. Fast 
R-CNN, faster R-CNN [20], and mask R-CNN are widely 
identified as two-stage detectors. Fast R-CNN doesn't allow 
end-to-end training since it uses a selective search to extract 
region proposals, which reduces the performance. Faster R-
CNN replaces Region Proposal Network (RPN) selections, 
allowing end-to-end training. However, multiscale and small 
objects are a challenge. Despite their high inference speed [21], 
YOLO [22], YOLOV2, YOLOV3, and Single Shot Detector 
SSD [23] are single-stage networks with low detection 
accuracy in dense and tiny objects. Building footprint 
extraction requires accuracy; hence a two-stage neural network 
is used. 

Mask R-CNN combines object detection and segmentation 
to improve overall accuracy and detect small and multiscale 
objects. But the detection speed is hardly real-time. 

Class imbalance is an issue in remote sensing. This occurs 
when one or more classes are underrepresented in a dataset [7]. 
Traditional learning algorithms assume a balanced training set, 
which leads to a bias toward the majority classes. 
Consequently, the built model predicts poorly since all objects 
are in the dominating class regardless of the feature vector 
value [24]. The majority class classification bias is worse for 
high-dimensional data when variables exceed samples. The 
problem of skewed class distribution caused by uneven data 
was ignored. Class imbalance techniques are divided into data 
and algorithmic techniques. Data level approaches include data 
sampling, random over sampling, random under sampling, and 
a hybrid between them and feature selection. Algorithmic 
approaches are cost-sensitive and hybrid/ensemble. these 
approaches perform better. 

In imbalanced datasets, ensemble classifiers improve single 
classifiers by merging them. Ensemble learning algorithms 
improve imbalanced data classification more than data 
sampling strategies. Due to precision-focused ensemble 
construction methods, the minority class is unrecognized. 
Developing ensemble learning algorithms must address class 
imbalances. Several approaches using ensemble learning and 
imbalanced learning have been reported [4]. Integrating 
ensemble-based techniques into an imbalanced dataset reduces 
overfitting and improves classification accuracy. 
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This paper used an ensemble of mask R-CNNs to 
effectively extract the building footprint using the LiDAR 
dataset in dense rural areas. The dense area in Maghagha city 
contains a skew distribution between structure and unstructured 
buildings. Datasets of GIS buildings were integrated with the 
collected LiDAR dataset to improve the building extraction 
results. The main contributions are summarized as follows: 

• The mask R-CNN framework was used to effectively 
extract building footprints in dense areas. 

• Different core mask R-CNN networks were adopted to 
benefit from transfer learning and different strategies 
(data augmentation and postprocessing). 

• Class imbalance was handled in building types using a 
weighted voting ensemble approach. 

The remainder of this work is structured as follows: 
Section 2 provides relevant work and a summary of point cloud 
classification methods. Section 3 introduces the proposed 
LiDAR building footprint extraction method from the point 
cloud. Section 4 summaries the results of several tests done to 
evaluate the efficiency of the proposed LiDAR classification 
method on real data for Maghagha area. Section 5 concluded 
the findings. 

II. RELATED WORK 
LiDAR is an effective remote sensing technology for 

precisely describing terrain geometry. Thus, it is a viable 
solution for mapping dense urban areas to support 
infrastructural reconstruction, maintenance, and visibility. 
LiDAR technology provides very precise spatial resolution and 
height information [25]. Many studies have outlined the 
benefits of applying LiDAR data in characterizing urban 
structures [26, 27]. LiDAR point cloud data segmentation for 
automatic building extraction improves building detection and 
surface extraction in urban scenes [28]. A point feature based 
on normal vector variance is presented to extract buildings 
from LiDAR point cloud data by merging point- and grid-
based features [29]. Building footprints using LiDAR data 
were needed to build a dataset for the open data portal and 
evaluate the minimal acceptable criteria for accurate building 
extraction [30]. Airborne laser scanning is a good choice in 
urban planning because of its capacity to determine building 
height, mobility, and rapid data acquisition [19, 31]. 

Morphology utilizes a filtering window to create an 
identical output image. A morphological operation compares a 
point's value to its neighbors. Dilation and erosion are 
morphological procedures that extend or diminish structures. 
Dilation adds border points, but erosion subtracts. The image 
structure dictates how many points are added or removed. The 
structuring element is a set of coordinates that determines the 
performance [1, 32]. 

Recently, machine learning algorithms in LiDAR have 
been generalized. Insufficient, complicated structure and large 
size limit the machine learning performance. In [4], The 
authors presented an effective method for combining point 
cloud and optical data. The method extracted points and super 
voxel features. The TraAdaboost algorithm with multi classes 
was utilised to improve LiDAR-based point cloud 

classification. The results demonstrated the improved 
classification performance compared with nonregistered 
LiDAR points. In [5] Integrated spectral signatures from 
diverse sensors into LiDAR point cloud classification utilizing 
multiple feature spaces using machine learning algorithms. 

Furthermore, several efforts were conducted [1, 4, 5] to 
assess LiDAR data in building footprint extraction, varying 
between semiautomatic to automatic. Extracting a building 
footprint can be divided into three phases: isolating nonground 
points, segmenting building points, and extracting the building 
outline from the building footprint segmentation, as shown in 
Fig. 1. 

 
Fig. 1. Typical Building Footprint Extraction from LiDAR Data. 

Different levels of filters, such as morphological filters [5, 
24, 33], progressive densification [34], surface-based filters 
[35], and segmentation-based filtering [36], can be applied in 
the isolation of nonground points phase. These filtering 
methods work well on flat ground but poorly on undulating 
terrain [37]. Another common approach was to employ a 
nonhierarchical classification to separate land-use types. Here, 
point cloud intensity was used to improve classification. 
However, roadways and parking lots have the same intensity 
values as building rooftops; including them does not improve 
results [38]. 

In the segmentation phase, trees, utilities, buildings, etc. are 
used as nonground points. A traditional method for separating 
these objects uses thresholds on a digital surface model (DSM) 
or a normalized DSM (difference between Digital Terrain 
Models DTM and DSM) [39]. This isn't always successful, as 
trees and buildings are often comparable heights and close 
together [40]. Other approaches for separating trees from 
building points include morphological filters, texture analysis, 
and plane fitting [41], and hierarchical object-oriented 
classification [42]. Notably, the acuracy depends on study area 
complexity [43]. SSD is considered simple compared with 
other approaches that use object proposals. SSD encapsulated 
proposal creation and feature resampling in a single network to 
simplify training [23]. Mask R-CNN can distinguish the 
adjacent objects and extract the outline of an object [44]. 
Finally, an extraction technique to construct a polygon or 
footprint from noisy and irregular boundaries is required. 
Examples of most common approaches include the least 
squares technique [45], nonlinear least squares [46], angle 
histogram of boundary points [47], weighted line segmentation 
[5], and invariant parameters using known roof types [48]. The 
quality of the building footprint depends on the various factors 
as point density, geometry, and building density [48]. In a fully 
convolutional network, a Spatial Residual Inception module 
termed (SRI-Net) was proposed to collect and combine 
multiscale multilevel features. SRI-Net can detect large 
buildings easily while preserving global and local details [49]. 
Due to land-cover changes and delayed geospatial data 
updates, some building annotations may be missing in the 
ground truth building mask., thereby leading to confusion in 

Isolation of non 
ground points  

Segmentation 
of building 

points  

Extraction of 
building 
outlines  
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CNN. To address this issue, the building footprints extraction 
problem was formulated as a long-tailed classification. Then, a 
three-term joint loss function was proposed: 1) logit adjusted 
cross-entropy, 2) weighted dice loss, and 3) boundary 
alignment loss. The obtained results indicate that the proposed 
loss function preserves the fine-grained structure of building 
boundaries, effectively discriminates between building and 
background pixels, and increases F1-scores [50]. 

III. PROPOSED METHOD 
An ensemble method for building footprint extraction was 

introduced that combines two mask R-CNNs working in 
tandem, followed by a postprocessing phase to enhance 
building footprint prediction. Two backbone architectures were 
adopted ResNet (101, 34). The input layer accepts images of 
dimensions 256 × 256 and 128 × 128 pixels, respectively. 
Furthermore, different augmentation approaches were adopted 
to enhance the results. Fig. 2 shows a graphical representation 
of the proposed approach. 

The mask R-CNN is a versatile model used in different 
fields [21] and comprises two phases: region proposals 
generation and classification [51]. This paper adopted the mask 
R-CNN as the benchmark model for detecting the footprints of 
rural buildings in dense areas. In the following subsection, data 
preparation, training, and detection phases were discussed in 
detail. 

A. Data Preparation 
Six-stage workflow in extracting the building footprint was 

adopted a. In the first stage, DSM for the study area was 
generated a using LiDAR ENVI software. To automatically 
define the building footprint, only points designated as 

buildings was filtered. The deep learning framework for the 
ArcGIS Pro software was incorporated in the preparation and 
labeling of the second stage. Thus, 150 sample buildings were 
chosen to serve as training data for the proposed neural 
network ensemble using “Label Object for Deep Learning.” In 
the third stage, to contain image chips and labels, the sample 
data were converted into training data using the “Export 
Training data for Deep Learning” tool. In the fourth stage, two 
mask R-CNN ResNet backbones (34, 101) were trained and 
generated models for each of them. In the fifth stage, the 
“Detecting Objects using Deep Learning” tool was used for 
testing and data inferencing. Finally, the regularization of the 
building footprint use was done in the sixth stage by simply 
removing artifacts and correcting distortions in the building 
footprint polygons generated using “Feature Extraction.” 

B. Backbone Initialization 
Image patches of size (256 × 256 and 128 × 128) were fed 

to ResNet-101 and ResNet-34 backbones in mask R-CNN, 
respectively to extract features. Table I shows a detailed 
description of both backbones. The residual family converges 
faster and achieves better training results compared with the 
shallow network. The image patches were fed to the backbone 
architecture to extract feature maps using transfer learning. 
These feature maps served as input for the next layer, after 
which the RPN was applied. This forecasts whether an object is 
present in that region. Here the regions obtained from RPN, 
which the model predicts, contain some objects and take 
various shapes. Hence, a pooling layer was applied to make the 
shape of all regions uniform. Next, these regions were fed to a 
fully connected network to forecast class labels and bounding 
boxes. 

 
Fig. 2. Workflow of Mask R‐CNN Ensemble Learning by using Two different Backbones Resnet 101 and 34. 
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C. The Ensemble Voting Schema 
Dense urban in the Maghagha study area is considered a 

mix of structured and unstructured building units. However, 
the skew class distribution between most of the unstructured 
and structured buildings introduced a bias in favor of the 
majority class. To address this problem, a hard-weighted 
voting scheme of the selected models was set ranging from 0 to 
1. For each roof type, each model has a class likelihood score. 
The scores were multiplied by the CNN weights. Then, the 
products for the weighting step were summed. The weights 
were chosen at random using the Bayesian optimization 
process. Finally, the output class was decided using the 
maximum probability index. With default parameter settings, 
the Bayesian optimization method was run 100 times. The 
weighted voting is given in Eq (1). 

weighted voting = w1 ∗ Model1 + ⋯ . +wn ∗ Modeln       (1) 

where n denotes the number of models and 𝑤1 and 𝑀𝑜𝑑𝑒𝑙1 
represent the weight and probability score of the selected Mask 
R-CNN model, respectively. Two models are considered in this 
work (n=2). 

TABLE I. RSNET-34 AND 101 ARCHITECTURES 

Layer 
name 

Output 
size ResNet-34 ResNet-101 

Conv1 112 × 
112 

7 × 7,64, stride 2 
3 × 3 max pool, stride 2 

Conv2.X 56 × 56 �3 × 3, 64
3 × 3, 64� × 3 �

1 × 1, 64
3 × 3, 64

1 × 1, 256
� × 3 

Conv3.X 28 × 28 �3 × 3, 128
3 × 3, 128� × 4 �

1 × 1, 128
3 × 3, 128
1 × 1, 512

� × 4 

Conv4.X 14 × 14 �3 × 3, 256
3 × 3, 256� × 6 �

1 × 1, 256
3 × 3, 256

1 × 1, 1024
� × 23 

Conv5.X 7 × 7 �3 × 3, 512
3 × 3, 512� × 3 �

1 × 1, 512
3 × 3, 512

1 × 1, 2048
� × 4 

 1 × 1 Average pool, SoftMax 

FLOPs  3.6 × 109 7.6 × 109 

IV. EXPERIMENTAL RESULTS 

A. Dataset 
Maghagha city is located in the north of El-Minya 

Governorate, Egypt. It is positioned between longitudes (30° 
30′: 31° E), and latitudes (28° 30′: 29° N), as shown in Fig. 3, 
and covers an area of approximately 2,700 km2 [52]. Trimble® 
AX60, a high-performance, adaptable, and fully integrated 
airborne LiDAR solution designed to fulfill most aerial survey 
needs were utilized. The AX60 is a complete system that 
provides optimum quality, operational flexibility and 
efficiency, and in-service reliability [53]. The dataset was 
acquired using an Airborne Beechcraft B200. Furthermore, 
another dataset of high-resolution optical data, Nikon IC65+ 
and 2D-RGB imagery, from the same aircraft with sensors 
being rigidly fixed to the same platform used. Table II shows 
the parameters of the system used. The collected dataset study 
area comprises 10 LAS files, each approximately 2.2 km in 

width and 18.5 km in length. Additionally, we collected 580 
TIF RGB images measuring 1.6 km in length and 1.2 km in 
width. Because of limited computation power, one LAS file 
was used to generate DSM and Digital Elevation Model DEM 
for the data object segmentation process. As a sample training 
set, only two roof types were considered: structured and 
unstructured, as shown in Fig. 4. 

B. Evaluation Matrics 
The proposed building footprint extraction workflow 

performance was evaluated using the overall accuracy (OA), 
precision, recall, and F-score. The precision computed by Eq. 
(2) shows the average of images that are correctly identified to 
the total number of structured and unstructured buildings that 
are correctly and non-correctly identified with the reference 
input. 

Precision (P) = Tp
Tp+Fp

             (2) 

where Tp and Fp  represent the true and false positives, 
respectively. 

TABLE II. THE PARAMETERS OF THE USED SYSTEM 

Trimble® AX60 System 

LiDAR point clouds 

Sensor model Trimble AC IQ180 

Laser wavelength Near-infrared 

Laser pulse repetition rate (PRR) 100–400 kHz 

Scanning mechanism Rotating polygon mirror 

Scan frequency (max.) 200 Hz 

Operating flight altitude 50–4700 m (164–15,500 ft) AGL 

Range measurement accuracy 2 cm 

Intensity capture 16-bit dynamic range for each echo 
  
Digital aerial camera 

Model Nikon IC 65+ 

Array size 80 MP 

Channels Three (RGB) 

Shutter type Electronically controlled leaf shutter 

Ground sample distance >5 cm 

Calibration Geometrically and radiometrically 

 
Fig. 3. Location Map of the Study Area (Maghagha, El-Minya Governorate, 

Egypt). 
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(a) 

 
(b) 

Fig. 4. Samples of Training Set Roofs, Structured and Nonstructured 
Covered (a) Point Clouds and (b) Very High-resolution RGB Image. 

Recall, Eq. (3) defines the average number of structured 
and nonstructured buildings that are correctly identified of the 
total number of buildings that are correctly and non-correctly 
identified. 

Recall (R) = Tp
Tp+FN

             (3) 

where FN represents the false negative. 

F-score is defined in Eq. (4). If the obtained value is 1, the 
object detection is best and is worst when at 0. 

F-score = 2PR
P+R

              (4) 

Finally, OA represents the ratio of correctly identified 
structured and nonstructured buildings to the total number of 
buildings. 

C. Experimental Setup 
The suggested building footprint detection model was 

tested using datasets from Maghagha areas. The chosen dataset 
contains a mix of urban variety, including both structured and 
unstructured roofs. Various roofing materials, shapes, widths, 
and heights were used on the buildings. The LiDAR data used 
were collected on March 25, 2015. The system had a 30° 
scanning angle and a ±15° camera angle. The LiDAR data 
have an average point density of 7 points/m2 and a point 
spacing of 0.38 m. Overall, the minimum and maximum 
elevations of the operating area were 46.83 and 90.5 m, 
respectively. In the working area, DSM varied from 47.15 to 
104.87 m. The raw LiDAR point clouds were used to create 
two separate products: DEM and DSM. Furthermore, the laser 

scanning equipment also captured RGB images along with the 
point clouds. The orthophotos collected had a spatial resolution 
of 20 cm. 

DSM was created using Inverse Distance Weighting IDW 
interpolation with a spatial resolution of 0.05 m. Meanwhile, 
DEM was created using the multiscale curvature classification 
filtering algorithm in ArcGIS (MCC) [20]. This solution has 
several advantages, including a built-in function in ArcGIS 
software that simplifies the deployment and allows integration 
into an automated processing workflow. With a mini-batch size 
of 2, the models were trained with 20 epochs and a learning 
rate of 0.0001. All tests were run on an Intel (R) Core i7 3.40 
GHz processor with an NVIDIA GeForce GTX 1080-Ti GPU. 
These parameters were chosen based on their experimentally 
high accuracy. Because of the limited computational resources, 
optimizing the training algorithm settings may enhance 
performance even further. 

D. Results and Discussion 
Experiments were conducted in several regions with 

varying numbers of buildings and roof shapes to demonstrate 
the detection accuracy of the framework. Fig. 5 shows the 
visual results. Despite the discontinuous and unclear borders in 
the DSM pictures, the suggested approach reliably identifies 
building footprints from highly populated locations. 
Furthermore, by overcoming the obstacles of location, form, 
and size, the mask R-CNN approach precisely partitioned the 
building footprints. 

Fig. 6 shows another visual result for building footprints. 
From the results, the proposed method can accurately localize 
and segment building footprints under several settings, due to 
the extraction of a representative set of features by ResNet-34 
and the segmentation capabilities of Mask R-CNN. Thus, the 
localization and segmentation ability may be slightly reduced 
for samples with large changes in size, particularly in dense 
regions. Fig. 7 shows a snapshot of results obtained from 
ResNet101, ResNet 34, and the proposed ensemble. One can 
observe the outperformance of the proposed ensemble results 
compared with the other two backbone architectures. 

The proposed approach can precisely identify varied shapes 
of the building footprint with an average accuracy of 0.9463 on 
the dataset. Furthermore, by overcoming the differences in 
position, size, and shape, the suggested method can precisely 
segment regular and nonregular roofs. Evaluation measures 
(OA, precision, recall, and F-score) were applied to better 
understand the performance of proposed strategy. Table III 
shows the outcomes of the proposed approach. The results 
obtained show average overall accuracy, precision, recall, and 
F-score of 94.63%, 82%, 97.60%, and 88.46%, respectively. 

TABLE III. OBTAINED ACCURACY, PRECISION, RECALL, AND F1- SCORE 
OF DIFFERENT BACKBONE COMPARED WITH THE PROPOSED 

 OA Precision Recall F-score 

ResNet34 81% 32.6% 33.18% 31.4% 

ResNet101 88.75% 72.19% 70.6% 71.4% 

Proposed 
ensemble 94.63% 82% 97.60% 88.46% 
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(a) 

     
(b) 

     
(c) 

Fig. 5. Visual Results via ResNet-101 Building Footprints Extraction. (a) Input Images. (b) Ground Truth Mask Images. (c) Mask Output Images. 

     
(a) 

     
(b) 

     
(c) 

Fig. 6. Visualization Results via ResNet-34 Building Footprint Extraction. (a) Input Images. (b) Ground Truth Mask Images. (c) Mask Output. 
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(a) (b) (c) 

Fig. 7. Visualization Results for Building Footprint Extraction via a) ResNet-101, (b) ResNet-34, (c) Proposed Ensemble (Green and Red Colors Indicate 
Regular and Nonregular Roofs, Respectively).

V. CONCLUSION 
Buildings are fundamental for urban planning and are 

essential in the development of a city. The extraction of precise 
building footprints from remote sensing data has been a topic 
of consideration. Recently, it has received much attention. 
Building data are useful in many geospatial applications, 
including urban planning, risk assessment, 3D city modeling, 
environmental sciences, and natural disaster damage 
assessment. Satellite photographs, aerial shots, radar scans, and 
laser scanning data can all be used to determine the footprint of 
a building. LiDAR provides a precise and efficient method of 
getting elevation data, which can be used to extract ground 
objects such as buildings. The ability to collect high-density 
point clouds quicker, great vertical precision, and low cost are 
all advantages of LiDAR over traditional photogrammetry. 
However, accurate extraction of buildings in urban dense areas 
with imprecise boundaries is difficult due to the presence of 
nearby objects. This paper proposed a building footprint 
extraction model tested using the LiDAR dataset. The study 
was chosen because the dense rural areas have a mix of urban 
elements, including both structured and unstructured roofs. 
Conclusively, the trained building footprint extraction model 
can detect all structured and unstructured buildings in the 
LiDAR data. The detected buildings could be saved as a 
feature layer and used for various data products to derive 
business value. 
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Abstract—The advancement of hardware and deep learning 
technologies has made it possible to apply these technologies to a 
variety of fields. A deep learning architecture, the Convolutional 
Neural Network (CNN), revolutionized the field of computer 
vision. One of the most popular applications of computer vision is 
in sports. There are different types of events in cricket, which 
makes it a complex game. This task introduces a new dataset 
called SNWOLF for detecting Umpire postures and categorizing 
events in cricket match. The proposed dataset will be a 
preliminary help, it was assessed in system development for the 
automatic generation of highlights from cricket sport. When it 
comes to cricket, the umpire has the authority to make crucial 
decisions about on-field incidents. The referee signals important 
incidents with hand signals and gestures that are one-of-a-kind. 
Based on detecting the referee's stance from the cricket video 
referee action frame, it identifies most frequently used events 
classification: SIX, NO BALL, WIDE, OUT, LEG BYE, and 
FOUR. The proposed method utilizes Convolutional Neural 
Networks (CNNs) architecture to extract features and classify 
identified frames into Umpire postures of six event classes. Here 
created a completely new dataset of 1040 images of Umpire 
Action Images containing these six events. Our method train 
CNNs classifier on 80% images of SNWOLF dataset and tested 
on 20% of remaining images. Our approach achieves an average 
overall accuracy of 98.20% and converges on very low cross-
entropy losses. The proposed system is a influential answer for 
generation of cricket sport highlights. 

Keywords—Cricket match; computer vision; deep learning; 
SNWOLF dataset; umpire recognition; umpire action images; 
CNN; event classification 

I. INTRODUCTION 
The emerging areas like Artificial intelligence (AI) and 

machine learning (ML) are transforming modern society. An 
important subset of machine learning is deep learning, which 
can be employed to recognize images and speech. Deep 
learning is rapidly being applied in sports for a variety of 
applications, due to the advancements in computer vision. The 
use of AI is ubiquitous, from helping executives match in the 
decision-making process to helping athletes train on physical 
aspects. In the last few years, advances in TV channel 
transmission and CCTV technology have made it possible to 
exploit vast volumes of data and vision in the computer 

research for sporting activities is growing. CNN is a highly 
efficient deep learning feature extractor and classifier for 
detecting various details and patterns in images. Time related 
physical movements of the fingers, hands, arms, head, face, or 
torso that are expressive and significant aimed at assigning 
meaningful information or interacting with the environment. 

In recent years, gestures have become widely used by 
humans to interact with computers and machines and most 
everyday devices such as televisions, smart phones, and car 
dashboards can now be controlled with simple hand gestures. 
Gestures of cricket sports helps the umpire to take decision, 
gesture recognition for event recognition, development of 
assistive devices for the hearing impaired, sign language 
recognition, patient emotional medicine that allows very 
young children to interact with computers. It is also used in 
many areas such as gesturing [1] condition or stress level, lie 
detection, driver attention / fatigue monitoring, etc. 

Incorporating gesture recognition technology into the sport 
makes game play fairer and more proficient. Gestures made by 
sports people show what meaningful information can be 
derived. Gestures are intended by those who move parts of 
their body in a predefined way to help with specific highlights, 
video context labeling, and more importantly, decision making 
and automatic extraction of highlights. Cricket is an important 
sport in many countries, the second most popular sport in 
Asia, the fourth most popular in Europe and the second most 
popular sport in the world [2]. However, since the 19th 
century, the same old manual method has been used to update 
the scoreboard. This puts a lot of strain on the scoreboard. The 
manner of viewing the rating has modified loads in time, 
however the simple rating updating manner remains the equal 
and achieved with the aid of using a person. Therefore, in the 
21st century, there is an urgent need for automated systems in 
this area. Automated systems are replacing many of the 
tedious manual tasks performed by humans five or ten years 
ago. Therefore, there is an urgent need to develop such a fully 
functional automation system. Using state-of-the-art 
equipment and machine learning algorithms, one can improve 
the accuracy of decisions and provide perfect results that are 
evasive to the naked eye. This has led to the design of a 
system that recognizes cricket referee gestures in real time. In 

*Corresponding Author. 
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addition, the reason for choosing cricket is that there are not 
enough technical applications to make cricket more impartial 
and accurate. Therefore, cricket has become an interesting 
topic for deep learning researchers doing computer vision-
based research to identify and recognize the referee's various 
postures to extract the highlights of the cricket match. 

In this work there is no existing record of cricket referee 
behavioral gestures. Created and named own dataset- 
"SNWOLF"- to train and evaluate the performance of the 
proposed method. The dataset includes 1040 umpire actions 
images and proposed a method which uses SNWOLF dataset 
for identifying the umpire event postures from umpire action 
images and classified into six event classes for Highlights 
Extraction using CNNs. Initially the Convolutional neural 
network classifier was pre-trained on 80% Umpire Action 
Event images, like SIX, NOBALL, WIDE, OUT, LEG BYE 
and FOUR, from SNWOLF dataset and remaining 20% 
Umpire Action images are tested. Our method can be noted as 
novel approach for state-of-the art techniques. 

SNWOLF Dataset: SNWOLF is collections of Umpire 
Action images. We use this dataset to train CNN machine 
learning and computer vision algorithm. SNWOLF dataset has 
1040 Umpire Action colored images. It has Six classes, and 
they are an SIX, NO BALL, WIDE, OUT, LEG BYE, FOUR. 
The images are of size 32x32 pixels. The dataset consists of 
832 training and 208 testing examples. It is a database for 
people who want to try learning techniques and pattern 
recognition methods on real-world data while spending 
minimal efforts on preprocessing and formatting. We will use 
this database in our experiment. 

II. RELATED WORKS 
In the area of cricket activity detection, some work is 

being done using computer vision. For ball-by-ball cricket 
video classification, Dixi et al. [3] compared three separate 
CNN architectures. To classify each ball into distinct results, 
they used the VGG16-CNN framework, which had already 
been pre-trained for transfer learning. In a game of cricket, 
Batra et al. [4] suggested an automated multifaceted 
perceptual approach for detecting balls thrown. To extract the 
highlight event of the cricket match, Harry Al. [5] employed 
the intensity projection profile of the referee. Hari et al. [5] 
used the referee's intensity projection profile to extract the 
highlight event of the match of cricket. To recognize foot 
crossings, Chowdhury et al. [6] recommended using video 
processing technologies. Lazarescu et al. [7] categorized 
cricket footage in broad terms based on camera movement 
metrics. The batsman's motion vector was employed to detect 
cricket shots by Karmaker et al. [8]. Semwaletal et al. [9] used 
saliency and optical flow to emphasize static and dynamic 
cues from cricket video, and then used CNN to extract feature 
representations for these cues. Finally, they adopted a Support 
Vector Machine (SVM) [10] to categories’ cricket shots 
premised on those characteristic representations. 

There exists limited work for classification of cricket 
sports images to detect cricket events. It has been noticed that 
an approach, based on Convolutional neural networks, 
provides the most precise detection. Very few explorations 
have been conducted by experts in the of cricket event 

detection. However, none of them have attempted to recognize 
Events – like SIX,NOBALL,WIDE,OUT,LEG BYE,FOUR - 
using deep learning(CNN) method. Our findings may be the 
basis for future research on cricket video summarization and 
query-oriented highlight extraction. 

All the current vision systems mainly rely on deep learning 
approach [11] which is a part of machine learning[12] 
attracted many researchers and the results of applying to this 
technique in many fields [13], [14], [15] are becoming more 
encouraging. L. Y. Deng and Y. Liu [16] provides event 
feature manipulations at multiple levels and correctly detects 
interested events, video indexing with merge for what user 
preferences. Aravind Ravi et al.[17] used pre-trained VGG19 
and Inception V3 networks for feature extraction and highest 
classification results are obtained using linear SVM.Rabia A. 
Minhas et al.[19] proposed an effective shot classification 
method based on AlexNet Convolutional Neural Networks 
(AlexNet CNN) for field sports videos and achieves the 
maximum accuracy of 94.07%. In [20-22] provides large scale 
image Net for visual recognition, umpire-signals for different 
activities and scene classification for video summarization. 
Karen Simonyan et al.[23] suggested an evaluation of 
networks of increasing depth using an architecture with very 
small (3x3) convolution filters. In deep learning, a machine 
models learns to perform independently, the classification 
tasks from images, text, or sound with almost accurate results 
as compared to past. The models get trained by huge labeled 
data templates and neural network structure with many layers. 

Table I shows the Research Gaps in this. So we have 
carried out the work considering the current scenario of 
digitization of cricket sports video. In this paper umpire 
gestures are recognized and classified for highlights 
generation, video summary creation and further work is query 
based event retrieval from the cricket sports video at global 
level. 

Contributions of the proposed work: 

● In this work a novel deep learning framework has been 
designed to recognize Umpire Action Image such as 
SIX, NOBALL, WIDE, OUT, LEGBYE, FOUR etc 
which can be used for Cricket Video Highlight 
Summarization. It consists of 14 layers of Convolution, 
pooling, flattening and fully connected layer. 

● A designed dataset consisting of 1040 Umpire Action 
Images of events like SIX, NOBALL, WIDE, OUT, 
LEGBYE, FOUR has been built to train and evaluate 
the model. 

● This work mainly concentrates on calculating Feature 
map for each Umpire Action Image and classify it 
among six Umpire Event Classes- SIX, NOBALL, 
WIDE, OUT, LEGBYE, FOUR etc. Hence CNN has 
been applied to reach the acceptable accuracy of the 
model. 

● Rigorous experimentation has been carried out to tune 
the model and the relationship between model accuracy 
and parameters is presented. 80% dataset images used 
for huge training set and remaining for testing to 
achieve model accuracy of 96.48%. 
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TABLE I. IDENTIFICATION OF RESEARCH GAPS AND LIMITATIONS FROM 
EXISTING MODEL 

Sl.N
o. Author  Algorithm Merits Research 

Gaps 
Accurac
y 

  
Kalpit 
Dixit et 
al.[3] 

Single Frame 
Based 
architecture 
using softmax 
probabilities 

Softmax 
function 
translates 
these raw 
scores into 
softmax 
scores which 
helps for 
classificatio
n 

The model 
can be 
extended 
to more 
general 
problem of 
commenta
ry 
generation 

80% 

2 N. Batra 
et al.[4] 

Trajectory 
Approximatio
n Algorithm 

Detection of 
no-ball and 
wide ball 
making 
accurate 
decisions 

Technique 
could be 
extended 
to check 
for faults, 
order of 
service in 
doubles 
and aces. 

85% 

3 
M.Lazar
escu et 
al.[7] 

Incremental 
learning 
Algorithm 

Camera 
motion 
parameters 
define the 
trajectory of 
the ball. 

straight 
drive shot 
was 
unable to 
accurately 
classify 
the shot 

77% 

4 

Md 
Nafee Al 
Islam et 
al.[18] 

CNN model 
with transfer 
learning 

Model 
classifies 
Cricket 
bowlers 
based on 
bowling 
actions 

Extend our 
work and 
include 
bowlers 
from all 
the cricket 
playing 
nations. 

93% 

5 
Shahid 
Karim et 
al.[24] 

Inverted 
residual 
network 
architecture 

SSD method 
quickly and 
accurately 
recognize 
the multi-
gesture 
hands in 
video 

Design 
more 
advanced 
CNN 
network to 
improve 
the 
accuracy 
of gesture 
recognitio
n. 

90% 

III. PROPOSED MODEL FOR CLASSIFYING UMPIRE ACTION 
FRAMES 

A. SNWOLF Dataset 
The existing image dataset for event classification of the 

umpire action frame could not be found. Work accumulated 
pictures of Umpire completing a variety of tasks actions 
related to types of events as an example: “SIX”, “NO BALL”, 
“OUT”, “LEG BYE”, “FOUR” and “WIDE”. There are six 
types of data in the dataset. To train and test the model, we 
had to create our own dataset called "SNWOLF". Each class is 
made up of 174 images, and each of the six classes provides a 
total of 1040 images. Fig. 2 depicts some of the photographs 
from the dataset for each of the six types of events. From the 
dataset, we trained the model with 832 images and remaining 
208 images were used as a validation set to achieve test 
accuracy. 

 
Fig. 1. System Architecture for Cricket Event Classification. 

 
Fig. 2. An Example of a SNWOLF Dataset showing an Image of a Referee 
for Actions such as: “Six”, “No Ball”, “Wide", "Out", "Leg Bye" and “Four". 
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Fig. 1 shows the proposed model is a deep learning based 
model which makes use of convolution neural networks. 
There are two phases, one is training phase and another is 
testing phase. During training, the model is trained on 80% of 
SNWOLF dataset images and knowledge base is created to 
test remaining Umpire Action Images for classification among 
six classes of events. The CNN and its layers are explained in 
Section subsequent sections. 

B. Convolution Neural Network 
CNNs (Convolutional Neural Networks) [11, 12] are a 

deep learning architecture that is being used to classify images 
[13]. Yann Le Cunetal. [14] first, introduced the idea of a 
Convolutional neural network that can be trained by back 
propagation. Jing Yu, Hang Li, Shou-Lin Yin, and Shahid 
Karim [24] offer a deep learning method for recognizing 
dynamic gestures in Human-Computer Interfaces using 
Transfer learning and to recognize different gestures quickly 
and effectively but the accuracy improvement is required in 
gesture recognition. Convolutional neural network's design 
became well-known with researchers that specialize in deep 
learning, with the introduction of LeNet5 in [15] and 
demonstrated outstanding performance in handwriting 
recognition and our proposed framework of Convolutional 
Neural Network is as shown in Fig. 3. 

 
Fig. 3. Framework of Convolutional Neural Networks. 

Convolutional Neural Network has four layers. They are 
convolution, pooling, flattening and fully connected layer. We 
assume a gray scale or RGB image ‘I’ represented by size n1 * 
n2 denoted by function given in Eq. (1). 

I:{1,…,n1} *{1,…,n2}→WϵR, (i,j)7→I i,j           (1) 

Given the filter KϵR2h
1

+I*2h
2+I, the discrete convolution of 

the image I with filter K is given by Eq. (2) 

𝐼 × 𝐾 = ∑ ∑ 𝐾𝑢,𝑣𝐼𝑟+𝑢,𝑠+𝑣
ℎ2
𝑣=−ℎ2

ℎ1
𝑢=−ℎ1            (2) 

Where the filter K is given by Eq. (3). 

𝐾 =
𝐾−ℎ1,−ℎ2 … 𝐾−ℎ1,ℎ2

… 𝐾0,0 …
𝐾ℎ1,−ℎ2 … 𝐾ℎ1,ℎ2

            (3) 

A filter which is most familiar for smoothing is the 
discrete Gaussian filter KG(σ)which is given by Eq. (4). 

𝐾𝐺(𝜎) = 1
�2𝜋𝜎2 𝑒𝑥𝑝2

𝑟2+𝑠2

2𝜎2              (4) 

Convolution Layer: The small window with width and 
height spatially convolves through the input volume and dot 
products are computed between the entries of the filter during 
the forward pass. Assume layer l be a Convolutional layer. 
The input to this layer constitutes m1 (I-1) feature maps from 
the preceding layer with m2 (I-1) *m3 (I-1) size. When I=1, 
image I is a input consisting of one or more mediums. This is 
how raw images are fed as input to the convolution neural 
network. The output from the layer l constitutes m1 (l) feature 
maps m2 (l) *m3 (l) sized Eq. (5) is used to compute the 
feature map (ith) of layer l. 

Yl
i  =Bi 

(l) +∑1 m1
(i-1)

j-1 Ki,j
(l) *Yj 

(l-1)            (5) 

Where, B is a bias and K is the filter of size 2h1+l*2h2+l 
coupling the jth activation map in layer(l-1) with the ith 
activation map in layer l. m2 (l) and m3 (l) are determined by 
border influences. If layer l is not linear, m1(l) activation maps 
are the inputs to it and m1(l) = m1(I-1)activation maps are the 
outputs, each of size m2(l) *m2(l)along with m3(l) *m3(I-
1),given by Eq.(6). 

Y(l)
i =f( Y i

(l-1))              (6) 

Pooling layer: Pooling is nothing but a down-sampling 
with non-linearity. The output of pooling is maximum value of 
such sub-region and reduces size of representation, memory, 
computation in network and controls the over fitting. 

Flattening Layer: Flatten our pooled feature map into a 
column and insert the data into Artificial Neural Network. 

Fully Connected Layer: It takes the output from several 
convolution and max pooling layers and performs affine 
transformation with matrix multiplication and bias offset to 
compute its activations. The output of this layer is calculated 
using Eq. (7). 

Yi 
(l) = f (Z i 

(l) )              (7) 
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C. Model Implementation 
The provided training data set was being used to train the 

CNN model. Initially the image features are extracted from 
each umpire action training images and model creates feature 
map- knowledge base - for testing. If the image in the frame 
was categorized as being one of the six classifications as : 
SIX, NO BALL, WIDE, OUT, LEG BYE or FOUR, then the 
processed frame is accumulated in one of the six classes and 
further used for generating the Event video summary of 
Cricket Sport. Algorithm 1 depicts the way in which the 
model is created for the purpose. 
Algorithm 1 : Proposed work Model 

Input: Upload dataset- SNWOLF-consisting of 80% images for 
training purpose 
Output: trained CNN model 
Begin 
Step1: Data Pre-processing  
 Step2: Input Layer 

 This step reshapes the image into 3*32*32 pixels 
Step3: Convolution and Pooling layers 

 P=32 
For i = 1 to 4 do 

  1.Add six convolution layer with P feature maps 
of size 3*3 and a rectifier activation function. Also dropout 
layer at 20% in between these six layers 
2. Add 2*2 is the greatest pool layer size and stride 

3 
 3. P=P*2 
End 

Step4: Flatten Layer 
It is going to flatten our pooled feature map into a column. 
Set dropout layer at units and a 20% 

Step5: Dense layer: 
Create a 512-unit completely linked layer with a rectifier 
activation function.  

 Also set dropout layer at 20% 
Step6: layer output 

With 50 units and a softmax activation mechanism, create a 
fully connected output layer. 

Step7: logic layer 
 The final step is the prediction. 

End 

IV. RESULTS AND EVALUATION OF SNWOLF DATASET 
After the model has been trained, we tried to achieve 

almost 100% performance using the validity set. Fig. 4 
displays the accuracy of instruction and verification 
progressively improves with the range maximum iteration. 
Our system was able to achieve an exactness of 98.2% which 
demonstrates classification ability on the practice set. Fig. 5 

depicts the model's confusion matrix after being put through 
its paces with the test set. A matrix of uncertainty was used to 
measure the Accuracy, Precision and Recall of each class. The 
model's macro was then used to determine the F1 score 
average of the fit rate score and the recall score. Table I 
provides a summary of the model evaluation. 

Table II shows the summary result of the classification 
assessment of the model on the practice set (SNWOLF). 

 
Fig. 4. Training and Validation Accuracy. 

TABLE II. SUMMARY RESULT OF THE CLASSIFICATION ASSESSMENT OF 
THE MODEL ON THE PRACTICE SET –SNWOLF 

Event Name 

Accurac
y for 
individu
al event 

Error 
rate for 
individu
al Event 

Precisi
on 

Reca
ll 

F1 
scor
e 

Accura
cy  

1.Action.No
Ball 83.3 % 16.7% 83 52 

92% 98.20% 

2.Action.Wid
e 98.5% 1.5% 97 96 

3.Action.Out 97.9% 2.1% 97 99 

4.Action.Fou
r 98.7% 1.3% 98 100 

5.Action.Six 100% 0% 100 100 

6.Action.Leg 
Bye 98.2% 1.8% 100 91 

358 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 6, 2022 

 
Fig. 5. Confusion Matrix. 

V. CONCLUSION AND FUTURE WORK 
A CNN deep feature model is proposed in this research 

that can identify and classify six unique cricket EVENTS 
(SIX, NO BALL, WIDE, OUT, LEG-BY, FOUR) based on 
the Umpire Action Frame of the dataset. Using SNWOLF as a 
dataset, we trained the model on 80% of the images to identify 
and classify six events related to a cricket match between the 
two countries. Our model, shown in Fig. 6, test set was 98.2% 
accurate and the Fl score was 92.0%, which worked very well. 
The sample outputs of six classes Gestures are shown in 
Fig. 7. We intend to broaden our scope of study in the future 
to cover all forms of cricket competition country events where 
different types of cricket matches are played. 

 
Fig. 6. Classification Model Evaluation Results on Accuracy, Error, 

Precision, Recall, F1 Score and Accuracy. 

 
Fig. 7. Sample Images of Output Classes Six, No Ball, Wide, Out, Leg Bye 

and Four Events. 

We intend to broaden our scope of study in the future for 
detection of other events, like Ball Catch, Baler Detection, 
Boundary, Third Umpire Decision, etc. will be suggested. 
Further covering all forms of cricket competition country 
events where different types of cricket matches are played. In 
this work open problems identified for future work are Text 
Tagging for events detected and Audio Annotation with 
Commentary. 
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Abstract—Genetic Algorithm (GA) has been proven to be easy 
in falling into local optimal value due to its fixed crossover 
probability and mutation probability, while Adaptive Genetic 
Algorithm (AGA) has strong global search capability because the 
two probabilities adjust adaptively. There are two categories of 
AGA according to the different adjustment methods for 
crossover and mutation probabilities: probabilistic linear 
adjustment AGA and probabilistic non-linear adjustment AGA. 
AGA with linear adjustment of probability values cannot solve 
the problems of local optimal value and premature convergence. 
The nonlinear adaptive probability adjustment strategy can 
avoid premature convergence, poor stability and slow 
convergence speed. The typical AGA with nonlinear adjustment 
of probabilities are compared and analyzed through benchmark 
functions. The optimization performance of typical AGA 
algorithms is compared and analyzed by 10 benchmark 
functions. Compared with traditional GA and other AGA 
algorithms, AGA with crossover and mutation probabilities 
adjusted nonlinearly at both ends of the average fitness value has 
higher computational stability and is easy to find the global 
optimal solution, which provides ideas for the application of 
adaptive genetic algorithm. 

Keywords—Adaptive genetic algorithm; genetic algorithm; 
nonlinear adjustment; probability 

I. INTRODUCTION 
Genetic Algorithm (GA) was first put forwarded by 

Professor Holland [1]. GA is a highly parallel random search 
algorithm developed from natural selection and evolution 
mechanism in biology, providing a solution to complex 
optimization problems. It has the characteristics of fast search 
speed, simple process and the flexibility is strong [2]. 
However, the optimization results easily fall into local optimal 
values due to its fixed crossover probability and mutation 
probability [3-4]. 

For this reason, many researchers put forward an improved 
method of GA to enhance its global search ability. Generally 
speaking, there are three categories of these improvements [5]: 

The first category is a hybrid optimization algorithm based 
on GA [6-8]. Combining GA with other optimization 
algorithms to improve the performance is meaningful for 
solving different types of optimization problems. However, 
because different methods are relatively independent, their 
improvement work can only be carried out in their respective 
fields. 

The second category is to improve the crossover operator 
[9] or mutation operator [10] in GA, which improves the 
optimization performance of GA to some extent, but the 
improvement is not significant [11]. 

The third category is Adaptive Genetic Algorithm (AGA) 
[11-14], which adaptively adjusts crossover probability (Pc) 
and mutation probability (Pm). Because the Pc and Pm adapted 
to the population are used in each evolutionary generation, 
instead of the fixed probability value, the adaptive ability of 
GA can be greatly improved, and the algorithm can converge 
to the global optimal solution more easily. Moreover, this 
improved method has wide application range and strong 
universality [5]. 

AGA was first proposed by Srinivas et al. [15]. In AGA 
algorithm proposed by Srinivas et al., when the fitness value of 
an individual is equal to the maximum fitness value of the 
individual in this generation, the values of Pc and Pm will be 
zero, which will lead to premature optimization calculation. 
For this reason, many scholars have put forward improved 
methods for AGA. Several different versions of improved 
AGA have been found. There are two categories of improved 
AGA methods: linear adjustment and nonlinear adjustment 
according to the different adjustment methods of crossover and 
mutation probabilities. This paper focuses on AGA algorithm 
for nonlinear adjustment of probability. 

II. ADAPTIVE GENETIC ALGORITHM 
The adaptive ability of genetic algorithm should be 

reflected in that individuals in the population automatically 
discover the characteristics and rules of the environment 
according to the changes of the environment. The most obvious 
environmental feature is the individual's adaptability to the 
environment, and the most obvious evolutionary law is the 
relationship between the individual's fitness value and the 
average fitness value of all individuals in the population and 
the minimum fitness value and the maximum fitness value in 
the population. 

In evolution, individuals don't remember which generation 
they evolved into, only whether they improved their ability to 
adapt to their environment. If there are improvements, then a 
better evolutionary pattern will be found, and as much as 
possible this pattern will be preserved in the algorithm design. 
Otherwise, the model is likely to become obsolete by nature. 
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The main difference between GA and AGA is the choice of 
Pc and Pm values. In GA, these two probabilities are randomly 
determined or based on insufficient prior knowledge reference, 
while AGA depends on the state of population in the evolution 
process to select the optimal value. The optimization process of 
AGA is in Fig. 1. 

 
Fig. 1. The Flowchart for AGA. 

III. LITERATURE REVIEW ABOUT NONLINEAR ADJUSTMENT 
AGA 

There are two categories of AGA according to the different 
adjustment methods for Pc and Pm: probabilistic linear 
adjustment AGA [16-18] and probabilistic nonlinear 
adjustment AGA [19-22]. AGA with linear adjustment of 
probability values cannot solve the problems of local optimal 
value and premature problem [19-22]. The nonlinear adaptive 
probability adjustment strategy can avoid premature problem, 
poor stability and slow convergence speed. According to 
whether the probability is adjusted at two branches of the 
average fitness value, the AGA with nonlinear adjustment can 
be divided into three types: one end is fixed and the other end 
is nonlinear adjustment (taking the average fitness value as the 
cutoff point) [18-19]; linear adjustment at one end and 
nonlinear adjustment at the other [21-22]; nonlinear adjustment 
at two ends. 

A. One Branch is Fixed and the Other is Adjusted 
Nonlinearly [19-22] 
1) Nonlinear adjustment of probability value by 

exponential function[19]: Equation (1) and equation (2) give 
the adjustment formulas of Pc and Pm through exponential 
function [19] in solving the minimum optimization problem, 
respectively. This AGA is labeled as AGA-1. 
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where maxf  , minf  and avgf  represent the maximum, minimum 
and average fitness values, respectively; 𝑓 ′ is the larger fitness 
value of the selected individuals participating in crossover for 
Pc [18], and f is the fitness value of selected individual 
participating in mutation for Pm [18], and max min (0,1)P P> ∈ . If 

avgf f′ =  or avgf f=  , Pc = 0.01 and Pm = 0.001. 

2) Nonlinear adjustment of probability value by sigmoid 
function[20]: The adjustment formulas of Pc and Pm through 
sigmoid function (A=9.903438) [20] in solving the minimum 
optimization problem are given in Equation (3) and 
Equation (4), respectively. This AGA is labeled as AGA-2. 
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Fig. 2 shows the adaptive curves of Pc and Pm for AGA-1 
and AGA-2. Pc and Pm will adjust nonlinearly according to the 

fitness of individuals between avgf and minf . 

 
(a) Pc. 

 
(b) Pm. 

Fig. 2. Adaptive Pc and Pm of AGA-1 and AGA-2. 
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B. One Branch is Linear and the other is Nonlinear (Mark as 
AGA-3) [22] 
Although AGA-1 and AGA-2 can avoid the local 

optimization and the premature convergence problem to some 
extent due to the adoption of a nonlinear adjustment strategy 
on one branch, it may still lead to the algorithm to fall into 
local optimum solution easily when the individuals’ fitness 
value are larger than average fitness value and Pc and Pm are 
both fixed. For this reason, Wang [21] proposed the following 
improved adjustment strategy as shown in equation (5) and 
equation (6). 
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Adjustment curves of Pc and Pm for AGA-3 are in Fig. 3. 

 
(a) Pc. 

 
(b) Pm. 

Fig. 3. Adaptive Pc and Pm of AGA-3. 

C. Two Branches are Nonlinear (Mark as AGA-4) [22] 
The values of Pc and Pm are adjusted adaptively and 

nonlinearly at both branches by sigmoid function [22]: 
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Adjustment curves of Pc and Pm for AGA-4 are presented 
in Fig. 4. 

 
(a) Pc 

 
(b) 

Fig. 4. Adaptive Pc and Pm of AGA-4. 

IV. ANALYZE ALGORITHM PERFORMANCE BY BENCHMARK 
FUNCTION 

The performance of the above four AGAs for minimum 
optimization problems is examined in this section. In order to 
analyze the results, basic GA is used as a benchmark for 
comparison. Ten standard benchmark functions commonly 
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used in literatures are selected for numerical simulation 
analysis. 

A. Parameters Setting of Algorithm 
GA and the above four AGAs have the same parameters 

except Pc and Pm. All parameters are exhibited in Table I. 

TABLE I. PARAMETERS OF GA AND AGAS 

Parameters Value Parameters Value 

Population(P) 50 Pcmax for AGA-1 and AGA-2 0.75 

Generation(G) 500 Pcmin  for AGA-1 and AGA-2 0.3 

Pc for GA 0.85 Pm1 for AGA-3 and AGA-4 0.1 

Pm for GA 0.01 Pm2 for AGA-3 and AGA-4 0.05 

Pc1 for AGA-3 and AGA-
4 0.9 Pm3 for AGA-3 and AGA-4 0.01 

Pc2 for AGA-3 and AGA-
4 0.6 Pmmax for AGA-1 and AGA-

2 0.075 

Pc3 for AGA-3 and AGA-
4 0.3 Pmmin  for AGA-1 and AGA-2 0.01 

B. Benchmark Function 
Ten benchmark functions [23] are used here to evaluate the 

performance of AGA. Their expressions, search ranges and 
global optimum values are listed in Table II. f1–f5 are multi-
modal functions, and f6–f10 are singlemodal functions. GOV 
stands for global optimum value, and D stands for dimensions 
in Table II. 

C. Numerical Results 
The numerical results are presented in Table III and IV. 

Table III gives the average optimum value of 20 calculations 
using basic GA and the four different AGAs, and Table IV 
provides the standard deviations. 

The results in Table III show that the optimized values 
obtained by AGA-4 are the smallest among the five algorithms, 
showing the advantage of AGA-4 in solving the minimum 
optimization problem. It can be seen from Table IV that the 
standard deviation values of AGA-4 in the 20 calculations are 
also the smallest, which indicates the stability and the 
optimization consistency. Numerical results demonstrated that 
the adaptive probability of nonlinearly tuning Pc and Pm can 
avoid the problems of premature maturation and slow 
convergence, as well as poor stability of AGA-4. 

TABLE II. BENCHMARK FUNCTION 

Objective function Search range GOV1 D2 
2
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TABLE III. AVERAGE OPTIMUM VALUE 

 f1 f2 f3 f4 f5 f6 f7 f8 f9 f10 

GOV 0 0 0 -186.731 -2.0626 0 0 0 0 0 

GA 0.747 4.262 335.36 -169.591 -2.0604 42.754 54.017 2.213 0.001 0.453 

AGA-1 0.696 2.237 31.884 -177.974 -2.0615 9.661 1.875 0.128 9.879e-5 0.026 

AGA-2 0.668 2.221 21.878 -180.060 -2.0621 9.122 1.724 0.122 7.272e-5 0.020 

AGA-3 0.707 2.414 29.548 -164.344 -2.0609 9.171 2.105 0.124 7.806e-5 0.024 

AGA-4 0.581 1.860 21.072 -184.722 -2.0622 5.670 1.638 0.068 2.841e-5 0.017 

TABLE IV. STANDARD DEVIATION 

 f1 f2 f3 f4 f5 f6 f7 f8 f9 f10 

GOV 0.2619 0.8444 213.232 27.7019 0.0024 27.7788 90.221 1.9592 0.0015 0.2438 

GA 0.1976 0.5892 30.0707 18.2699 0.0028 10.6393 0.9642 0.1247 1.354e-4 0.0240 

AGA-1 0.2194 0.5436 18.5877 13.4561 0.0011 9.5237 0.8206 0.1124 1.291e-4 0.0163 

AGA-2 0.2328 0.8642 38.3224 21.6508 0.0019 7.6770 1.5144 0.1138 1.525e-4 0.0266 

AGA-3 0.1589 0.5008 10.0260 2.4383 3.737e-4 2.2428 0.7944 0.0450 3.366e-5 0.0107 

AGA-4 0.2619 0.8444 213.232 27.7019 0.0024 27.7788 90.221 1.9592 0.0015 0.2438 

D. Discussion 
In order to improve the comparative analysis of different 

AGAs, the probability adjustment curves of different AGAs are 
drawn in Fig. 5. Fig. 5 exhibit that the curves of Pc and Pm in 
AGA-3 become steeper when avgf  and minf are closer to each 
other. As a result, the probabilities of these individuals are 
greatly different each other even if there is little difference in 
individual fitness values. Thus, most individuals only have 
lower Pc and Pm, causing the evolution to stagnate. In order to 
avoid the occurrence of the above situation, firstly, the adaptive 
adjustment curves of Pc and Pm should be changed slowly at

avgf so as to greatly enhance Pc and Pm of individuals with 

fitness closer to avgf  . Secondly, to ensure that better 
individuals in contemporary population still have a certain 
crossover and mutation probabilities, the adaptive adjustment 
curve at minf should be smoothed. Although AGA-1's adaptive 
adjustment curve is relatively smooth in the near area avgf , it 

retains a large probability value in the near area minf , which is 
not conducive to the retention of dominant individuals in the 
late stage of evolution. However, in AGA-2, the Pc and Pm 
vary slowly in the near area

avgf , and Pc and Pm values close to

avgf are significantly improved. At the same time, since the 
patterns of nearby minf individuals are preserved as much as 
possible, their values are low but greater than zero, which 
explains why the algorithm tries to get out of local 
convergence. 

On the other hand, the results of AGA-2 are obviously 
better than AGA-1 and AGA-3, which indicates that a good 
nonlinear adjustment curve can greatly improve the 
performance of AGA. However, to some extent, it is easy for 
AGA to fall into the local optimal solution because AGA-2 
adopts a fixed probability value between

avgf  and maxf . AGA-4 

makes the Pc and Pm curves change nonlinear slowly through 
nonlinear adjustment, and makes the curves smooth at any 
point. When the individual population is in a comparable state, 
AGA-4 pulls apart most individuals near 

avgf , thus promoting 
the process of evolution. It is of positive significance to 
eliminate local convergence and prevent the algorithm from 
falling into stagnation. 

 
(a) Pc 

  
(b) Pm 

Fig. 5. Adaptive Pc and Pm of AGA-1, AGA-2, AGA-3 and AGA-4. 

V. CONCLUSION 
AGA algorithms with nonlinear adjustment of Pc and Pm 

are systematically summarized, and the optimization 
performance of typical AGA algorithms is compared and 
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analyzed by 10 benchmark functions. The optimization 
calculation results of benchmark functions show the superiority 
of AGA-4 which has crossover probability and mutation 
probability that are nonlinear adjusted at both ends of 

avgf . 
Compared with traditional GA and other AGA algorithms, 
AGA-4 has higher computational stability and it's easy to find 
the global optimal solution.  

In the future, we will study the crossover operator and 
mutation operator of AGA in order to further improve the 
performance of the optimization algorithm. 
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Abstract—The automated guided vehicles dispatching is one 
of the important operations in containers terminal because it 
affects the loading/unloading process. This operation has become 
faster and more complex until the automation advent. Although 
this evolution, the environment has become dynamic and 
uncertain. This paper aims to propose an improved particle 
swarm approach for solving the bi-objective problem of 
automated guided vehicles dispatching and routing in a dynamic 
environment of containers terminal. The objectives are to 
minimize the total travel distance of all automated guided 
vehicles and maximize the workload balance between them. The 
application of particle swarm algorithm in its basic form, shows a 
premature convergence. To ameliorate this convergence, the 
authors proposed the application of a method to escape the worst 
particles from the local optimum. The new Hybrid Guided 
Particle Swarm approach consists of hybridization between 
Dijkstra algorithms and a Guided Particle Swarm Algorithm. 
The routing problem is solved with Dijkstra algorithm and the 
dispatching problem with guided particle swarm approach.  As a 
first step, this approach has been applied in a static environment 
where the dispatching parameters and the routing parameters 
are fixed in advance. The second step consists of applying this 
approach in a dynamic environment where the number of 
containers associated with each automated guided vehicles can 
change, the shortest path and the container locations can also 
change during the algorithm execution. The numeric results in a 
static environment show a good Hybrid Guided Particle Swarm 
performance with a faster and more stable convergence, which 
surpasses previous approaches such as Hybrid Genetic Approach 
and the efficiency of its extension approach Dynamic Hybrid 
Guided Particle Swarm in a dynamic environment. 

Keywords—Dispatching; automated guided vehicles; dynamic; 
containers; particle swarm; genetic algorithm 

I. INTRODUCTION 
The productivity of maritime transportation has 

significantly advanced with the advent of automation. 
Automated container terminals have become crucial 
intermediaries between the marine and land transportation 
systems. As the number of ships entering and exiting daily 
from terminals has greatly increased, the number of containers 
loaded by ships has become very large [1]. Following this 
revolution, many maritime ports worldwide have established 
automated equipment to manage the increase in container 
traffic. They also installed an automated control system to 
achieve an optimal performance. The equipment in ACT is 
classified into three principal types: quayside equipment, quay 

cranes (QCs) used to load or unload containers from or to the 
ship; landside equipment, yard cranes (YCs) employed for 
container loading or unloading in the yard storage depots; and 
intermediate zone equipment, automated guided vehicles 
(AGVs) used to transport containers from the two sides of the 
port. An AGV is a mobile robot that follows markers or wires 
on the floor or uses vision, magnets, or lasers for navigation. It 
is extensively employed in industry to transport goods from an 
origin location to a target location [2, 3, 4]. AGVs are widely 
used in manufacturing, medicine, and logistics industries. 
Although this equipment has accelerated the ACT operations, 
any working failure of any one of them may cause a late or 
partial blockage or global blockage of the whole system in the 
ACT. The most critical goal of an automated container 
terminal is to increase productivity by minimizing the berthing 
duration of ships. This objective can be accomplished by 
finishing the main ship loading/unloading operation at its 
scheduled time because any lateness can affect the 
synchronization of the entire system. This operation includes 
four types of sub-operations: (1) loading/unloading containers 
from/to the ship, (2) AGV dispatching and routing, and (3) 
loading/unloading containers to the yard storage zone. The 
container loading/unloading process began after ship berthing. 
The containers are unloaded from the ship by the quay cranes 
and are then transported by the AGVs to the landside of the 
port. They are then unloaded by yard cranes and stocked in the 
corresponding yard storage zone. Conversely, the ship-loading 
operation begins by assigning containers to AGVs for transfer 
to the quayside to be loaded by the quay cranes to the ship. 
These loading and unloading operations have become faster 
with the advent of container terminal automation and a high 
number of equipment in the port [5]. Nevertheless, with this 
important evolution of the container terminal, the risk of 
breakdown of any element in the system increases. This 
failure can have some consequences, such as the lateness of 
the loading/unloading operation; therefore, the berthing 
duration of the ship increases, which will indirectly disturb the 
productivity of the port. The latency of the ship berthing 
duration may cause the unavailability of container terminal 
equipment, which will delay the loading/unloading operation 
of all ships after this disruption. This paper studies the 
problem of AGVs dispatching in a static and dynamic 
environment of containers terminal. In the first step, the 
authors investigate to solve the static problem. They choose to 
optimize the total travel distance of all AGVs and the 
workload balance between them. By studying these two 
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criteria; the total travel distance depends on AGV’s path and 
the balance workload depends on AGV’s autonomy. The first 
criteria were optimized by using an exact algorithm to search 
the shortest path for each AGV and the second criteria were 
optimized by maximizing the autonomy of each AGV. The 
workload balance makes the AGVs system more robust 
because the AGV working more tasks than other AGVs will 
lose its autonomy early. Because the AGV’s autonomy is 
limited to its battery energy, the breakdown of AGVs can be 
frequent with absence of workload balance. In a static 
environment, this problem parameters are fixed in advance; 
the number of road network nodes, and the number of AGVs, 
and the number of containers. However, the real situation in 
maritime ports in completely different because the number of 
equipment is big, so the possibility of breakdown of any 
equipment is also big. A breakdown of any equipment can 
make a delay in the corresponding sub-process which can 
affect the loading /unloading operation. A new ship arriving to 
the port may haven’t the necessary equipment of its 
unloading/loading operation available. An extension of the 
proposed approach in the first step, was developed to solve the 
problem of dispatching AGVs to containers in a dynamic 
environment. The remainder of this paper is organized as 
follows: the second Section presents a literature review of this 
problem. The problem description and mathematical 
formulation are presented in the third Section. In the fourth 
Section, we present the proposed approaches in a static 
environment. In the fifth section, the authors propose an 
extension of the proposed approach for the dynamic 
environment. The numerical study results are cited in the sixth 
section, and finally, a discussion of the results and conclusions 
is given in the seventh section. 

II. LITERATURE REVIEW 
A. Related Work 

In ACTs, the operations can be grouped into two classes of 
processes: loading and unloading. The loading process 
consists of transferring containers from the yard location area 
to AGVs via yard cranes to be transported to the ship to be 
loaded by the quay cranes. The unloading process involves 
unloading containers from the ship using quay cranes, and 
transportation by AGVs to the corresponding storage locations 
in the yard. Many studies have focused on ACT operations. 
Most studies were concerned with global loading and 
unloading operations. They proposed simultaneous scheduling 
systems including QCs, AGVs, and YCs. Despite the 
importance of dispatching containers to AGVs and AGV 
routing in the unwinding of loading and unloading processes, 
few studies have independently focused on this problem. 
Several literature reviews were developed [7, 8, 9, 10] 
studying yard and quay side operations, examining 
independently studied problems, as well as combined 
problems. They also revised the literature on yard crane 
scheduling, transport vehicle dispatching and scheduling, quay 
crane assignment and scheduling problems for the yard, 
vehicle routing and traffic control, and storage location and 
space planning problems. [11] considered the global ACT 
system and proposed an integrated scheduling model for 
handling equipment coordination and AGV routing. The 
optimization goal was to minimize the makespan of the global 

process. The authors developed a Congestion Prevention Rule-
based bi-level genetic algorithm (CPR-BGA) to solve the 
proposed model. [12] proposed a new method for optimizing 
the ASC and AGV scheduling and a collaborative AGV and 
ASC scheduling model in automatic terminal. The proposed 
model is designed based on a genetic algorithm (GA) and aims 
to minimize the AGV waiting time and ASC running time. 
The dispatching problem of AGVs to containers was studied 
by [6], where the AGVs scheduling was assimilated as a 
process of allocating AGVs to tasks, considering the cost and 
time of operations. The objectives chosen were makespan 
maximization and minimization of the number of AGVs, 
while considering the battery charge of the AGVs. A fuzzy 
GA, PSO optimization algorithm, and a hybrid GA-PSO were 
developed to optimize the proposed model. [13] proposed an 
approach named the modified memetic particle swarm 
optimization (MMPSO) algorithm based on PSO integrated 
with the memetic algorithm (MA). This approach is applied to 
generate the initial feasible solutions for scheduling multi-load 
AGVs to minimize travel and waiting time in manufacture 
system (FMS). [14] studied the problem of work transport 
organization and control. They proposed an approach based on 
a non-changeable path during travel and a fuzzy logic to order 
the set of stations requesting transport services. GA is applied 
to stations sequence optimization. [15] studied the problem of 
resource optimization in AGV-served FMS. They proposed a 
scheduling model integrating machines and AGVs. The 
objective function is the makespan of jobs from raw material 
storage to finished parts storage. [16] consider the problem of 
dispatching multiple-load AGVs in an FMS. A PDER rule 
based on pickup-or-delivery-in-route is proposed to address 
the task determination problem, which indicates whether the 
next task of an AGV partially loaded should be picking up a 
new job or dropping off a carried load. A workload-balancing 
(WLB) algorithm was developed to address the pickup-
dispatching problem that determines which job should be 
assigned to an AGV. [17] investigated the multiple-AGV path 
planning. The authors proposes a GA approach with two 
innovations; a three-exchange crossover heuristic operators, 
used to produce better offspring and a double-path constraint 
for minimizing the total path distance of all AGVs and the 
single path distances of each AGV. [18] studied the 
autonomous driving system that uses dynamic path planning 
to avoid static and moving obstacles. To determine the optimal 
path, acceleration, and vehicle speed, the proposed method 
generated a set of path candidates. The optimum path selection 
is based on the total cost of static safety, comfortability, and 
dynamic safety, with the identification of acceleration and 
speed. [19] proposed a Q-learning method to find the AGVs 
shortest-time routes. To improve the selecting action policy 
for this method, the authors developed an improved 
anisotropic Q-learning routing algorithm with vehicle-waiting-
time estimation. The performance of these methods was tested 
based on simulations. [20] considered the dynamic scheduling 
process to solve the AGV scheduling and planning problems. 
The authors proposes a two stage mixed integer model for 
AGVs cost transportation optimization with lay time 
constraint. They developed an approach based on heuristic, 
and DIK algorithm, and Q-learning algorithm for solving the 
proposed model. A strategy for avoidance conflict of AGVs 
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was also proposed. [21] investigated the dynamic AGVs 
scheduling problem with AGVs and machines having specific 
speed. They proposed a biological intelligent approach (BIA) 
inspired by hormone regulation in endocrine system. The 
objectives were to minimize the makespan and maximize the 
shop floor work efficiency. To solve this problem in a static 
environment, many approaches have been proposed, and 
metaheuristics perform well for this type of problem [6]. The 
PSO algorithm is one of the best algorithms cited in the 
literature, although the disadvantage of its premature 
convergence. To the authors' best knowledge, the problem of 
dispatching containers to AGVs in container terminals has 
been studied in general, in an integrated manner with other 
dispatching problems, such as the dispatching of quay cranes 
and yard cranes. The weakness of the combination of this 
problem of dispatching with the other problems of dispatching 
in container terminals in the same system management can 
propagate any disruption from one phase to the following 
phase. For example, if there is a problem in quay crane 
dispatching, it will propagate to AGV dispatching. So, the 
resolution becomes more complex. The study of this problem 
separately can easily detect any disruption and facilitate its 
resolution. Many studies investigate the problem of AGV 
dispatching and routing in a static environment, but this 
approach is different of the real situation inn container 
terminals so its application will not be efficient. A scarce 
number of researchers are interested in this problem in a 
dynamic environment. All the previous studies don’t combine 
the two criteria of travel distance and workload balance, 
although the combination of these two criteria can be more 
attached and applicable to the real situation. The hybridization 
of particle swarm with Dijkstra algorithm make a good guide 
to PSO approach to find the best solution and the re-
initialization of worst particles parameters help these particles 
to avoid from local optimum. The PSO approach has the 
advantage of the fast convergence in comparison with genetic 
algorithm. In this paper, the authors propose a guided hybrid 
particle swarm algorithm (GHPSO) to solve this problem in a 
static environment. Because the accurate situation in the 
container terminal is not static, they propose an extension of 
this approach to apply in the dynamic environment. 

B. Particle Swarm Optimisation 
A particle swarm is a metaheuristic algorithm presented in 

1995 by Kennedy and Eberhart, and it was developed under 
the inspiration of the behavior laws of bird blocks, fish scrolls, 
and human communities. To achieve the optimum solution, 
PSO starts from a group of random groups of solutions and 
then repeatedly searches. It has proven to be a highly efficient 
optimization algorithm in numerous studies and experiments 
[22]. As a metaheuristic, PSO does not guarantee that the 
optimal solution is obtained. The basic particle swarm 
optimization is described as follows: 

Assuming 𝑁    is the number of particles, the 𝑖𝑡ℎ  particle 
position 𝑖 = (1,2, … . ,𝑁) in dimension space 𝑑 can be denoted 
as 𝑋𝑖 = �𝑥𝑖,1 , 𝑥𝑖,2 , … . , 𝑥𝑖,𝑑� , its velocity is defined as the 
moving distance between the particles in each iteration, and is 
denoted as 𝑉 = �𝑣𝑖,1 , 𝑣𝑖,2 , … , 𝑣𝑖,𝑑�. 

The objective function consists of determining the optimal 
position of the particle, and the local optimal particle position 
Pbest in the 𝑡𝑡ℎ iteration is denoted as 𝑃𝑖 = �𝑝𝑖,1 , 𝑝𝑖,2 , … , 𝑝𝑖 ,𝑑�. 
The global optimal position gbest in the 𝑡𝑡ℎ  iteration is 
denoted as  𝑃𝑔 = �𝑝𝑔,1 , 𝑝𝑔,2 , … , 𝑝𝑔,𝑑� . In the (𝑡 +
1)𝑡ℎ iteration, the flight velocity 𝑉𝑖,𝑗(𝑡 + 1) of the 𝑖𝑡ℎ particle 
in the 𝑗  dimensional space,  𝑗 = (1,2, … ,𝑑) , and its position 
𝑋𝑖,𝑗(𝑡 + 1) can be derived from the following equations: 

𝑉𝑖,𝑗(𝑡 + 1) = 𝑊 ∗ 𝑉𝑖,𝑗(𝑡) + 𝐶1 ∗ 𝑅1 ∗ �𝑃𝑖,𝑗 −  𝑋𝑖,𝑗(𝑡)� + 𝐶2 ∗
𝑅2 ∗ �𝑃𝑔,𝑗 −  𝑋𝑖,𝑗(𝑡)�               (1) 

 𝑋𝑖,𝑗(𝑡 + 1) =  𝑋𝑖,𝑗(𝑡) +  𝑉𝑖,𝑗(𝑡 + 1), 𝑗 = 1,2, … ,𝑑           (2) 

𝑊  is the inertia coefficient; 𝐶1 and 𝐶2 are the cognitive 
coefficient and social learning coefficient, 𝑅1 and 𝑅2 denote 
random numbers between 0 and 1; 𝑃𝑖,𝑗  is the local optimal 
particle position of the 𝑖𝑡ℎ  particle in the 𝑗 dimension space, 
𝑃𝑔,𝑗  is the global optimal particle position of the 𝑖𝑡ℎ particle in 
the 𝑗 dimension space. PSO achieves its optimum solution by 
starting from a group of random solutions and then repeatedly 
searching [23, 24, 25, 26]. PSO has a good level of particle 
convergence because of the fast transmission of information 
among the particles. For this reason, swarm diversity 
decreases very quickly after the iterations and can lead to a 
suboptimal solution. This evolution process can trap in a local 
optimum or premature convergence. 

Many variants of the PSO algorithm have been proposed 
to solve the diversity loss problem. The problem of decreasing 
diversity can be attributed to several factors. The population 
diversity of PSO is an important feature that demonstrates the 
exploration or exploitation ability of the algorithm. It is a 
technique used to determine the degree of convergence or 
divergence of PSO in the search process. As example, ARPSO 
is a method used to control the degree of diversity. It consists 
of an algorithm called ARPSO, which tests if the diversity is 
above the predefined threshold dlow, then particles attract each 
other, and if it is below dlow, then the particles repel each other 
until they meet the required high diversity dhigh. LOD is also a 
method for local optima detectors; it consists of computing the 
number of iterations in which the neighbor does not improve, 
that is, if the fitness value (FV) of the best particle remains 
unchanged for a specific number of iterations, the particle 
optimization sub-process is trapped in a local optimum [27, 
28, 29, 30, 31, 32]. To increase the diversity of swarms, 
several methods have been cited in the literature as particle re-
initialization and particle mutation. Inspired from the idea of 
LOD, the authors apply this method to escape the worst 
particles from the local optimum. 

C. Scheduling/ Rescheduling  System 
The goal of this system is to plan the production of a 

collection of jobs assigned to multiple machines given the 
production environment specifications. The scheduling 
problem has been demonstrated in the literature as a non-
polynomial (NP-hard) [33]. In a multi-AGV system, n 
containers are available: {𝐶1,𝐶2,𝐶3, … . .𝐶𝑛 } to be transferred 
by k AGVs{𝑉1,𝑉2,𝑉3, … . .𝑉𝑘  }, and the main objective is to 
determine the optimal schedule for n containers to be 
transported by the system. Each AGV can transfer only one 
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container within a specific time interval. According to 
literature the selection of AGV can be based on one of the 
following methods:  [34, 35] 

• Longest travel distance 

• Shortest travel distance 

• Random 

• Minimum AGV queue size 

In its standard form, the scheduling problem can be 
described as a set of known tasks assigned to a set of available 
machines, considering the technological limitations of the 
system. This class of approach is called static scheduling. In 
this scheduling type, the tasks to be assigned and system 
parameters are known in advance and are invariant in time 
[36, 37, 38]. Multiple events, such as new task arrivals, 
machine breakdowns, task priority changes, and preventive 
machines, can affect the system in real situations. These 
changes in circumstances result from a dynamic environment 
that necessitates task reassignment. Rescheduling is defined as 
the process of updating existing production scheduling to react 
to any event. The literature explains three different strategies 
[39]. The Predictive-reactive strategy consists of providing an 
initial predictive schedule and changing it to reply to the 
disturbances that appear within the system. The proactive (or 
robust) strategy based on developing a schedule that absorbs 
any disturbances that may occur in the system. The dynamic 
strategy does not provide an initial schedule, but the 
assignment is performed dynamically. The authors choose the 
proactive rescheduling because the proposed approach was 
applied for static environment in first step, then it was 
extended for dynamic environment in second step. 

III. PROBLEM FORMULATION 
Assume a set of containers C =

{C1, C2, C3, … . . Cm }  stored in different locations L =
{L1, L2, L3, … . . Ln }   at the port. These containers must be 
transferred to unloading locations to be transported by trucks 
and trains to clients, or inversely to a charging location to be 
loaded on a ship. A set of AGVs, V = {V1, V2, V3, … . . Vk }  
should/will be available for transporting containers. The 
problem consists of assigning this set of containers to a set of 
AGVs and planning the path to each AGV. This problem can 
be decomposed into two sub-problems: A dispatching problem 
of AGVs to containers and a routing problem of AGVs. Many 
factors intervene in this optimization problem, such as 
distance traveled by AGVs, stability of the road network in the 
port, availability of AGVs, and utilization ratio of AGVs. For 
these reasons, the problem is considered as multi-objective 
problem. The authors choose to optimize the AGVs total 
travel distance and the balancing workload of AGVs. The 
AGVs dispatching and routing system can be assimilated to a 
scheduling system where a job is equivalent to the task of 
transferring the container from its origin location to its target 
location and the machine is equivalent to the AGV. In a static 
environment, the initial scheduling is sufficient for carrying a 
set of containers from their initial locations to their target 
locations. However, with the appearance of port automation, 
the number of pieces of equipment has become very 

important, and many events can appear and change the system 
situation. For example, new arrival of containers, changes in 
container priorities, breakdown of any equipment or AGV, 
AGV battery changes, and AGV preventive maintenance lead 
to system disruption. This change in the port situation requires 
system rescheduling. To develop an efficient scheduling 
system, it is necessary to study this problem in a dynamic 
environment. In first step, the authors study the problem of 
AGVs dispatching and routing in a static environment. In the 
second step they consider the cases of new containers arrival, 
the breakdown of AGVs, and the disruption of the road 
network in the port and proposed an extension of the first 
approach for resolving the problem in the dynamic 
environment. 

A. Mathematic Model in a Static Environment 
𝐶 = {𝐶1,𝐶2,𝐶3, … . .𝐶𝑚 }: Set of containers. 

𝐿 = {𝐿1,𝐿2, 𝐿3, … . . 𝐿𝑛 } : Set of container locations (nodes). 

𝑉 = {𝑉1,𝑉2,𝑉3, … . .𝑉𝑘  }  : Set of vehicles (AGV). 

𝑑𝑖𝑗                                         : Distance between nodes i and j 

𝑆                                           : Speed of AGV 

𝑡𝑖𝑗𝑘                : Travel time of vehicle 𝑉𝑘 from node i to node j 

[𝑡𝑏𝑖 ,   𝑡𝑒𝑖 ]  : Time window of node i 

𝑡𝑏𝑖               : Beginning time of task in node i  

𝑡𝑒𝑖               : Ending time of task in node i  

𝑡𝑑𝑖                 : Departure time from node i 

𝑡𝑎𝑖                        : Arrival time at node i 

𝑡𝑤𝑖                : Waiting time at node i 

𝑆                    : Speed of AGV 

𝑞𝑖𝑘                        : Load of AGV 

𝑇𝑤𝑡𝑘             : Total work time of vehicle 𝑉𝑘 

𝑋𝑖𝑗𝑘 : Decision variable � 1  𝑖𝑓 𝑡ℎ𝑒 𝑣𝑒ℎ𝑖𝑐𝑙𝑒 𝑉𝑘  𝑖𝑠 𝑏𝑢𝑠𝑦
   0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                                  

  (3) 

The objective function is an aggregation of two sub-
functions to be optimized: The function F1 for the total travel 
distance of all AGVs and the function F2 for the balance of 
AGVs workload. 

𝐹 = 𝛼 ∗ 𝐹1  + 𝛽 ∗ 𝐹2                        (4) 

The objective function value depends on two coefficients α 
and β associated respectively to F1 and F2 which values are 
fixed by a domain specialist. 

𝐹 ≡

⎩
⎨

⎧ F1  =  ∑ ∑ ∑ Xijk ∗
dijk
S

                                   k∈Vj∈Ni∈N
                 

F2 = ��1
k
− 1

k3
� ∗ � ∑ Twtk2k∈V − 2 ∗ ∏ Twtk)k∈V

  (5) 

∑ ∑ 𝑋𝑖𝑗𝑘 𝑘𝜖𝑉𝑖𝜖𝑁 = 1,∀  𝑗 ∈ 𝑁                     (6) 

∑ 𝑋𝑖0𝑘 𝑖𝜖𝑁 = 1,∀𝑘 ∈ 𝑉                              (7) 
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∑ 𝑋0𝑖𝑘 𝑗𝜖𝑁 = 1,∀𝑘 ∈ 𝑉                            (8) 

∑ 𝑋𝑖𝑗𝑘 𝑖𝜖𝑁 −  ∑ 𝑋𝑗𝑖𝑘 𝑖𝜖𝑁 = 0,∀𝑘 ∈ 𝑉,∀𝑗 ∈ 𝑁             (9) 

𝑄𝑘 =  ∑ ∑ 𝑞𝑖𝑗𝑘 𝑗𝜖𝑁𝑖𝜖𝑁 = 1,∀𝑘 ∈ 𝑉                             (10) 

𝑋𝑖𝑗𝑘 = 1 →  𝑡𝑏𝑖 ≤ 𝑡𝑎𝑖 < 𝑡𝑒𝑖 ,∀𝑖 ∈ 𝑁,∀𝑗 ∈ 𝑁,∀𝑘 ∈ 𝑉     (11) 

𝑋𝑖𝑗𝑘 = 1 →  𝑡𝑏𝑖 ≤ 𝑡𝑑𝑖 < 𝑡𝑒𝑖 ,∀𝑖 ∈ 𝑁,∀𝑗 ∈ 𝑁,∀𝑘 ∈ 𝑉     (12) 

𝑋𝑖𝑗𝑘 = 1 →  𝑡𝑎𝑖  −  𝑡𝑖𝑗𝑘 + 𝑇𝑤𝑖 ≤𝑖 𝑡𝑏𝑖 ,∀𝑖 ∈ 𝑁,∀𝑗 ∈
𝑁,∀𝑘 ∈ 𝑉                      (13) 

𝑋𝑖𝑗𝑘 = 1 →  𝑡𝑑𝑖  −  𝑡𝑖𝑗𝑘 + 𝑇𝑤𝑖 ≤𝑖 𝑡𝑒𝑖 ,∀𝑖 ∈ 𝑁,∀𝑗 ∈
𝑁,∀𝑘 ∈ 𝑉                     (14) 

(6) The transport cost from node 𝑖 to node 𝑗 is equal to 1. 

(7) and (8): the possibility of moving from node zero to 
any other node. 

(9): bi-directionality of each edge. 

(10): AGV load equals 1 

(11): The AGV must arrive at node 𝑖  within the arrival 
time window. 

(12): The container must be moved within the departure 
time window of the node. 

(13) and (14): The AGV must arrive before the beginning 
of the node time window, and must move before the end of the 
node time window. 

B. Dynamic Environment Parameters 
In containers terminal, the real situation is dynamic and 

uncertain. Any equipment such as quay crane, truck, AGV, 
road can breakdown at any moment of time. A lateness of the 
loading/unloading operation for the corresponding ship can 
appear. This tardiness will propagate for all the ships coming 
after. Three cases was investigated in this study: 

a) New Arrival Containers: This case can change the 
number of containers. Assume C′ the set of containers of the 
new arriving ship. For the current process, the total number of 
containers to be loaded/unloaded will be CT = C ∪ C′ . Each 
AGV will have an extra number of containers to transfer. 

𝐶 = {𝐶1,𝐶2,𝐶3, … . .𝐶𝑚 } : set of containers for current ship 

𝐶′ = {𝐶′1,𝐶′2,𝐶′3, … . .𝐶′𝑛 }  : set of containers for new 
ship 

𝐶𝑇 = {𝐶1,𝐶2,𝐶3, … . .𝐶𝑚,𝐶′1,𝐶′2,𝐶′3, … . .𝐶′𝑛 } : Total set 
of containers to be loaded/unloaded  

b) Road Network Disturbance: This case appear when 
there is a breakdown in some nodes of road network. Assume 
L1 and L2 are unavailable, all the paths containing these two 
nodes will be modified. Assume 𝐿 = {𝐿1, 𝐿2, 𝐿3, … . . 𝐿𝑛 }, the 
initial set of nodes, the new set of nodes will be  𝐿′ =
𝐿\{𝐿1, 𝐿2}. As consequence the AGV will travel a path other 
than the shortest path proposed initially. 

c) AGVs Breakdown: If an AGV is unavailable, the set 
of containers corresponding to this AGV will be assigned to 
other AGVs. Assume 𝑉 = {𝑉1,𝑉2,𝑉3, … . .𝑉𝑘 }, if V1 and V3 are 
unavailable, the new set of available AGVs will be  𝑉′ =
𝑉\{𝑉1,𝑉3}. This event will have an effect on the workload 
balance of AGVs. 

IV. PROPOSED APPROACHES 
To increase the diversity of swarms, several methods have 

been cited in the literature as particle re-initialization and 
particle mutation. The main of particle re-initialization method 
is to increase the possibility of "jumping out" of local optima 
and to maintain the ability of the algorithm to find the "good 
enough" solution. After several iterations, some particles were 
selected to reinitialize their position and velocity. The number 
of chosen particles can be either constant or fuzzy. Three 
methods to select particles: 1) The random selection consists 
of selecting randomly a set particles to reinitialize its position 
and velocity. This method can obtain great exploration ability 
owing to the possibility that all particles have the chance to be 
reinitialized. 2) The elitist selection based on choosing a set of 
the best particles, having the best fitness value, to reinitialize 
its position and velocity. When the population diversity 
decreases, most particles have the best fitness values. When 
these elitists are reinitialized, the exploration ability of the 
algorithm increases but the good particles can be lost. 3) The 
worst particle selection consists of choosing a set of the worst 
particles to reinitialize its position and velocity. This idea can 
increase the ability of the algorithm to explore space and find 
the "good enough" solution by ameliorating bad particles. The 
particle mutation method is based on applying the mutation 
feature of GA to change one or more features of a particle to 
achieve better particles quality. This is a common method for 
increasing the population diversity. It can improve exploration 
abilities, which can be applied to different elements of a 
particle swarm. 

The authors propose a new hybrid PSO approach called 
HPSO based on a heuristic and PSO algorithm. This approach 
did not show a clear convergence. It presents a very quick 
convergence which risks premature convergence. To improve 
the approach results, the authors propose a second approach 
guided particle swarm called GPSO. It consists of guiding the 
HPSO approach in the routing problem by choosing the 
shortest path for each AGV by applying the Dijkstra 
algorithm. This approach presents acceptable convergence. In 
comparing its results with previous results, it appears 
acceptable, but it’s necessary to verify the problem of 
premature convergence. A third approach is proposed, named 
GHPSO, which combines the ameliorations of the two 
previous approaches (Fig. 1). 

A. Hybrid Particle Swarm Approach (HPSO) 
This approach is a hybridization between a heuristic, the 

Dijkstra algorithm, and the particle swarm algorithm; it is 
called the HPSO approach. It uses a heuristic based on 
assigning each container to the nearest AGV. 
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Fig. 1. GHPSO Flowchart. 

The AGV travels the shortest distance to arrive at a 
container location. The shortest path problem is solved using 
the Dijkstra algorithm, and the optimal solution is determined 
by applying the PSO algorithm through a fixed number of 
iterations. The HPSO algorithm is as follows (Fig. 2). 

 
Fig. 2. HPSO Algorithm. 

B. Guided Hybrid particle Swarm Approach (GHPSO) 
The HPSO approach and the GPSO approach show a fast 

convergence which risks the premature convergence. To 
surpass this deficiency, the authors propose to study the 
diversity of PSO population. The population diversity was 
computed to prevent premature convergence. They choose to 
control the activity of particles to detect which particles were 
responsible for the diversity of population loss. LOD (local 
optimum detector) for each particle to determine whether the 
particle is inactive for an important number of iterations. The 
authors selected a threshold value for the number of iterations. 

After detecting these particles, they re-initialize the 
positions and velocities for all particles to jump out of the 
local optimum. 

C. Robustness of the GHPSO in a Dynamic Environment 
In a dynamic container terminal environment, any 

disturbance can cause an increase in the number of containers 
in depots or Quays, because the waiting time for loading or 
unloading increases. The number of AGVs in the port is fixed 
but may decrease due to any breakdown (Fig. 3). 

 
Fig. 3. GHPSO Algorithm. 

Algorithm1: HPSO  
Results: GBest  
Iterations  =  1;   
Guided_Swarm_Initialization( );  
While (Iterations <= Nb_iterations)  
   {  
    Objective_Function_Evaluation( );  
    Best_Positions_Search( );  
    Particles_Updates( );  
    Iteration  =  Iteration + 1;  
   } 
End Algo 

Procedure1: Guided_Swarm_Initialization() 
Sort_List_Containers( ); 
While (List_Containers # ɸ) 
{ 
   Assign_container_AGV( ); 
   Choose_shortest_path( ); 
 } 
End proc 

 

 

 

Algorithm2: GHPSO 
Results: GBest 
Iterations  =  1; 
Guided_Swarm_Initialization( ); 
While (Iterations <= Nb_iterations) 
{ 
 
    While (List_Particles # ɸ) 
       if (LOD(Particle) == true) 
      { 
 
         Particle_reinitialization( ); 
         Go to EV; 
       } 
     else 
      { 
         Best_Positions_Search( ); 
         Particles_Updates( ); 
      } 
    Iteration  =  Iteration + 1; 
} 

Procedure2: LOD(Particle, limit_repetition) 
if (nb_repetition_Particle == limit_repetition) 
{ 
   nb_repetition_Particle = 0; 
   return true; 
} 
else 
{ 
  nb_repetition_Particle = nb_repetition_Particle + 1; 
  return false; 
} 
End proc 

 

                      
 
 
 
 
 
 
 
End proc 
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The authors propose an extension of the GHPSO approach 
for a dynamic environment, dynamic guided hybrid particle 
swarm called DGHPSO approach, which studies three 
disturbance cases: 

a) Arrival of New Containers: To solve the problem of 
new container arrivals, DGHPSO proposes to add the new 
containers to the AGVs queues during the Algorithm 
execution. The number of containers associated to each AGV 
will increase. An AGVi can begin the dispatching process with 
n containers and finishes it with n+m containers. The solution 
will be optimized after completing the iterations. 

b) AGV Breakdown: The DGHPSO approach proposes a 
new distribution of containers associated with a broken AGV 
for other AGVs. The number of containers for the available 
AGVs increases. New dispatching was proposed and 
optimized after completing the iterations. 

c) Network Road Disruption: The unavailability of any 
node in the road network affects the set of paths proposed for 
the AGVs. This disturbance can cause inaccessibility of any 
path. AGVs must stop the transfer of the associated container. 
The DGHPSO approach proposes a new path to travel, then 
the solution will be optimized. 

V. EXPERIMENTAL STUDIES 
The application of these approaches was performed with a 

computer having 8 GOs of RAM and a processor speed of 2.4 
GHz. The proposed approaches were implemented with a 
swarm population of 50 particles, the number of AGVs is 4 
and the number of containers is 20. The PSO parameter values 
chosen after several tests were C1=2, C2=2, Wmin=0.4, and 
Wmax=0.9. R1 and R2 were randomly chosen such that 𝑅1 +
 R2 = 1. The threshold value chosen after several tests was 5. 
After several numeric tests, the genetic algorithm parameters 
chosen are as follows: 70% of the population was selected for 
crossing over and 10% for mutation. 

Numerical tests were applied to two previous versions of 
the GA approach [40] and four new versions of the PSO 
approach. 

Fig. 4 shows a comparative graph between the two 
previous genetic algorithm approaches: genetic algorithm 
(GA) and hybrid genetic algorithm (HGA: GA + Dijkstra). 
The initial solutions of the two approaches are very different. 
This demonstrates the importance of hybridization with the 
Dijkstra algorithm in the second approach. The convergence 
of the GA with an optimum solution value is 2.51, but it is not 
significant because of the random paths chosen for the AGVs. 
The HGA graph shows good convergence with an optimum 
solution value of 1.5 because the paths are optimized using the 
Dijkstra algorithm. 

Fig. 5 presents a comparative graph of the PSO 
approaches. The basic PSO algorithm (PSO curve in blue) 
shows quick convergence from the first iterations with an 
optimum solution value of 2.6, and it becomes almost stable at 
2.5. 

 
Fig. 4. GA Approaches Comparison. 

 
Fig. 5. PSO Approaches Comparison. 

The hybridization with Dijkstra’s algorithm and the 
insertion of a heuristic for choosing the nearest AGV with the 
standard PSO (HPSO curve in green) considerably improves 
the optimum solution value from 2.5 to 1.7, but the 
convergence is again not very remarkable. It is clear that the 
population diversity quickly decreases. The guided particle 
swarm approach GPSO (PSO+ re-initialization: curve in light 
green) shows a slight improvement in the solution value. Its 
value decreases from 1.7 to 1.4, and the convergence appeared 
significant. The last curve represents the GHPSO model. Its 
solution value is 0.7, which is the optimum among all 
proposed approaches. This convergence becomes significant 
in comparison with previous approaches. It is clear that the 
problem of a faster decrease in population diversity is solved 
by the insertion of LOD and the re-initialization of particles. 

To determine the best approach, the authors performed a 
final comparison between the best GA and PSO approaches, 
as shown in Fig. 6. The graphs show good convergence of the 
PSO approach in comparison with the previous GA approach. 

A comparison of the running times computed for each 
approach is shown in Fig. 7. The GHPSO presented an 
acceptable running time of 19.510-3 s in comparison with 
other proposed approaches. 
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Fig. 6. GA and PSO Aproaches Comparison. 

 
Fig. 7. Running Time Comparison. 

The numerical results show the good performance of the 
GHPSO as the best PSO approach in a static environment. 
This approach also surpasses the performance of GA. This 
deduction encourages the authors to apply this approach in a 
dynamic environment, where the number of containers, 
AGVs, and nodes in the road network are not fixed. 

Fig. 8 shows the approach convergence after the insertion 
of new containers. The authors propose the insertion of 20 
containers at 50 iterations. It is clear that the approach begins 
by improving the initial solution to determine the optimum 
solution. The initial solution objective function value is 3, and 
at iteration 50, it becomes 1. When new containers were 
inserted, the solution value increased to 1.65. Subsequently, it 
was again in decreasing order to find the best solution. It 
reached notable convergence at almost 120 iterations with an 
optimum solution value of 0.6. This result demonstrates the 
robustness of the GHPSO approach in determining the 
optimum solution in the case of new container arrivals. 

Fig. 9 presents the numerical results of an AGV 
breakdown at iteration 100, when the guided hybrid particle 
swarm approach (GHPSO) begins to converge. The solution 
value increases again because of the distance traveled by each 
AGV, but after 140 iterations, it converges again with a 
solution value of 1.25, which was greater than the initial 
optimum solution value due to increasing of workload of each 
AGV. These results demonstrate the GHPSO approach 
efficiency in reaching the optimum solution. 

 
Fig. 8. New Containers Arrival. 

 
Fig. 9. AGV Breakdown 

 
Fig. 10. Unavailable Path. 

Fig. 10 shows the numerical results when some paths 
become unavailable. The solution value increased again and 
then decreased to converge to a solution value of 1.2, which 
was greater than the optimum solution before path breakdown 
due to unavailability of shortest path. 

VI. CONCLUSION AND PERSPECTIVES 
In this study, the problem of dispatching containers to 

AGVs in a container terminal in static and dynamic 
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environments was investigated using an improved PSO 
algorithm. A new guided PSO approach named GHPSO was 
proposed for optimizing the total travel distance and balancing 
the workload between AGVs. The first idea was to combine 
heuristic and Dijkstra with the PSO algorithm to obtain the 
optimum solution. The numerical results show an acceptable 
solution, but the convergence is not significant because an 
important number of particles cannot ameliorate their best 
local solution. The idea was to apply the insertion of the LOD 
parameter and reinitialize the particles to achieve good results. 
The convergence became significant for the GPSO, and the 
best optimum solution value was obtained using the GHPSO. 
This work showed a very good GHPSO performance 
compared to other approaches, although the running time was 
acceptable. The proposed approach was tested in a dynamic 
environment (DGHPSO), where the number of containers, 
number of AGVs, and network road nodes were not fixed. To 
demonstrate the robustness of this approach, the authors 
proposed an extension to study the arrival of new containers 
during approach execution. The numerical results show good 
convergence for the approach. In addition, for the two AGV 
breakdown and node breakdown cases, the proposed approach 
shows good convergence. This approach shows good 
robustness in static and dynamic environments for finding the 
optimum solution within a reasonable running time. In future 
work, the authors will study the efficiency of this approach for 
the multi-objective problem with the AGV energy constraint 
and its effect on task allocation in a static and uncertain 
environment. 
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Abstract—Address Resolution Protocol (ARP) Poisoning 
attack is considered as one of the most devastating attacks in a 
network context. As a result of its stateless nature and lack of 
authentication, this protocol suffers from many spoofing attacks 
in which attackers poison the cache of hosts on the network. By 
sending spoofed ARP requests and replies. This paper proposes 
an approach for detecting and mitigating ARP poisoning. This 
approach includes three modules: Module 1 for giving 
permission for first time and to store information in the 
database. There a security measure using MD5 hash is used.  
Module 2 is for avoiding internal ARP. Module 3 is for detecting 
whether a MAC has two IPs or an IP has two MACs. The 
architecture includes a database that gives a great facility and 
support for storing ARP table information. As ARP table entries 
generally expire after a short amount of time. To ensure changes 
in the network are accounted for. Experiments were conducted 
on real life network environment using Ettercap to check the 
functionality of the proposed mechanism. The results of 
experiments show that the proposed approach was able to detect 
and mitigate ARP poisoning. Especially, whether a MAC has two 
IPs or an IP has two MACs. 

Keywords—Address Resolution Protocol (ARP); ARP detecting; 
ARP mitigation; ARP spoofing 

I. INTRODUCTION 
The security of the network is becoming a major concern 

for network managers and engineers. Traditional networks are 
vulnerable to a variety of security flaws and assaults. In order 
to identify the attacks or infections, anti-virus software or an 
intrusion detection system (IDS) might be used. Inconsistency 
in communications between hosts, on the other hand, 
exacerbates security concerns.  Security techniques that can be 
effectively used in network innovation are in short supply. 

The fundamental reason for such assaults is a breakdown in 
communication between security innovation engineers and 
network designers [1].  A programmer will concentrate on the 
communication channel, collect data, decode it, and re-insert a 
copy message. The most important aspects to consider while 
constructing a secure network are confidentiality and integrity. 
The variety of attacks, on the other hand, continues to grow 
with the passage of time [2]. 

Address Resolution Protocol (ARP) is a mechanism for 
mapping Internet Protocol (IP) addresses to Media Access 
Control (MAC) addresses that is widely used. ARP, on the 
other hand, has a number of flaws. For example, there is no 

built-in way for a receiving node to verify the sender of a 
packet [3]. The ARP process excludes any authentication or 
integrity verification and is unconcerned whether the packet 
originates from a legitimate source. Any packet that has its 
fields filled from the allowed set of values is right. 

As a result, ARP is a stateless protocol. The nodes can send 
ARP answers without receiving an ARP request first. Attackers 
use these weaknesses in ARP to carry out the ARP Cache 
Poisoning attack. This attack is carried out in traditional 
networks by poisoning a host's cache through introducing 
bogus or spoofed IP to MAC address mappings into the 
victim's ARP cache table. 

The detection and mitigation of ARP Poisoning attacks are 
critical. Because attackers can use this attack to launch other 
attacks as Denial of Service (DoS), Distributed Denial of 
Service (DDoS) and Man-In-The-Middle (MITM) attacks. 
Attackers can use ARPs to communicate with the system they 
want to attack since they allow links between networks using 
IP and MAC addresses. ARP Spoofing leads to simply 
intercepting or dropping and not forwarding the target's 
packets. 

The paper is organized as follows: Section II presents the 
related work. Section III introduces the proposed ARP 
approach. Testing and recorded results are shown in 
Section IV. Section V has the conclusion and future work. 

II. RELATED WORK 
The research publications relevant to ARP attack detection 

and prevention will be presented in this section. A framework 
has been introduced in [4] to detect any rogue user in the 
network attempting to impersonate another user. The 
framework included a built-in security measures to prevent 
attacks on the framework itself and to prevent having a single 
point of failure. The framework also used robust security 
mechanisms including RSA. This initializes the random time 
intervals to prevent other devices from sending client 
messages.  AES encryption has been used for all subsequent 
messages. 

Authors in [5] have examined the conditions for conducting 
a Man in the middle (MITM) attack in networks using the 
Address Resolution Protocol (ARP).  In addition to, methods 
for detecting and preventing such attacks. They presented an 
implementation of an ARP spoofing attack using Python and 
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C# (scapy) languages. They have provided Man-in-the-middle 
attacks examples such as DHCP spoofing and ICMP 
redirection. While authors in [6] proposed a detection 
algorithm that looks for differences between the real MAC 
Address and the response MAC Address of the ARP Packet 
sniffed. In addition to, a prevention algorithm for ARP 
Poisoning attacks using static entries in ARP table. The 
implementation for both algorithms has been done using 
Python Programming language using scapy library. 

A survey study for the theory of ARP spoofing attacks and 
the various existing techniques proposed to defend ARP 
against them was presented in [7]. The study has shown that 
for best security measures, both detection and prevention 
systems should be implemented in the network with 
consideration to minimize the cryptography processes. They 
also recommended the four security requirements to develop a 
mechanism approach to detect/prevent ARP spoofing attacks 
shown in Fig. 1. 

 
Fig. 1. ARP Detection and Prevention Requirements. 

The description of ARP and how it works was discussed in 
[8]. The topic of ARP Spoofing and its many attacks then has 
been discussed. Finally, it compared several detection and 
mitigation approaches, as well as their benefits and drawbacks, 
in order to combat ARP attacks. 

In [9], the authors offered three methods for detecting and 
preventing ARP spoofing. These methods may have few flaws 
or disadvantages. Within a LAN, these strategies are simple to 
implement. Method 1 is the most effective, Method 2 
necessitates the creation of a new protocol, and Method 3 is 
costly and time-consuming owing to software or server 
deployment. Depending on the needs of the business, any of 
these strategies can be used. 

The authors in [10], looked at various tools and strategies 
for detecting and preventing Address Resolution Protocol 
Spoofing attacks. To learn more about how a host maintains 
the address resolution protocol cache table with a spoofed or 
false media access control, MAC cache table, the ARP spoof 
tool was used to send a spoofed Address Resolution Protocol 
reply packet to a host in a local area network. Lastly, they 
compared the detection and prevention tools and approaches 
against the Address Resolution Protocol Spoofing assault in 
terms of their efficiency in detecting and preventing the attack 
as well as system performance requirements. 

The ARP spoofing attack in traditional networks was 
investigated in [11]. They first performed ARP spoofing in an 
SDN network and discovered that the threat of an ARP attack 
is still present and has a significant impact on the network. 
They suggested a unique protection method for ARP spoofing 
based on the OpenFlow platform. The mechanism was given a 
theoretical analysis, and it was implemented as a module of the 
POX controller. On the OpenFlow platform and related SDN 
platforms, this significantly decreased the security danger of 
ARP spoofing. 

A detailed survey on various solutions to mitigate ARP 
Cache Poisoning attack in SDN was carried out in [12]. Flow 
graph-based solutions, traffic pattern-based solutions, and IP-
MAC Address Bindings-based solutions were all characterized 
in this survey. All of these solutions were assessed rigorously 
in terms of their functioning principles, benefits, and 
drawbacks. Another key element of this study was the ability to 
compare different systems based on numerous performance 
measures, such as attack Detection time, ARP response time, 
delay calculation at the controller, and so on. 

Thus, all the pervious related works solutions considered 
ARP cache table in switch for either detecting or mitigating 
ARP poisoning. Without resolving the problem in which, the 
ARP cache table may be destroyed. If the switch is restarted or 
if an administrator action is performed. 

III. PROPOSED ARP APPROACH 
The proposed ARP approach in this paper consisted of 

three modules that will effectively detect and mitigate ARP 
cache poisoning in real life network. The proposed approach 
overview is shown in Fig. 2. Module 1 is responsible for 
initialization of eligible new user. Where information will be 
stored in the database; in addition, checking information of 
eligible users before going to module 2. Detecting and 
mitigating internal ARP will be occurred in module 2. While 
external ARP detection and mitigation will be in module 3. 
Where intruder is either an IP with two MACs or a MAC has 
two IPs. 

 
Fig. 2. Proposed Approach Overview. 

Scheme has to reduce the 
cryptographic processing 

The solution has to be universal, easily 
applicable and compatible with ARP 

If possible, consider all the ARP attacks 

Consider management network costs 
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The database was added to check and compare ARP table 
content. As the typical timeout for ARP cache is from 10 to 20 
minutes [13] [14] [15], thus this made the cache to be cleared 
automatically. In addition to, the ARP cache table may be 
deleted due to switch restarting or an admin action. The 
database was designed to store the following ARP information: 

• IP Address. 

• MAC Address. 

• Hash for IP + MAC. 

• Port Number. 

• Time. 

• Date. 

• Switch IP. 

The database facilitates the detection of whether a MAC 
has two IPs or an IP has two MACs. 

A. Module 1 
Fig. 3 represented the flowchart for module 1. Module 1 

was designed for getting and checking device data in database 
to decide whether forwarding device packets or not. In case 
which data was found, and then move to module 2. While if 
not found, an admin has to decide whether to give permission 
for that device to join network or to block device. In addition 
module 1 included adding a device that first time asks to join 
network. After assigning IP to joined device MAC, the 
proposed approach pop up a message showing this IP with its 
MAC. 

If yes the following information will be stored in the 
database <IP, MAC, Hash for IP + MAC, Port Number, Time, 
Date, Switch IP> (first-give-permission) this scenario repeated 
each new device joined. The hash for IP and MAC has been 
done using MD5. A 128-bit fingerprint is generated by 
encoding a string of arbitrary length into an MD5 hash. The 
MD5 algorithm will always provide the same 128-bit hash 
value when encoding the same string. When storing sensitive 
data in  databases like MySQL, MD5 hashes are typically 
utilized with smaller strings [16]. 

B. Module 2 
To avoid internal ARP, module 2 was proposed as in Fig. 4. 

After checking device data in the database, Module 2 has to 
check IP and mac stored in switch ARP table. If found, the 
hash for that IP and MAC would be compared with the stored 
in the database. If the comparison result was match then, 
forward packet otherwise go to module 3. While if the hash for 
IP and MAC was not found in switch ARP table. Check for 
hash of IP and MAC in the database. If found, switch ARP 
table will be updated, then return to the start of module 2. If not 
found, move to module 3. 

 
Fig. 3. Module 1 Flowchart. 

 
Fig. 4. Module 2 Flowchart. 

C. Module 3 
Module 3 as shown in Fig. 5, was designed to detect 

whether a MAC has two IPs or an IP has two MACs. In case of 
an IP has more than one MAC. The module will retrieve all 
MAC hashes from the database. Then it will check which 
MAC belongs to that IP from the database. The packet will be 
forwarded if MAC belongs to that IP was matched in the 
database. Otherwise an admin has to decide either to block 
MAC or to forward packet. The second case is in which a 
MAC has two IPs. All IPs hashes will be retrieved from the 
database. Checking which IP belongs to that MAC hash in the 
database. Besides checking which IP is active. If the result is 
matched and active then forward the packet. If not matched the 
admin has to choose either to update the database with new IP, 
or to block this MAC. 
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Fig. 5. Module 3 Flowchart. 

IV. TESTING AND RESULTS 
This section will illustrate environment setup for the 

proposed approach. Besides presenting test cases and results, 
the proposed approach architecture is shown in Fig. 6. In 
which, two eligible devices were connected. The attacker 
(intruder) was trying to control the switch that was 
synchronized with database. 

 
Fig. 6. Proposed Approach Architecture. 

A. Environment Setup 
The following tools and libraries are required to build up 

the environment for the suggested approach: 

• VMWare Workstation Pro [17]: is a hosted hypervisor 
that works with x64 versions of Windows and Linux. 
Users can create Virtual Machines on a single device 
with VMWare Workstation Pro. The Virtual Machines 
can then be used with the physical machine at the same 
time. 

• Kali Linux [18]: Kali Linux is a Debian-based Linux 
distribution operating system designed for digital 
forensics and penetration testing. 

• Scapy [19]: is a computer network packet manipulation 
tool. Using scapy, packets can be faked, decoded, sent 
over the wire, captured, and Requests and responses can 
be matched. 

• Netmiko [20]: is a multi-vendor library that makes it 
easier for Paramiko to connect to network devices via 
SSH. 

• Ettercap [21]: can deconstruct various protocols (even 
encrypted ones) both actively and passively, and it has a 
lot of features for network and host investigation. 

One kali Linux virtual machine was created to work as 
attacker using Ettercap. 

• MySQL Database [22]: gives consumers the flexibility, 
scalability, and availability they need to handle the 
database problems of next-generation web, cloud, and 
communications services. The database was connected 
with the proposed approach using mysql.connector. 

• Python [23]: Python is a general-purpose programming 
language with a high level of abstraction. Its design 
philosophy priorities code readability and makes 
extensive use of indentation. 

B. Phase 1 “Initialization” Testing and Results 
In this phase, module 1 checked the database to either allow 

or deny connecting a new node. Fig. 7 represented that the 
database was empty. In addition, the proposed approach 
popped up a message for adding new node. Fig. 8 presented the 
database after storing a new device information in which, 
MAC [00:0c:29:dd:29:c8] with IP [172.19.15.18] was 
successfully added. 

C. Phase 2 “Authentication” Testing and Results 
Besides matching between the database and the ARP table 

for authenticating IP and MAC, Phase 2 included checking for 
IP and MAC in the ARP table or not, which was happened in 
module 2. Check for IP with its MAC in ARP table. If it is 
found in the ARP table then the hashed value for IP and MAC 
is compared with the database. 

 
Fig. 7. Empty Database. 

 
Fig. 8. Adding New Device in the Database. 
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Fig. 9. Check for MAC with IP in Both ARP Table and Database. 

The proposed approach popped up a message for MAC 
[00:0c:29:dd:29:c8] with IP [172.19.15.18] in case of matching 
and founding in both ARP table and the database as in Fig. 9. If 
not matched go to module 3. 

Fig. 10 shows the case in which MAC [50:65:f3:5d:01:fd] 
with IP [172.19.13.200] was not found in ARP table. The 
proposed approach would check for stored MAC and IP hashes 
in the database. If not found then, it would move to module 3. 
While in case of found, the proposed approach would update 
the ARP table automatically in Fig. 11. 

 
Fig. 10. ARP Table before Update. 

 
Fig. 11. ARP Table after Updating. 

D. Phase 3 “Poisoning Detection & Classi-fication” Testing 
and Results 
Module 3 where classification and detection of whether an 

IP has two MACs or a MAC has two IPs, was tested in this 
phase. The first case included testing of a MAC has more than 
one IP.  All IPs hashes was retrieved from the database. Then, 
the original IP belonged to this MAC was checked in the 
database as in Fig. 12. Where the ARP table showed MAC 

[f8:b1:56:a6:76:79] with IP [172.19.12.201] and 
[172.19.13.68]. While the database showed that IP for MAC 
[f8:b1:56:a6:76:79] was [172.19.13.68]. The packet of the 
active and original IP would be forwarded and the other IP 
would be released. While if not active the admin has to decide 
either to update the database with new IP or to block the MAC 
as in Fig. 13. 

 
Fig. 12. Check for Original IP. 

The second case was for one IP with more than one MAC. 
The original MAC was checked from the database after getting 
all MACs hashes. The packet of the matched one was 
forwarded. But if not matched, the proposed approach popped 
up a message alerting that ARP poisoning was happened as in 
Fig. 14. Where IP [172.19.13.207] has original MAC 
[98:90:96:c3:e1:41] and fake MAC [00:0c:29:dd:92:c8]. Thus, 
the admin has to decide either to block fake MAC or not. 

 
Fig. 13. Update IP or Block MAC. 

 
Fig. 14. IP with Two MACs. 
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V. CONCLUSION AND FUTURE WORK 
This research proposed a new approach for detecting and 

mitigating ARP poisoning attack. The database was added to 
the proposed approach architecture for storing information 
from switch. Avoiding missing the data as typical timeout for 
ARP cache is from 10 to 20 minutes. Furthermore, the ARP 
cache table may be deleted due to switch restarting or an admin 
action. The proposed approach has included three modules. 
The first one was for getting data and storing it in the database. 
Besides giving permission for new joining device, the second 
one was for checking IP and MAC in both ARP table and 
comparing them with the stored records in the database. 

The comparison has been done for hashing of IPs and 
MACs that were stored in the database. The used function for 
hashing IP and MAC was MD5 function. The third module 
was to detect either a MAC has more IPs or an IP has more 
MACs. Where a successful detection for both cases has been 
done and presented in testing and results shown in Fig. 12, 13 
and 14. The ARP poisoning attack was generated using 
Ettercap. 

For future work, the proposed approach may be applied for 
detecting ARP poisoning in Software Defined Network (SDN). 
The proposed approach may also apply for other attacks as 
Man-In-The-Middle (MITM) attack. 
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Abstract—Transmission Control Protocol (TCP) used 
multiple paths for performing transmission of data 
simultaneously to improve its performance. However, previous 
TCP protocols in Internet of Things (IoT) networks experienced 
difficulty to transmit a greater number of subflows. To overcome 
the above issues, we introduced cross-layer framework to 
perform efficient packet scheduling and congestion control for 
increasing the performance of TCP in IoT networks. Initially, the 
proposed IoT network is constructed based on grid topology 
using Manhattan distance which improves the scalability and 
flexibility of the network. After network construction, packet 
scheduling is performed by considering numerous parameters 
such as bandwidth, delay, buffer rate, etc., using fitness based 
proportional fair (FPF) scheduling algorithm and selecting best 
subflow to reduce the transmission delay. The scheduled subflow 
is sent over an optimal path to improve the throughput and 
goodput. After packet scheduling, congestion control in TCP is 
performed using cooperative constraint approximation 3+ 
(CoCoA3+-TCP) algorithm in which three stages are employed 
namely congestion detection, fast retransmission, and recovery. 
The congestion detection in TCP-IoT environment is performed 
by considering several parameters in which cat and mouse-based 
optimization (CMO) is utilized to adaptively estimate 
retransmission timeout (RTO) for reducing the delay and 
improving the convergence during retransmission. Fast 
retransmission and recovery are performed to improve the 
network performance by adjusting the congestion window size 
thereby avoiding congestion. The simulation of cross-layer 
approach is carried out using network simulator (NS-3.26) and 
the simulation results show that the proposed work outperforms 
high TCP performance in terms of throughput, goodput, packet 
loss, and transmission delay, jitter, and congestion window size. 

Keywords—Internet of things (IoT); transmission control 
protocol (TCP); cross-layer approach; packet scheduling; 
congestion control; fast retransmission; recovery 

I. INTRODUCTION 
In recent days, Internet of Things (IoT) is an emerging 

technology that provides connectivity between various 
heterogeneous devices to send data through the network. 
Various sensor nodes act as IoT devices that are 
interconnected and it is applied for various applications such 
as health care, home automation, environmental monitoring, 
transportation, and management of infrastructure [1], etc. 
Several IoT protocols are used for performing data 
transmission between heterogeneous IoT devices such as 
AMQP (advanced message queuing protocol), MQTT 
(message queuing telemetry transport) and CoAP (constrained 

application protocol), HTTP (HyperText Transfer Protocol), 
and XMPP (Extensible Messaging and Presence Protocol). 
These protocols are provided effective communication among 
IoT devices that are used in applications such as embedded 
systems and industrial 4.0 [2]. However, various challenges 
are present in IoT data transmission between sensor nodes due 
to their individual transmission rate which leads to high 
network congestion [3]. To overcome such challenges 
Transmission Control Protocol (TCP) which is a transport 
layer protocol is introduced for efficient data transmission 
because it transmits huge amount of data traffic globally and is 
constrained to handle network blockage by reducing the 
congestion in the IoT environment and also enhances the 
quality of service (QoS) [4], [5]. This protocol provides 
effective data transmission with better performance in terms of 
load, connectivity, reliability, low latency, and speed when 
compared with user datagram protocol (UDP) [6], [7]. 

However, several challenges are present in TCP protocol 
which affects the data transmission by fixed round trip time 
(RTT) and retransmission timeout (RTO), transmission delay, 
high buffer rate, bandwidth consumption, etc. that leads to 
high data congestion. The challenges in TCP affect the 
performance of the network [8], [9]. Several approaches are 
introduced to control the congestion occurred in TCP by 
implementing CoCoA, CoCoA+ , etc. algorithm [10] for 
classifying weak RTT. However, these algorithms are suffered 
from severe issues in affecting the network performance, so 
there would be an improvement in those algorithms must be 
needed and perform exponential backoff by estimating RTT 
and RTO however, the frequent retransmission in the network 
leads to congestion in the network [11]. Congestion control is 
performed by adjusting the size of congestion window 
(CWND) after successful recovery. The precise changes in 
congestion window with respect to the available bandwidth 
improve the throughput. Some of the works focused on 
adjusting the congestion window size by considering only 
limited assumptions. However, the precise analytical 
justification was not provided which affects the reliability 
[12]. Retransmission is performed if RTO is expired. After 
duplicate acknowledges, retransmission is performed.  Several 
works need high retransmission attempts for better recovery 
[13]. Packet scheduling is performed to avoid congestion by 
selecting optimal paths and sub-flows [14]. Queue scheduling 
and path scheduling are also performed for congestion 
avoidance [15]. Several challenges are present in packet 
scheduling such as high consumption of bandwidth, high 
transmission delay, and degradation of throughput which 
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affects the efficiency of congestion control [16]. However, 
efficient packet scheduling with congestion control is still in 
demand. 

A. Motivation and Objectives 
In this study, the transmission control protocol for cross-

layer approach in IoT is designed for improving the 
performance of the network. This research also addresses the 
problems of high bandwidth consumption, high packet loss, 
high transmission latency, and low throughput to enhance 
TCP performance. The performance of TCP is affected by 
high packet loss, throughput degradation, high transmission 
latency, and bandwidth consumption. The existing works 
address these problems but, still, it does not provide a proper 
solution for TCP performance improvement. We are 
motivated by the major problems of this research which are 
listed below: 

• Inappropriate Congestion Control: The existing works 
perform congestion control by considering RTT and 
RTO information; however, they did not estimate 
based on the current network status which leads to high 
packet loss and transmission delay. In addition, the 
count of duplicate acknowledgement (DACK) also 
affects the process of fast retransmission and fast 
recovery which degrades the throughput and Goodput. 

• High Bandwidth Consumption: The existing work 
utilizes fixed RTO for congestion control mechanism 
which consumes high bandwidth when the packet 
transmission is completed before RTO expired; the 
completed packets need to wait until the RTO gets 
over. Further, the existing path selection methods 
consume high bandwidth as the initial data was sent 
over multiple paths in the network to find the optimal 
path. 

• Inefficient Scheduling: In scheduling, most of the 
works only consider limited parameters (RTT, loss 
rate, and bandwidth) for packet scheduling and optimal 
path selection which provides inefficient scheduling 
which increases high jitter and packet loss. In addition, 
existing random subflow selection achieves high 
packet loss due to no consideration of completion time. 

The above major gaps in the existing works motivated us 
to provide an effective objective in TCP. The major objective 
of this research is to reduce packet loss, and transmission 
latency and increase throughput and Goodput by performing 
packet scheduling and congestion control using cross-layer 
approach [17]. The other sub-objective of this research is 
listed as follows, 

• To reduce jitter and transmission latency by performing 
efficient packet scheduling by considering several 
metrics such as transmission rate, queue length, 
completion time, etc. which improves the performance 
of congestion control. 

• To increase the performance of TCP by performing 
cross layer-based congestion control in which the RTO 
is estimated by considering the current status of the 

network which increases the performance of 
congestion control. 

• To increase the performance of fast retransmission and 
fast recovery by reducing the count of DACK that 
reduces transmission latency during data transmission. 

B. Research Contribution 
The proposed CoCoA3+-TCP approach introduced cross-

layer framework to improve the performance of TCP in IoT 
environment. The major contributions of this research are 
sorted as follows, 

• Firstly, network construction is performed based on 
grid topology to increase the flexibility and scalability 
of the network which leads to high communication 
efficiency with low transmission delay. 

• Secondly, packet scheduling is performed by 
implementing fitness based proportional fair (FPF) 
scheduling algorithm and selecting of best subflows 
and optimal path to reduce the jitter and transmission 
delay efficiently. 

• Finally, congestion control in TCP is performed using 
CoCoA3+-TCP algorithm by congestion detection and 
avoidance, fast retransmission, and recovery to 
improve the throughput and goodput which reduces the 
packet loss. 

The performance of the proposed CoCoA3+-TCP method 
is evaluated by considering several performance metrics to 
illustrate the performance of TCP such as throughput, 
goodput, packet loss, transmission delay, jitter, and congestion 
window size. 

C. Paper Organization 
The rest of the paper is organized as follows, Section II 

provides the existing works and its research gaps, section III 
emphasizes some specific problems in this field, and 
corresponding solutions are also provided. Section IV 
illustrates the proposed work with detailed explanation, 
relevant diagrams, equations, and pseudocodes. Section V 
explains the experimental analysis which consists of 
simulation setup, comparative analysis, and summary of the 
research are provided. Section VI tells about the conclusion 
and possible future direction of the proposed method. 

II. LITERATURE SURVEY 
This section represents the literature survey of the previous 

approaches to increase the performance of TCP in terms of 
packet scheduling and congestion control. In addition, the 
research gaps in the previous methods are also described in 
this section. 

A. Packet Scheduling Schemes 
This sub-section describes the related works which were 

proposed for performing packet scheduling to increase the 
performance of TCP. 

Authors in [18], proposed novel congestion control method 
for multipath TCP. The proposed work performed congestion 
control and scheduling for improving the performance of TCP. 
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This research used explicit congestion notification method for 
detection of shared bottleneck, which includes two processes 
such as subflow monitoring noticing the segment of TCP and 
estimating the congestion degree, and verification of shared 
bottleneck. Based on the shared bottleneck, congestion control 
is performed. Then packet scheduling is performed by 
considering fastest subflow, which is arranged based on RTT. 
Finally, simulation result shows that the proposed work 
achieved better performance in terms of throughput and 
detection accuracy. For subflow scheduling, this research only 
considers RTT which is not enough for optimal subflow 
scheduling leading to inefficient scheduling, therefore it 
degrades the performance of multipath TCP. 

In [19], authors proposed an efficient packet scheduling 
method for improving the performance of multipath TCP. The 
proposed scheduling algorithm computes the number of 
packets is sent for every path. For that, optimal path is 
selected by considering buffer rate and completion time, and 
RTT. In addition, congestion control is performed based on 
the size of congestion window. For every path selection, 
congestion window size is evaluated and updated. The 
experimental results demonstrate that the proposed work 
achieved superior performance compare to existing 
approaches. Here, optimal path is selected by considering 
limited parameters which are not enough for selecting optimal 
path; hence it leads to degradation of throughput and Goodput. 

Authors proposed coupled bottleneck bandwidth and 
round-trip propagation time (BBR) for improving the 
performance of multipath TCP by performing congestion 
control in [20]. The proposed work includes two phases such 
as congestion control and adaptive scheduling. Initially, 
coupled BBR evaluates the bandwidth for allocating the 
sending rate for every subflow for performing congestion 
control. Then scheduler selects the optimal path by 
considering the RTT and bandwidth to increase reliability and 
robustness. Here, packets are scheduled using pre-scheduling 
algorithm.  The experimental result shows that the proposed 
work achieved better performance in terms of throughput and 
Goodput. Here, packet scheduling is performed by using pre-
scheduling algorithm. However, it considers only limited 
parameters for scheduling which is not enough for optimal 
scheduling, in addition, random subflow based scheduling is 
performed which leads to high transmission latency and low 
throughput. 

Authors proposed an approach to perform congestion 
control based on cross-layer in the wireless sensor network 
using fuzzy sliding method for controlling the modes [21]. 
Initially, signal to noise ratio (SNR) was applied to the 
channel in the TCP model with cross-layer-based congestion 
control in the middle of MAC layer, and transmission layer. 
Then integrating the sliding-mode control with fuzzy control 
for designing the Fuzzy-Sliding Mode Controller (FSMC) 
manages the buffer queue length in the congested nodes 
adaptively. Finally, NS-2.35 was used to perform simulation 
for comparing the proposed approach with several state-of-
the-art methods in terms of packet loss, throughput, 
convergence, and delay. Here congestion control was 
performed using FSMC. However, lack of considering the 
priority of packets leads to high packet loss. 

In [22], authors proposed an approach to perform 
congestion control and scheduling in the wireless network 
dynamically for reducing the delay. Initially, scheduling of 
selected data flow was performed to minimize the end-to-end 
delay using virtual rate scheduling algorithm which modifies 
the scheduling scheme. Flow control was performed based on 
windows to reduce the buffer overflow. In scheduling, each 
slot is decoupled into various mini-slots for low complexity. 
In addition, the congestion control was effectively performed 
by separating the mini-slots into numerous micro slots. 
Adjustment of virtual rate was performed to identify the 
priority of every flow link. 

Authors proposed multi-path scheduling and congestion 
control by implementing deep reinforcement learning 
approach [23]. Initially, packet scheduling and congestion 
control framework was proposed by implementing deep Q 
learning (DQL) for the multipath TCP. The DQL technique 
was used to perform congestion control and scheduling 
optimally by the intelligent agents based on experience using 
policy gradients. Dynamic scheduling and congestion control 
were performed across all network paths by integrating the 
DQL with policy gradients. Recurrent neural network and 
long-short term memory algorithm were used to learn the 
behavior of paths and adjusts the scheduling and congestion 
control appropriately. Finally, experimental analysis was 
performed by comparing the performance of this approach 
with existing multipath TCP algorithms. 

B. Congestion Control Schemes 
This sub-section describes the related works which were 

proposed for controlling the congestion to increase the 
performance of TCP. 

A dynamic congestion window algorithm for IoT 
environment was proposed by the authors in [24]. The main 
objective of this research is to minimize the delay and 
maximize the packet delivery ratio. In this research, 
congestion window size is dynamically changed based on the 
transmission rate, and bandwidth. The congestion window is 
adjusted only when the paths need to transmit the data. The 
simulation results demonstrate that the proposed work 
achieved superior performance in terms of packet delivery 
ratio, delay, and throughput. Here, the congestion window is 
adjusted based on the transmission rate and bandwidth which 
is not enough for congestion control due to lack of significant 
parameters such as RTO, RTT, and queue status, hence it 
leads to poor congestion. 

A novel congestion control algorithm to improve the 
performance of improved multipath TCP was proposed in 
[25].  The main aim of this research is to reduce the delay and 
increase the throughput. The proposed work includes four 
processes such as startup, drain, probe bandwidth, and probe 
RTT which estimate the size of the congestion window 
considering pacing rate, congestion window, and send 
quantum. In this way, congestion control is performed for 
improving the performance of multipath TCP. The simulation 
result shows that proposed work achieved better performance 
in terms of throughput compared to existing approaches. 
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A novel method to improve the performance of TCP was 
proposed in [26] by considering queue size, retransmission, 
medium access control (MAC) overhead, and node energy. 
Here, the contention window is adjusted based on residual 
energy, queue size, slot time, and congestion window. 
Scheduling is done by estimating backoff time in a dynamic 
manner which improves the performance of TCP. The 
experimental result shows that the proposed work achieved 
better performance in terms of throughput, overhead, and 
energy consumption. 

The congestion control mechanism for multipath TCP 
based on the flow control of the data was proposed by the 
authors in [27]. The proposed congestion control algorithm 
includes two main goals; first one is enhancing the throughput 
compared to single-path TCP. Second one is collecting the 
subflows by shared bottleneck.  The bottleneck detection is 
performed based on RTT, packet loss, and congestion 
notification. For that purpose, this research proposed three 
filters such as RTT filter, congestion notification filter, and 
packet loss filter. Based on these filters the proposed work 
performed congestion control for multipath TCP. The 
simulation result shows that the proposed work achieved 
better performance in terms of detection accuracy and latency. 
Here, congestion window is adjusted based on three 
parameters that perform well, but the values are not 
considered based on the current network status, hence it leads 
to performance degradation of multipath TCP. 

Authors in [28], proposed a congestion control method to 
improve the performance of TCP. The proposed work used 
window-based congestion control for resolving the limitations 
of the TCP in wireless networks. Here, congestion control is 
performed by considering queue level, sending rate, and flow 
utilization rate. This research includes three processes such as 
congestion window growth, congestion control, and recovery. 
In which the window growth is estimated based on threshold 
value (i.e., maximum window size). Congestion control is 
performed by considering two-level notifications. Finally, 
stability of the throughput is estimated based on transmission 
rate, and utility rate. The simulation shows that the proposed 
work achieved superior performance in terms of throughput, 
end-to-end delay, and Goodput. Authors proposed an 
approach to perform multipath scheduling of packets for 
controlling the network congestion concerning buffer 
acknowledgment in [29]. This method consists of two major 
entities a multi-path-packet scheduler (MPS), and a multi-
path-congestion controller (MCC) in which the MPS was used 
to schedule the path based on three delay probabilities such as 
transmission delay and In-Out delay, and congestion delay. 
The MCC was used to manage the congestion control by 
considering the transmission control rate with respect to buffer 
availability, and packet delivery rate for increasing the 
throughput with low packet loss. Finally, simulation was 
performed to prove the performance of this approach in terms 
of buffer utilization, and throughput. Here, path scheduling 
was performed to reduce the transmission delay. However, 
lack of considering the data priority leads to high data loss. 

The related works from [18 to 23] represents the packet 
scheduling schemes of the state-of-the art works whereas, the 
works [24 to 29] describes the congestion control schemes of 

the previous approaches. These methods have several 
limitations which are described at the end of each previous 
method. These limitations pave the way for the proposed 
CoCoA3+-TCP method. 

III. PROBLEM STATEMENT 
The retransmission-based effective TCP congestion 

control method for IoT was introduced in [30]. Bottle-neck 
bandwidth round trip propagation time improves the fairness 
of RTT for congestion control was introduced in [31]. The 
major problems employed in this research are, 

• Authors performed RTT estimation to calculate RTO 
for exponential backoff to improve congestion control 
of TCP.  However, fixed RTO increases the waiting 
time of packets which leads to high latency and 
bandwidth consumption. 

• Authors considered only queue status and delivery rate 
for adjusting CWND to perform congestion control. 
However, these parameters are not enough to perform 
effective congestion control leading to high jitter and 
low Goodput. 

• Authors performed retransmission after obtaining three 
duplicate ACKs for reducing packet delivery failure. 
However, it increases the total delay of transmission 
which degrades the performance of TCP. 

The packet scheduling and congestion control framework 
based on BBR to enhance the fairness of multipath TCP 
wireless networks was introduced in [32]. The major problems 
employed in this research are: 

• Authors considered RTT to adjust the CWND for the 
improvement of congestion control. However, lack of 
considering RTO that leads to degradation of 
throughput. 

• Two or more subflows share the same bottleneck set 
simultaneously for congestion control. However, these 
subflows are selected randomly without considering 
buffer rate and data size which leads to high 
transmission delay and packet loss. 

• Several parameters such as bottleneck bandwidth, RTT, 
loss rate, and subflows are considered for packet 
scheduling. However, these parameters are not enough 
for optimal scheduling of packets which leads to high 
transmission delay. 

The cross-layer congestion control framework for IoT 
environment was introduced in [33]. The major problems 
employed in this research are: 

• Authors selected paths by considering only path 
bandwidth for congestion avoidance. However, single 
parameter is not enough to select the optimal path that 
leads to high jitter and packet loss. 

• The proposed congestion control policy is used for 
performing fast retransmission based on adaptive data 
rate with respect to the path. However, lack of 
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considering RTO leads to high bandwidth consumption 
and high retransmission delay. 

A. Research Solutions 
To overcome the above problems faced by the existing 

works, the proposed work initially constructed the network as 
grid topology based on Manhattan distance which increases 
the flexibility and scalability of the network. After that, 
efficient packet scheduling is performed to reduce the latency 
during transmission and jitter using fitness based proportional 
fair scheduling algorithm which calculates the fitness value for 
every scheduling slot. The subflow and optimal path selection 
is done after packet scheduling to improve the throughput. The 
congestion control is performed to improve the performance 
using CoCoA3+-TCP Algorithm that consists of three sub-
processes namely congestion detection and avoidance, fast 
retransmission, and fast recovery. Here, congestion is detected 
by several metrics in that RTO is adaptively estimated using 
CMO algorithm. After congestion is detected fast transmission 

and fast recovery are performed by reducing the count of 
duplicate acknowledgment which reduces the transmission 
latency during data transmission. The overall proposed work 
improves the throughput, and goodput, and reduces the jitter 
and transmission latency in the TCP IoT environment. 

IV. PROPOSED WORK 
This section provides the research methodology of the 

proposed cross-layer CoCoA3+-TCP. The proposed work 
mainly focuses on improving the performance of the TCP 
using the cross-layer approach in an IoT environment. The 
performance of TCP is affected by high packet loss, Round 
Trip Time (RTT), and maximum segment size which lead to 
high latency and low throughput. The proposed work uses 
cross-layer design which allows the interaction between the 
data link layer and transport layer to transfer the information. 
Fig. 1 denotes the overall architecture of the proposed work in 
which cross-layer approaches among two layers is depicted. 
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Fig. 1. CoCoA3+-TCP Architecture. 
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Initially, the network is constructed by Manhattan 
distance-based grid topology which is a simpler grid topology 
that increases the flexibility and scalability of the network. 
The nodes are arranged in grid size of order 10 × 10. The 
proposed work assumes that the nodes in the network have 
stable range of communication range and that there are no 
crashes among the IoT nodes. Each node can communicate 
with each other, which are in the range of their respective 
communication. The range of transmission is constrained so 
that there is immediate communication among the nodes is 
established. Let (𝐶𝑛𝑖 ,𝐷𝑛𝑖)  be the coordinates of node 𝑛𝑖 , 
hence the distance (𝐷𝑖𝑠) among the node 𝑛𝑖  and node 𝑛𝑗  can 
be formulated as. 

𝐷𝑖𝑠𝑛𝑖,𝑛𝑗 = |𝐶𝑛𝑖 − 𝐶𝑛𝑗| + |𝐷𝑛𝑖 − 𝐷𝑛𝑗|           (1) 

The above equation denotes the arrangement of IoT nodes 
in the environment in 10 × 10  by Manhattan distance 
measure. This research improves the TCP performance by 
providing two processes which are listed as follows, 

• Efficient Packet Scheduling 

• TCP Congestion Control 

A. Efficient Packet Scheduling 
The main aim of packet scheduling is to reduce the jitter 

and transmission latency and improve the Goodput and 
throughput. Here, packets are scheduled and transmitted to the 
receiver which reduces transmission delay and congestion. For 
packet scheduling, we proposed FPF by considering 
bandwidth, energy (𝐸𝑛), delay (𝑑𝑙), transmission rate (𝑇𝑋𝑟), 
queue length (𝑄𝑙) , buffer rate (𝐵𝑅) , completion time (𝑐𝑡𝑖) 
and data size (𝑑𝑧)which can be formulated as, 

𝑃∎ = 𝑎𝑟𝑔max𝑝 �
𝑆𝑅𝑘,𝑏

(𝑊−1)𝑇𝑘+∑ 𝐼𝑘,𝑏𝑆𝑅𝑘,𝑏
𝐵
𝑏=1

�           (2) 

Where, 𝑃∎ denotes the important value of each user which 
is used for effective packet scheduling, 𝑆𝑅𝑘,𝑏  rate of service 
for the 𝑘𝑡ℎ  user at 𝑏𝑡ℎ  time index based on the above-
mentioned packet scheduling metrics,  𝑇𝑘 indicates the 𝑘 − 𝑡ℎ 
user throughput, 𝑊  is the window size, 𝐼𝑘,𝑏  denotes the 
indicator variable which indicates the, when 𝐼𝑘,𝑏 = 1  the 
𝑘 − 𝑡ℎ user packet is scheduled at 𝑏 − 𝑡ℎ time index else 0. 
The 𝑇𝑘 can be formulated as. 

 𝑇𝑘(𝑡 + 1) = �
�1 − 1

𝑊
�𝑇𝑘,𝑏(𝑡) + 1

𝑊
𝐴𝑘(𝑡),𝑉 = 𝑃∎

�1 − 1
𝑊
�𝑇𝑘,𝑏(𝑡), 𝑉 ≠ 𝑃∎

            (3) 

Where, 𝑇𝑘 denotes the past throughput that is dispensed to 
users in the previous transmission time interval. 𝑇𝑘(𝑡 +
1) denotes the current throughput which is calculated based on 
the 𝑇𝑘 . 𝑉 denotes the index of the user packets, 𝐴𝑘  indicates 
the user throughput in current transmission time interval. 
Based on the importance value of each user fitness value is 
calculated. Here, fitness value is used to enhance long-term 
fairness and throughput in every scheduling slot which can be 
formulated as, 

 𝐹𝑖𝑡(𝑈) = � max𝑆𝑅(𝐸𝑛,𝑇𝑋𝑟,𝑄𝑙)
min𝑆𝑅(𝑑𝑙, 𝑐𝑡𝑖,𝑑𝑧,𝐵𝑅)            (4) 

The above equation denotes the fitness value of each user 
packet. The user packets are scheduled based on the above-
mentioned equation. 

After completed packet scheduling best subflow is selected 
for scheduling which reduces the transmission delay during 
data transmission. The best subflow is selected based on the 
priority and fitness values of the user packets. The user packet 
with highest 𝐹𝑖𝑡(𝑈)  are given more priority which can be 
formulated as 

𝑆𝐹 = �
↑  𝐹𝑖𝑡(𝑈), 𝑆𝐹1

⋮
↓  𝐹𝑖𝑡(𝑈), 𝑆𝐹𝑛

             (5) 

From the above equation, the ↑  𝐹𝑖𝑡(𝑈) indicates the user 
packet with higher fitness value who is given more priority 
and selected as first subflow while ↓  𝐹𝑖𝑡(𝑈) denotes the user 
packet with lower fitness value who is given less priority and 
selected as 𝑛 − 𝑡ℎ subflow. Finally, optimal path is selected 
from multiple paths for sending scheduled subflows. For 
optimal path selection, we consider congestion rate, 
transmission delay, and high throughput. Finally, TCP 
performances are improved by sending the scheduled subflow 
through optimal path. Fig. 2 represents the efficient packet 
scheduling, sub scheduling, and optimal path selection of the 
proposed work. 
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Fig. 2. FPF based Efficient Packet Scheduling. 
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B. TCP Congestion Control 
In general, the network has congestion due to many 

packets being sent by the senders at a particular time, which 
affects the performance in terms of throughput, and packet 
delivery rate in TCP. To improve the performance of TCP, we 
need to avoid congestion in the network. The proposed 
congestion control CoCoA3+-TCP Algorithm includes three 
sub-processes such as congestion detection and avoidance, fast 
retransmission, and fast recovery. 

Initially, congestion is detected by considering RTT, 
Retransmission Timeout (RTO), transmission rate, delay, 
bandwidth, delivery rate, and queue status. 

1) Round trip time (RTT): The amount of time taken for 
data to reach its destination and return the acknowledgment is 
known as RTT. The RTT can be formulated as, 

𝑅𝑇𝑇 = 2 × 𝑃𝑑               (6) 

Where 𝑃𝑑  denotes the propagation delay. The good 
protocol must have less 𝑃𝑑 thereby having less RTT. 

2) Transmission rate (𝑇𝑋𝑟): The 𝑇𝑋𝑟  is defined as the 
amount of data transmitted in a specific channel over a unit of 
time. In TCP the 𝑇𝑋𝑟 is dependent on the size of the window 
which can be formulated as, 

𝑊 = 𝑡𝑟𝑓𝑡
𝑠𝑝𝑒𝑒𝑑

              (7) 

Where 𝑊 is window size, generally 𝑇𝑋𝑟 depends on 𝑊 in 
TCP, 𝑡𝑟𝑓𝑡  indicates the time of transfer, and 𝑠𝑝𝑒𝑒𝑑  denotes 
the speed of transfer, respectively. 

3) Delay (𝑑𝑙): The delay is defined as the amount of time 
taken for data to transmit from source to destination. 
Generally, unit of delay depends on the time is taken nature of 
data. The delay must be less for a good communication 
protocol. 

4) Bandwidth(𝐵𝑊): The 𝐵𝑊 is defined as the capacity of 
the network to withstand with high amount of data over a 
medium of transmission. The 𝐵𝑊 can be formulated as, 

𝐵𝑊 = 𝑊
𝑅𝑇𝑇

               (8) 

Where 𝑊  denotes the size of the window, and 𝑅𝑇𝑇 
denotes the round-trip time. 

5) Delivery rate (𝐷𝑅):  The amount of data packet 
delivered to the destination in a period is known as 𝐷𝑅 . 
Generally, a good TCP must have high 𝐷𝑅. 

6) Queue status (𝑄𝑆):  The 𝑄𝑆  is defined based on the 
queue length. Higher the Queue length greater the congestion 
rate. The 𝑄𝑆 can be formulated as, 

𝑄𝑙 = (1 −𝑊) × 𝑄𝑙 + 𝑊 × 𝑄𝑠𝑎𝑚              (9) 

Where, 𝑊 is the window size, 𝑄𝑠𝑎𝑚  is the sample queue 
that denotes the actual queue length of the packet arrival. 

Here, the RTO value is estimated dynamically rather than 
fixed as a static value based on the current status of the 
environment. Then overall RTO value is estimated which is 
optimally calculated by CMO which is presented in CoCoA3+-
TCP. The CMO algorithm is a nature-inspired algorithm that 
mimics cat and mouse behaviours. This algorithm consists of 
two phases namely missing acknowledgment modelling and 
packet retransmission modelling. The population of packets in 
the TCP-IoT network is determined as, 

𝑅 =

⎣
⎢
⎢
⎢
⎡
𝑅1
⋮
𝑅𝑖
⋮
𝑅𝑛⎦
⎥
⎥
⎥
⎤

𝑛×𝑚

=

⎣
⎢
⎢
⎢
⎡𝑅1,1 ⋯ 𝑅1,𝑑 ⋯ 𝑅1,𝑚
⋮
𝑅𝑖,1
⋮

⋮
𝑅𝑖,𝑑
⋮

⋮
𝑅𝑖,𝑚
⋮

𝑅𝑛,1 𝑅𝑛,𝑑 𝑅𝑛,𝑚⎦
⎥
⎥
⎥
⎤

𝑛×𝑚

        (10) 

From the above equation, 𝑅 denotes the packets population 
matrix, 𝑅𝑖  denotes the exploration agent (𝑖 − 𝑡ℎ), 𝑛 indicates 
the number of packets transmitted in the network, and the 
problem variable is denoted as 𝑚 . In the network, each 
transmitted packet must be objective function which can be 
formulated as, 

𝑂𝐹 =

⎣
⎢
⎢
⎢
⎡
𝑂𝐹1
⋮
𝑂𝐹𝑖
⋮

𝑂𝐹𝑛⎦
⎥
⎥
⎥
⎤

𝑛×1

            (11) 

Where, 𝑂𝐹 is the objective function vector, and 𝑂𝐹𝑖 is the 
exploration agent objective function. From the above 𝑂𝐹 
values the best and worst transmitted packets are selected that 
can be formulated as, 

𝑂𝐹𝑎𝑙𝑡 = �
𝑂𝐹1𝑎𝑙𝑡
⋮

𝑀𝑖𝑛𝑖(𝑂𝐹)
⋮

𝑂𝐹𝑛𝑎𝑙𝑡 𝑀𝑎𝑥𝑖(𝑂𝐹)
�

𝑛×1

           (12) 

From the above equation, 𝑂𝐹𝑎𝑙𝑡  denotes the altered 
transmitted packet objective function based on equation (11). 
The transmitted packet with minimum objective function is 
considered as the best member else worst member. The overall 
packet population matrix consists of two groups namely 
missing acknowledgment packets and retransmitted packets. 
From that, the population of missing acknowledgment packets 
and retransmitted packets can be formulated as follows: 

𝑀𝑖(𝑅) =

⎣
⎢
⎢
⎢
⎡ 𝑀𝑖(𝑅)1 = 𝑅1𝑎𝑙𝑡

⋮
𝑀𝑖(𝑅)𝑖 = 𝑅𝑖𝑎𝑙𝑡

⋮
𝑀𝑖(𝑅)𝑛𝑅 = 𝑅𝑛𝑅𝑎𝑙𝑡⎦
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𝑛𝑅×𝑚
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𝑅𝑖,𝑑𝑎𝑙𝑡

⋮

⋮
𝑅𝑖,𝑚𝑎𝑙𝑡
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𝑅𝑛𝑅,1
𝑎𝑙𝑡 𝑅𝑛𝑅,𝑑
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         (13) 
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𝑟𝑡(𝑅) =

⎣
⎢
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𝑎𝑙𝑡 𝑅𝑛𝑅+𝑛𝑟𝑡,𝑑

𝑎𝑙𝑡 𝑅𝑛𝑅+𝑛𝑟𝑡,𝑚
𝑎𝑙𝑡 ⎦

⎥
⎥
⎥
⎥
⎤

𝑛𝑟𝑡×𝑚

        (14) 

From the above equations (13) and (14), 𝑀𝑖(𝑅)  denotes 
the missing acknowledge packets and 𝑟𝑡(𝑅)  denotes the 
retransmitted packets respectively. Therefore, in first phase, 
the missing acknowledgment packets are found by, 

𝑀𝑖(𝑅)𝑖 = �𝑀𝑖(𝑅)𝑖𝑛𝑒𝑤 , |𝑂𝐹𝑖
𝑀𝑖(𝑅),𝑛𝑒𝑤 < 𝑂𝐹𝑖

𝑀𝑖(𝑅)

𝑀𝑖(𝑅), 𝑒𝑙𝑠𝑒
        (15) 

Where, 𝑀𝑖(𝑅)𝑖𝑛𝑒𝑤  is missing acknowledgment based on 
current network status, and 𝑂𝐹𝑖

𝑀𝑖(𝑅),𝑛𝑒𝑤 denotes the objective 
of missing acknowledgment. In second phase, the 
retransmitted packet is found by, 

 𝑟𝑡(𝑅)𝑗 = �𝑟𝑡(𝑅)𝑖𝑛𝑒𝑤 , |𝑂𝐹𝑖
𝑟𝑡(𝑅),𝑛𝑒𝑤 < 𝑂𝐹𝑖

𝑟𝑡(𝑅)

𝑟𝑡(𝑅), 𝑒𝑙𝑠𝑒
        (16) 

Where, 𝑟𝑡(𝑅)𝑖𝑛𝑒𝑤  new retransmitted packets based on 
current network status, and 𝑂𝐹𝑖

𝑟𝑡(𝑅),𝑛𝑒𝑤  denote the objective 
function of new retransmitted packets. From the equation (15) 
and (16), the RTO is adaptively determined by, 

𝑅𝑇𝑂 = 𝑀𝑖(𝑅)𝑖𝑛𝑒𝑤 − 𝑟𝑡(𝑅)𝑖𝑛𝑒𝑤            (17) 

The pseudocode for adaptive RTO estimation based on cat 
and mouse optimization algorithm is given below: 

Pseudocode 
Adaptive RTO selection () 
Start CMO 
     Initialize 𝑅 using (10) 
     Set exploration agents (n) and iterations (T) 
     Compute 𝑂𝐹 using (11)  
     Alter the 𝑂𝐹 using (12) 
     Set the 𝑀𝑖(𝑅) population using (13) 
     Set the 𝑟𝑡(𝑅) population using (14) 
     Stage 1: Missing ACK stage 
          For i=1: nR; 
               Find the missing acknowledged packets using (15) 
          End  
     Stage 2: packet retransmission modelling 
          For j=1: nrt; 
               Find retransmitted packets using (16) 
          End 
     Calculate RTO using (17) 
End  

Due to congestion, the network has high packet loss; hence 
we need to perform fast retransmission and fast recovery.  The 
basic goal of fast retransmission is to minimize the count of 
duplicate acknowledgment (DACK) which reduces the 
transmission latency during data transmission. The steps 
involved in fast retransmission are: 

• Step 1: Sender sent some packets to the receiver, and 
receiver receives the packets and gives 
acknowledgment. 

• Step 2: If correct acknowledgment, the sender sends 
another packet. Else, sender sends acknowledge 
message along with lost packets to sender. 

• Step 3: Along with lost packets, sender continuously 
sends another packet which leads to two DACK. 

• Step 4: After getting two DACK, the sender retransmits 
the missing packets (i.e., Fast recovery) without 
exceeding RTO based on the current network status 
which is evaluated by RTT for every packet given in 
equation (6). 

The proposed algorithm adjusts the congestion window 
size that reduces the delay which is illustrated in Fig. 3. The 
current network status is determined based on RTT. If the 
RTT increases beyond network limit then there is congestion 
in the network, and when RTT gets decreased there is no 
congestion, at that time size of congestion window must be 
increased to avoid the congestion further. 

 
Fig. 3. CWND Adjustment for Fast Retransmission and Recovery. 
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V. EXPERIMENTAL RESULTS 
In this section, the proposed CoCoA3+-TCP is 

experimented with and validated. This section is further 
subdivided into four sub-sections such as simulation setup, 
application scenario comparative analysis, and research 
summary. 

A. Simulation Setup 
This sub-section describes the simulation of the proposed 

work. Initially, the network is constructed as grid topology 
based on Manhattan distance for improving the scalability of 
the network. This work utilizes the system with hardware 
configuration of random-access memory (RAM) 8GB, hard 
disk 256GB, and processor of Intel(R) Core (TM) i5-3210M 
CPU @ 2.50GHz; the software configuration of network 
simulator with version 3.26, and operating system of Ubuntu 
Linux 18.04. Table I denotes the various simulation 
parameters used for simulating the proposed model. Fig. 4 
represents the simulation grid topology of the proposed 
CoCoA3+-TCP. 

The above figure represents the simulation grid topology 
of the proposed CoCoA3+-TCP. The proposed work constructs 
the grid as size of 10 × 10 using Manhattan distance which is 
flexible and mitigates the scalability issues. By this grid 
topology construction, the proposed work achieves high 
transmission efficiency, high throughput and less delay during 
packet scheduling and congestion control, respectively. 

TABLE I. SIMULATION CONFIGURATION 

Simulation Parameter Values 

Network Simulator NS-3.26 
Routing Protocol AODV 
Type of Traffic TCP 

Area of Simulation 1500m × 1500m 

No. of IoT nodes 100 

No. of Base station 1 

Size of the window 28 

Size of the packet 2000 bytes 
Size of the Queue 30 packets 
Placement of IoT node Grid topology 

Topology Size 10 × 10 

Time for Total Simulation 300ms 

 
Fig. 4. Simulation Grid Topology of CoCoA3+-TCP. 

B. Application Scenario 
The proposed TCP-IoT model can be adopted in medical 

environment (i.e. patient monitoring system). The medical 
environment consists of numerous patients and each patient 
are equipped with IoT sensors (i.e. heart beat sensor, blood 
pressure sensor, etc.). The improper counter measure in the 
medical environment leads to severe threats to the patients. To 
take correct medical counter measure at correct time period, 
the sensed data are optimally report to the doctors. For that we 
propose, reliable TCP-IP congestion control fast and reliable 
mechanism in which every sensor data is forwarded to the 
server where it performs scheduling using FPF algorithm 
based on several metrics such as bandwidth, delay, buffer rate, 
etc. The scheduled data are selected best sub flow using 
CoCoA3+-TCP algorithm. The proposed work can be applied 
in the medical environment for patient monitoring reduces the 
latency, and congestion issues. 

C. Comparative Analysis 
In this sub-section, the comparative analysis is performed 

for the proposed CoCoA3+-TCP method with several previous 
approaches such as ICC-TCP (28), and BC-CPS (30) methods 
for evaluating the performance of these methods. Various 
performance metrics are considered in terms of throughput, 
goodput, packet loss, transmission delay, jitter, and congestion 
window size respectively to evaluate the performance of the 
proposed CoCoA3+-TCP method and other previous works. 

1) Impact of throughput: This metric is used to evaluate 
the total number of data packets received (ƥ)   at a certain 
period (ƫ) by the receiver. Throughput (ɕ) is denoted in terms 
of bits per second. The formulation of this metric is described 
as follows, 

ɕ = ƥ
ƫ
              (18) 

Fig. 5 illustrates the comparison of throughput between the 
proposed CoCoA3+-TCP method with several previous 
methods such as ICC-TCP, and BC-CPS methods with respect 
to the packet size. A network with high throughput achieves 
better communication between the source and destination. 
Throughput increases with increasing the packet size. 

 
Fig. 5. Throughput Vs. Packet Size. 

3

6

9

12

15

18

21

300 600 900 1200 1500 1800 2100

T
hr

ou
gh

pu
t (

M
bp

s)
 

Packet Size (bytes) 

BC-CPS ICC-TCP CoCoA3+-TCP

391 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 6, 2022 

In the existing BC-CPS approach, congestion control and 
packet scheduling are statically performed with poor RTO 
measurement, and retransmission was performed after several 
ACK which increases the latency that leads to low throughput. 
In the proposed CoCoA3+-TCP method, adaptive RTO 
estimation is performed and retransmission of packets is 
performed after receiving two DACK which reduces the 
latency that increases the throughput of the proposed 
CoCoA3+-TCP method. The comparative results show that the 
proposed CoCoA3+-TCP method achieves high throughput 
(12-20 Mbps) when compared with ICC-TCP (6-14 Mbps) 
method and BC-CPS (4-11 Mbps) method. 

Similarly, Fig. 6 shows the comparison of throughput with 
respect to simulation time. From this figure, it is clearly shown 
that the proposed CoCoA3+-TCP method achieves high 
throughput of 20 Mbps for the packet size of 2100 bytes 
which is 6 Mbps higher than the ICC-TCP method and 9 
Mbps higher than BC-CPS method. 

2) Impact of goodput: It is one of the important metrics 
which is the other form of throughput in the application level 
to evaluate the performance of the proposed algorithm for 
performing accurate and efficient communication, especially 
during huge data transmission. Goodput (ẞ) is formulated by 
the ratio between the amount of particular data (ɰ) to the time 
taken for reaching the receiver (ɧ)  which is expressed as 
follows: 

ẞ = ɰ
ɧ
                (19) 

Fig. 7 represents the goodput comparison for the proposed 
CoCoA3+-TCP method and several previous works in terms of 
packet size. A network with low transmission delay achieves 
high goodput which increases the communication efficiency. 
The goodput increases with respect to increase of packet size. 
In the existing BC-CPS method, lack of considering the RTO 
when evaluating the RTT for the communication increases the 
latency which reduces the performance of the TCP by 
attaining low goodput. 

In the proposed CoCoA3+-TCP method, the RTO is 
estimated based on current status of the network which 
increases the TCP performance by achieving high goodput. 
From the graphical results, it is proved that the proposed 
CoCoA3+-TCP method achieves high goodput when 
compared with state-of-the-art methods. The proposed 
CoCoA3+-TCP attains high goodput of 800 Kbps at 2100 
bytes. The difference of goodput between the proposed 
CoCoA3+-TCP method and the ICC-TCP method is 120 Kbps, 
and 200 Kbps for the BC-CPS method. 

Similarly, Fig. 8 represents the comparison of goodput to 
the simulation time. The comparative results show that the 
proposed CoCoA3+-TCP method achieves high goodput of 
800 Kbps which is 140 Kbps higher than ICC-TCP method 
and 200 Kbps higher than BC-CPS method at 300ms. 

3) Impact of packet loss: It is used in the network to 
evaluate communication reliability. Packet loss is defined as 
the ratio of the number of data packets that are not received to 
the total amount of packets which is formulated as follows: 

₼ = Ϯ
𝜕
               (20) 

 
Fig. 6. Throughput Vs. Simulation Time. 

 
Fig. 7. Goodput Vs. Packet Size. 

 
Fig. 8. Goodput Vs. Simulation Time. 
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Fig. 9. Packet Loss Vs. Packet Size. 

Where ₼  shows the packet loss, Ϯ  represents the non-
received data packets and 𝜕  denotes the total amount of 
packets. Fig. 9 shows the comparison of packet loss between 
the proposed CoCoA3+-TCP method and several previous 
approaches. A network with low packet loss reduces the 
number of retransmissions which decreases the network 
congestion. The packet loss increases with increase in packet 
size. In the ICC-TCP methods, the congestion control is 
performed by evaluating the RTT without considering the 
present network status that increases the DACK which leads 
to high packet loss. In the proposed method, congestion 
control is performed by adaptively implementing CoCoA3+-
TCP algorithm. In addition, the congestion window is 
increased by one when more than two DACK reduces the 
packet loss. 

The comparative results illustrate that the proposed 
CoCoA3+-TCP method achieves low packet loss when 
compared with other previous methods. The proposed 
CoCoA3+-TCP method achieves low packet loss of about 5% 
for 2100 bytes of packet size which is 20% lower than ICC-
TCP method, and 25% lower than BC-CPS method. Table II 
describes the packet loss variation of the proposed CoCoA3+-
TCP method and other existing approaches. 

4) Impact of transmission delay: Transmission delay (ɟ) 
represents the amount of additional time taken by the 
proposed CoCoA3+-TCP method to transmit the packets from 
the source to the destination. It is formulated by the difference 
between the actual packet received time (ʚ) and the expected 
time (𝜁) which is expressed as follows: 

ɟ = ʚ − 𝜁            (21) 

TABLE II. NUMERICAL ANALYSIS OF PACKET LOSS 

Methods Packet Size 

BC-CPS 24.3 ± 0.5 

ICC-TCP 19.5 ± 0.4 

CoCoA3+-TCP 2.92 ± 0.1 

 
Fig. 10. Transmission Delay Vs. Packet Size. 

Fig. 10 illustrates the comparison of transmission delay for 
the proposed CoCoA3+-TCP method and other existing 
methods in terms of packet size. A network with low 
transmission delay increases the throughput as well as 
goodput. The transmission delay increases with increasing the 
packet size. In the BC-CPS method, random selection of 
subflows is performed with insufficient parameters such as 
RTT, loss rate, etc., for data transmission which increases the 
transmission delay and also leads to high packet loss. In the 
proposed CoCoA3+-TCP work, Optimal selection of subflows 
is performed by considering buffer rate, queue length, etc. 
which improves the fairness for long term that reduces the 
transmission delay when compared with other previous 
methods. From this figure, it is clearly shown that the 
proposed CoCoA3+-TCP method achieves low transmission 
delay of about 20ms for 2100 bytes of packet size which is 
30ms faster than ICC-TCP method and 50ms faster than BC-
CPS method. 

Similarly, Fig. 11 shows the comparison of transmission 
delay with respect to simulation time between the proposed 
CoCoA3+-TCP method and existing methods. The results 
show that the proposed CoCoA3+-TCP method achieves low 
transmission delay of about 20ms for 300ms of simulation 
time which is 28ms faster than ICC-TCP method and 48ms 
faster than BC-CPS method. 

 
Fig. 11. Transmission Delay Vs. Simulation Time. 
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5) Impact of jitter: This metric is used to evaluate the 
difference between the transmitting time and receiving time. 
The formulation of jitter is defined as the time variation 
between the current and previous data packets which is 
expressed as follows: 

𝜆 = 𝜉 − 𝜘              (22) 

Where 𝜆 denotes the jitter, 𝜉 represents the current packet 
receiving time, 𝜘 shows the previous packet receiving time. 

Fig. 12 shows the comparison of jitter between the 
proposed CoCoA3+-TCP method and several state-of-the-art 
approaches in terms of packet size. A network with low jitter 
increases the performance of TCP. The jitter increases with 
increasing the packet size. In the ICC-TCP method, DACK 
was not considered during retransmission which increases the 
latency of data recovery that leads to high jitter. In addition, 
lack of considering RTO in the BC-CPS method during 
congestion control also increases the jitter. 

In the proposed CoCoA3+-TCP method, fast data recovery 
is performed by considering the DACK more than two and 
reducing the congestion window to half of the present status of 
congestion window with respect to RTT and RTO is 
considered based on the network’s current status that reduces 
the jitter effectively when compared with other previous 
works. The graphical results illustrate that the proposed 
CoCoA3+-TCP method achieves low jitter of about 15ms for 
2100 bytes of packet size. Whereas, the ICC-TCP and BC-
CPS methods achieve jitter of about 50ms and 60ms for the 
same packet size which is 35ms and 45ms greater than the 
proposed CoCoA3+-TCP method. 

Similarly, Fig. 13 illustrates the comparison of jitter 
between the proposed CoCoA3+-TCP method and other 
previous methods with respect to simulation time. The results 
show that the proposed CoCoA3+-TCP method achieves low 
jitter of about 15ms which is 32ms faster than ICC-TCP 
method and 43ms faster than BC-CPS method. 

 
Fig. 12. Jitter Vs. Packet Size. 

 
Fig. 13. Jitter Vs. Simulation Time. 

6) Impact of congestion window size: This metric is used 
to evaluate the number of data packets transmitted from the 
source to the destination without any traffic. A network with 
large congestion window size increases the throughput of the 
network. Whenever DACK occurs, the size of the congestion 
window decreases to half of its size to perform fast 
retransmission and recovery. 

Fig. 14 represents the comparison of congestion window 
size for the proposed CoCoA3+-TCP method and other 
existing methods with respect to simulation time. The size of 
the congestion window increases when normal data 
transmission and decreases when retransmission occurs with 
increasing simulation time. In the state-of-the-art approaches, 
the size of the congestion window is randomly changed to 
send the data packets with lack of considering the RTO which 
increases the congestion that leads to high complexity in 
congestion control. 

 
Fig. 14. Congestion Window Size Vs. Simulation Time. 
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In the proposed CoCoA3+-TCP method, the congestion 
window is adaptively changed, i.e. whenever the DACK 
increased, the congestion window is increased by one. For 
faster data recovery, the congestion window is reduced by half 
with respect to RTT which reduces the congestion and 
increases the control of congestion.  In addition, estimation of 
dynamic RTO is performed based on the network’s current 
status which also reduces the retransmission of packets. The 
comparative results illustrate that the proposed CoCoA3+-TCP 
method achieves better congestion window size when 
compared with other previous methods. 

The proposed CoCoA3+-TCP method attains high 
congestion window size of about 27 which is 4 larger than 
ICC-TCP method and 6 larger than the BC-CPS method. 
When retransmission occurs, the size of the congestion 
window decreases by about 13 which is 5 lower than BC-CPS 
method and 3 lower than ICC-TCP method. Table III 
illustrates the changes in congestion window size between the 
proposed CoCoA3+-TCP method and several previous works. 

TABLE III. NUMERICAL ANALYSIS OF CONGESTION WINDOW SIZE 

Methods Simulation Time 

BC-CPS 19.3 ± 0.5 

ICC-TCP 20.5 ± 0.3 

CoCoA3+-TCP 21.5 ± 0.1 

D. Research Summary 
This sub-section summarizes the overall performance of 

the proposed CoCoA3+-TCP method in terms of throughput, 
goodput, packet loss, transmission delay, jitter, and congestion 
window size respectively from Fig. 5 to 14. The major 
highlights of the proposed CoCoA3+-TCP method are 
described in this sub-section. Fitness based Proportional Fair 
(FPF) scheduling algorithm is proposed for performing 
efficient packet scheduling which improves throughput and 
Goodput by reducing the transmission delay and jitter. The 
CoCoA3+-TCP algorithm is proposed for improving 
congestion control and avoidance with CMO by considering 
multiple parameters such as delay, transmission rate, RTT, 
RTO, and bandwidth. DACK count is minimized by 
performing fast retransmission and recovery which retransmits 
the packets before the threshold of RTO depending upon the 
current network status. Table IV represents the ablation study 
between the existing and proposed approaches which consists 
of the average values of the corresponding performance 
metrics. From this table, it is proved that the proposed 
CoCoA3+-TCP method achieved high TCP performance when 
compared with other existing works. 

TABLE IV. NUMERICAL ANALYSIS OF PROPOSED AND EXISTING 
METHODS 

Performance Metrics BC-CPS ICC-TCP CoCoA3+-
TCP 

Throughput 
(Mbps) 

Packet Size 
(bytes) 7.14 ± 0.5 9.58 ± 0.3 15.57 ± 0.1 

Simulation 
Time (ms) 7.15 ± 0.4 9.5 ± 0.2 15.5 ± 0.1 

Goodput 
(Kbps) 

Packet Size 
(bytes) 

547.14 ± 
0.5 

650.20 ± 
0.4 

748.57 ± 
0.1 

Simulation 
Time (ms) 

550.20 ± 
0.4 

610.15 ± 
0.3 

750.18 ± 
0.1 

Transmission 
Delay (ms) 

Packet Size 
(bytes) 61.85 ± 0.4 41.23 ± 0.2 9.42 ± 0.1 

Simulation 
Time (ms) 61.5 ± 0.5 43.25 ± 0.4 10.91 ± 0.1 

Jitter (ms) 

Packet Size 
(bytes) 51.5 ± 0.5 41.85 ±  0.2 9.3 ± 0.1 

Simulation 
Time (ms) 53.5 ± 0.4 42.83 ± 0.3 9.83 ± 0.1 

VI. CONCLUSION AND FUTURE WORK 
The cross-layer approach is proposed in this research to 

perform efficient packet scheduling and congestion control for 
improving the TCP performance in IoT networks. Initially, 
network construction is performed which improves the 
flexibility and scalability of the network. After network 
construction, packet scheduling is performed by considering 
numerous parameters using FPF scheduling algorithm, and 
best subflow is selected which reduces the transmission delay 
and jitter. Optimal path selection is performed by considering 
several parameters to increase the throughput and goodput. 
The congestion control in TCP is performed by proposing 
CoCoA3+-TCP algorithm which consists of three sub-stages 
such as congestion control, fast retransmission, and fast 
recovery to reduce the transmission delay and improve the 
network performance. Fast retransmission is achieved by 
estimating the RTO dynamically using a cat and mouse based 
optimization (CMO) algorithm and fast recovery is performed 
by reducing the congestion window. The simulation is 
performed by network simulator (NS-3.26) and the results 
illustrate that the proposed CoCoA3+-TCP method achieved 
high performance of TCP in IoT network when compared with 
other previous works. 

In future, this research will be improved by providing 
security for TCP protocol in IoT environment with low 
complexity that reduces the transmission delay. In addition, 
the security increases the throughput and goodput with low 
retransmission. 
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Abstract—Currently, software complexity and size has been 
steadily growing, while the variety of testing has also been 
increased as well. The quality of software testing must be 
improved to meet deadlines and reduce development testing 
costs. Testing software manually is time consuming, while 
automation saves time and money as well as increasing test 
coverage and accuracy. Over the last several years, many 
approaches to automate test case creation have been proposed. 
Model-based testing (MBT) is a test design technique that 
supports the automation of software testing processes by 
generating test artefacts based on a system model that represents 
the system under test's (SUT) behavioral aspects. The 
optimization technique for automatically generating test cases 
using Sena TLS-Parser is discussed in this paper. Sena TLS-
Parser is developed as a Plug-in Tool to generate test cases 
automatically and reduce the time spent manually creating test 
cases. The process of generating test cases automatically by Sena 
TLS-Parser is be presented through several case studies. 
Experimental results on six publicly available java applications 
show that the proposed framework for Sena TLS-Parser 
outperforms other automated test case generation frameworks. 
Sena TLS-Parser has been shown to solve the problem of 
software testers manually creating test cases, while able to 
complete optimization in a shorter period of time. 

Keywords—Software testing; schema parser; software under 
test (SUT); model based testing (MBT); java applications 

I. INTRODUCTION 
Before a software can be released to consumers, it needs to 

pass the software testing phase. Software testing covers the 
aspect of testing the software to meet its functional 
requirements as well as discovering errors before the software 
is released. Two main factors are usually used to determine 
whether tests will show failures: test inputs and test oracles [1]. 
A statement in JUnit test is an example of a test oracle. 
Software testing is important not only for the software 
company, but also for consumers. Many consumers are 
currently worried about how software companies ensure 
software quality, the mechanisms used to do so, and so on. 
Although the types, frequency and activities of tests vary from 
program to program, most of the common activities used in 

each test cycle are: requirements testing, test planning, writing 
test cases, test execution, testing feedback and defect testing. 

The development of test cases is a difficult aspect of 
software testing [2]. Creating test cases manually is time 
consuming. Creating test cases manually should address the 
aspects of the test objective. Therefore, creating test cases 
automatically is more efficient and consumes less time. The 
techniques for automated test case generation aim to efficiently 
identify a limited number of cases that satisfy an adequacy 
criterion, reducing the cost and resulting in more effective 
software product testing. One of the well-known techniques for 
software testing is Model-based testing (MBT). MBT is a 
testing technique that creates test cases automatically from 
models derived from existing application artifacts [3]. MBT is 
a promising approach for automatic testing to increase testing 
performance and effectiveness [4]. MBT can perform and 
complete test tasks in a more cost-effective and reliable manner 
than conventional test methods. A description of the MBT 
method is presented in [5]. This paper addresses the problem of 
manually creating test cases that consume more time. By 
introducing Sena TLSParser, test cases can be automatically 
created and generated. Sena TLS Parser can reduce time in 
generating test cases manually. 

The next section will discuss related works followed by 
details of the proposed Sena TLS-Parser Framework. 
Subsequently, the implementation of Sena TLS-Parser is 
discussed followed by the comparison of the proposed 
framework with other frameworks. 

II. RELATED WORK 
With the development of model-based engineering 

technology [6], MBT has attracted more and more interest in 
research. In the past few years, several MBT tools have been 
developed to support MBT activities [7]. Li et al. [4] proposed 
and applied a set of test case generation criteria, as well as 
surveying new methods that have not been used in previous 
research or have not been analyzed using test case generation 
criteria. From 2000 to 2018, a review study on requirement-
based test case generation was presented in [8]. The study was 
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conducted to gain information in the areas of requirements-
based test case generation and future studies. In addition, 
authors in [9] present a systematic mapping study (SMS) by 
analyzing 87 studies in this field. They discovered that the 
majority of the studies were devoted to test generation 
activities. Utting et al. [10] presented model-based research 
literature over the last ten years including MBT methodology 
and the industry's current level of MBT adoption. The Unified 
Modeling Language (UML) is a diagrammatical modeling 
language that enables developers to identify, visualize, create, 
analyze and document system features. It is the most popular 
and widely accepted language in the software industry, to the 
point that its spread and popularity may have reached a point 
where it is impossible to imagine a software working without 
it. There are many UML diagrams used for this purpose such 
as class diagram, use case diagram, activity diagram and 
others. One of these diagrams, the UML activity diagram is 
used to describe behavior while modeling the sequence of 
activities in the system. It is closely related to use case 
diagram, which shows the sequence of steps the system 
performs in order to carry out a use case. By using it, any 
software process is simplified and improved by identifying 
complex use cases. Therefore, many research works 
concentrate on generating test cases from UML [11 - 16]. 

Many researchers have created a variety of tools for test 
case generation, but the features of these tools vary greatly. 
This makes it difficult for the user to identify the right tool for 
the testing process. TCG, an open-source LoTuS modelling 
tool plugin was developed by Muniz et al. [17] to generate test 
cases. EvoSuite [18, 19] is a tool that generates test suites 
automatically for Java programs with high code coverage and 
assertions. EvoSuite employs a number of innovative 
techniques that result in increased structural coverage and 
efficient assertion selection based on seeded defects, both of 
which are important features that other Java tools are lacking. 
Another tool called EPiT was developed by Ibrahim et al. [20], 
which is shown to be effective in generating test cases 
automatically. With the increase in Android mobile devices, 
there is growing interest in automated testing for Android 
applications. GUI testing is one of the most used techniques for 
detecting errors in mobile applications and for testing app 
functionality and usability. Salihu et al. [21] proposed 
AMOGA which is an alternative model-based testing approach 
for mobile apps. Their proposed method uses a combination of 
the UI element's event list and each event to dynamically 
exercise event ordering at run time. Another tool called APE is 
presented by Gu et al. [22] for Android apps testing. 
PLATOOL [23] is another tool that has been proven effective 
in creating useful functional tests to deal with events involved 
in mobile applications during the automatic testing phase. 
More details about various software testing techniques applied 
for testing mobile applications are shown in [24]. 

The Synchronized Depth First Search (SDFS) introduced 
by Pinkal and Niggemann [25] to automate test case generation 
is proven to efficiently execute testing with less effort and time 
compared to other techniques. Based on research, it is possible 
to generate test cases automatically using Timed 
Synchonizable I/O Automation. Genetic algorithms have been 
used successfully in software testing. Mishra et al. [26, 27] 

shows how genetic algorithms are used for software testing in 
generating random test cases. Du et al. [28] presents a 
combination of genetic algorithms with mutation testing to 
increase coverage and mutation score within test cases. To 
assess output in terms of generating test cases, the proposed 
algorithm by Wang and Liu [29] shows that it is capable of 
achieving both high performance and low time cost in the 
automated generation of software test cases. 

One significant approach is the generation of test cases 
from UML models. Shin and Lim [30] propose an approach in 
reducing time and resources required for testing embedded 
software. Ma and Provost [31] suggest a testing process that 
ensures that a system’s nominal behavior is fully covered while 
still allowing for the consideration of defective behavior. 
Elqortobi et al. [32] describe the components of an automated 
Modified Condition/Decision Coverage MC/DC Test 
Generation Tool (TGT) for avionics software test sequence 
generation. Their method incorporates three coverage 
parameters to increase the performance and error detection 
capacity of the derived tests. The criteria are selected to satisfy 
the industrial needs for avionics software certification. 

III. SENA TLS-PARSER 
Sena TLS-Parser consists of four main steps. Fig. 1 shows 

the flowchart for Sena TLS-Parser. 

Based on Fig. 1, Sena TLS-Parser can be used to generate 
test cases automatically in Eclipse Integrated Development 
Environment (IDE). The source code is the input for Sena 
TLS-Parser. The schema parser will read the source codes line 
by line. The token will be used to detect classes and methods 
using code smell. The algorithm for code smell is discussed in 
[33]. MBT is used for generating the test cases. The algorithm 
for generating the test cases is discussed in [20]. However, for 
the time being, Sena TLS-Parser can only generate test cases 
for Java applications only. The output for Sena TLS-Parser is 
the generated test cases as shown in Fig. 2. 

 
Fig. 1. The Flowchart for Sena TLS-Parser. 
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Fig. 2. Test Cases Generated from Sena TLS-Parser. 

IV. IMPLEMENTATION OF SENA TLS-PARSER 
The tool is executed in four steps and this section discusses 

the steps. The first step is importing the java project to an 
Eclipse environment as a Plug-in Tool. Fig. 3 shows an 
example of how Sena TLS-Parser is imported as a Plug-in 
Tool. By clicking the in-help tab menu, Sena TLS-Parser can 
be installed as a new software option in Eclipse environment. 
Sena TLS-Parser will then analyze the codes by right clicking 
the project and selecting the SenaTLSParser-2.0 as shown in 
Fig. 4. 

Based on Table II, Sena TLS-Parser successfully generated 
test cases automatically for each application. The duration also 
depends on the line of code (LOC) for the application. If the 
LOC is smaller, less time is taken to generate the test cases; for 
example the Calculator application. If, however, the LOC is 
much bigger, more time is required to generate the test cases. 
However, the generation of the test cases also depends on the 
complexity of the algorithm and the number of methods the 
application has; for example the Elevator application. 

 
Fig. 3. Installation of Sena TLS-Parser as a Plug-in Tool. 

 
Fig. 4. Sena TLS-Parser as a Plug-in Tool. 

Fig. 4 shows the second step for selecting Sena TLS-Parser 
to analyze source code. The third step is for Sena TLS-Parser 
to begin analyzing and detecting all of the classes in the source 
code. The class will be detected by the parser node by node. 
Sena TLS-Parser then identifies a method within each node. 
Sena TLS-Parser will save all detected method classes in a 
variable. Finally, for the fourth step, test cases are generated 
based on the identified attributes. When Sena TLS-Parser has 
finished analyzing the source codes, a success popup menu will 
appear. Fig. 5 shows the popup menu appearing, which 
indicates the time used to analyze the source code. 

 
Fig. 5. Time Taken to Generate Test Cases from Sena TLS-Parser. 

After the code analysis process is complete, the results will 
be shown in the Sena TLS-Parser console. The console 
contains all project information such as project name, test cases 
created for each class, and the time and date of when the test 
was conducted. Fig. 2 shows the Sena TLS-Parser console. 

V. RESULTS AND DISCUSSION 
Case studies are used for testing the performance of Sena 

TLS-Parser. The case studies are completed by testing Java 
applications only by developing test cases for each case study 
to evaluate performance in execution time. For the case studies, 
performance evaluation regarding Java applications is tested 
using Eclipse IDE Version 4.5. The six case studies were 
selected and downloaded from GitHub website [34]. The six 
case studies are Calculator [35], ATM Machine [36], 
BlackJack [37], Traffic Light Simulation [38], Airline 
Reservation [39] and Elevator [40]. Table I describes the case 
studies used in this paper by providing a summary of the 
number of classes for each application and a description for 
each case study. 
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TABLE I. THE CASE STUDIES 

Application Number 
classes Description 

Calculator [35] 1 
The application contains mathematical 
methods like add, subtract, multiply, divide 
methods. 

ATM Machine 
[36] 5 

The application has financial transactions 
such as cash deposits, withdrawals and 
transfer funds. 

BlackJack [37] 5 

Simple Blackjack implemented in Java. 
Creates a random deck of cards, or takes in a 
file with a list of cards, and plays a round. 
Prints the winner and the resulting hands of 
the player and the dealer. 

Traffic Light 
Simulation [38] 5 

A traffic light has three lenses, green, orange 
and red mounted in a panel. Simulates a set 
of traffic lights (N, S), (E, W) at an 
intersection. 

Airline 
Reservation [39] 7 

Provide online ticket and seat booking for 
national and international flights as well as 
flight departure information. 

Elevator [40] 9 A small Java project to simulate the 
evolution of an elevator. 

The source codes from all applications are uploaded in 
Eclipse environment. Subsequently, Sena TLSParser is used as 
a Plug-in Tool to generate test cases for each application listed 
in Table I. The results for each case study are shown in 
Table II. Sena TLSParser shows the duration taken to analyze 
the source code and generate test cases based on the number of 
classes detected in the LOC for each application. The results 
show that the Calculator application is the fastest with 1ms. 
Meanwhile, the slowest is the ATM Machine application, 
which is 89ms. The comparison is based on the time required 
to generate test cases using Sena TLS-Parser. 

Based on Table II, Sena TLS-Parser successfully generated 
test cases automatically for each application. The duration 
taken also depends on the LOC for each application. If the 
LOC is smaller, less time is required to generate the test cases; 
for example the Calculator application. If, however, the LOC is 
much bigger, more time is required to generate the test cases. 
However, the generation of the test cases will also depend on 
the complexity of the algorithm and the number of methods in 
the application; for example the Elevator application. 

TABLE II. THE RESULTS USING SENA TLS-PARSER 

APPLICATION Number 
classes LOC Duration Time 

(ms) 

Calculator 1 63 1 

ATM Machine 5 635 89 

BlackJack 5 458 51 

Traffic Light Simulation 5 185 46 

Airline Reservation 7 154 15 

Elevator 9 1150 75 
 

Testing the software manually requires effort and is time 
consuming. Automation saves time and money while also 
increasing test coverage and accuracy, which is beneficial to 
both developers and testers. Choosing the right automation 
framework is critical to assist with various types of testing such 

as unit, functional, and regression testing. For comparison 
purposes, three automated testing frameworks are reviewed 
compared to the proposed framework, Sena TLS-Parser. These 
frameworks are JUnit [41], TestNG [42] and Epit [20], which 
are widely used in the generation of test cases. 

A. Junit Testing Framework 
JUnit [41] is a well-known Java unit testing framework. It 

is easy to understand, simple to integrate, and best of all, it is 
open-sourced. For writing test cases, JUnit employs 
annotations and assertions. It includes a test-runner for 
identifying and running all test methods in a project. The JUnit 
process is done through setting fixed states for objects and 
running tests by using Fixtures, Test suites, Test runners and 
JUnit classes are the main features offered by JUnit. The work 
of these Fixtures aims to provide a good environment for the 
conduct and implementation of the test. Test suites are a 
collection of unit test cases that are compiled together. Before 
testing a code, annotations are used in order to run the test 
suite. Test runners are used to carry out test cases while JUnit 
classes are used for testing and writing JUnits, with assert, test 
case, and test result. 

B. TestNG Framework 
Cédric Beust created TestNG [42], an open-source test 

automation framework inspired by JUnit and NUnit for the 
Java language. The goal of TestNG's design is to provide more 
powerful and easy-to-use functionalities for a broad range of 
test categories such as unit, functional, end-to-end, integration, 
and so on. TestNG's advanced and useful features make it a 
more robust framework than its competitors. In this 
framework, the executing of the methods is determined by a set 
of codes called annotations. Using these annotations 
demonstrates the usage of Java language new features in a real-
world production environment. 

C. EPiT Plug-in 
EPiT [20] was created to reduce the time spent manually 

generating test cases by utilizing code smell technique for 
automated test case generation. EPiT begins by reading the 
code line by line before applying code smell technique to 
detect all classes in the Java application. Following that the 
tool determines the method’s name, input parameter, and return 
type and stores them in variables for use in generating test 
cases. EPiT has demonstrated its ability to optimize automated 
test case generation using the code smell technique in a short 
period of time and with high efficiency. 

D. Comparisons of Results 
Each framework is used to test the generation of test cases 

for the case studies. Table III presents the result comparison of 
the test cases generation framework for each case study based 
on execution time. 

A JUnit test is a method in a class that is only used for 
testing. This is known as a Test class. To indicate that a method 
is a test method, @Test annotation is used. This function 
executes the code being tested. An assert method is used which 
is provided by Junit. 

TestNG covers all categories of tests such as unit, 
functional, and integration testing. In this research, TestNG has 
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been integrated with eclipse to generate the test report and 
execute multiple test cases in parallel. TestNG uses various 
Annotations for test cases generation, such as @BeforeSuite, 
@AfterSuite, @BeforeTest, and @AfterTest. Annotations in 
TestNG are lines of code that can control how the method 
below them will be executed. Annotations are preceded by 
“@” symbol. 

TABLE III. THE RESULTS FOR DIFFERENT FRAMEWORKS 

Application JUnit TestNG EPiT Sena TLS-
Parser 

Calculator 32 9 8 1 

Airline Reservation 96 57 59 15 

Traffic Light 
Simulation 4201 4101 91 46 

BlackJack 93 60 111 51 

ATM Machine 179 76 94 89 

Elevator 339 67 95 75 

The comparison between the testing frameworks has been 
done based on duration required to generate test cases for each 
application. The results demonstrate the effectiveness of the 
proposed tool (Sena TLS-Parser) in automatically and quickly 
producing test cases. Oshin et al. [43] compared JUnit 
framework with TestNG framework. Based on Table III, 
TestNG gives better results as compared with JUnit. The 
results shown are consistent with the comparison done by [43]. 
The results show that the Calculator application is the fastest 
with 32ms for JUnit, 9ms for TestNG, 8ms for EPiT and 1ms 
using Sena TLS-Parser. For Calculator application, Sena TLS-

Parser gives the best result compared to JUnit, TestNG and 
EPiT. Meanwhile, for the Traffic Light simulation, both JUnit 
and TestNG have more execution time as compared to EPiT 
and Sena TLS-Parser. Sena TLS-Parser is an automation 
testing tool dedicated for Sena Traffic Light System (TLS) 
with MBT embedded in its algorithm. Therefore, the results 
show it has better performance. Meanwhile, EPiT with its 
technique for code smell [33] improved the generation of test 
cases compared to the JUnit and TestNG frameworks. 

For more clarification, Fig. 6 shows the graph for the 
applications and duration time for each of the frameworks. It is 
noticeable that the time taken by each framework to generate 
test cases depends on the complexity of the algorithm and the 
number of methods of the application. For example, the traffic 
light simulation application has more complexity for the 
algorithm as compared with the Elevator application. 
Therefore, it takes a lot of time to generate test cases using 
JUnit and TestNG frameworks. Comparing with EPiT and 
Sena TLS-Parser, traffic light simulation application takes less 
time than Elevator application in generating test cases. In 
addition, the line of codes for the ATM Machine application is 
less than the Elevator application, however it takes more time 
using EPiT framework when applying code smell algorithm for 
the purpose of reducing the redundancy of test cases 
generation. 

To summarize, there are numerous factors that contribute to 
inconsistent results, including project code complexity, CPU 
usage, and memory usage. Despite inconsistencies in the 
results, the results of the case studies demonstrated that Sena 
TLS-Parser is faster than conventional manually generated test 
cases and other testing frameworks. 

 
Fig. 6. Comparison of Results from different Frameworks. 
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VI. CONCLUSION AND FUTURE WORK 
During the software testing process, automatic test data 

generation is critical. Unit-level testing is more successful 
because test cases cover all the essential paths of the software 
being tested. The process of creating test cases automatically 
by Sena TLS-Parser in an Eclipse setting was discussed in this 
paper. Based on the results presented in this paper, it is shown 
that Sena TLS-Parser has successfully generated test cases 
automatically and has a faster response time than traditional 
manual testing as well as JUnit testing and TestNG. Also, 
using the MBT technique to create test cases is a very powerful 
way to do so. For future work related to this research, Sena 
TLS-Parser framework can be extended to work with other 
programming languages such as C and C++. Adding other 
features would also be an interesting direction for future work 
using Sena TLS-Parser. Sena TLS-Parser can also be 
generalized to cover mobile applications for software testing. A 
convertor can be used to convert the source codes of mobile 
application in “.apk” format into source codes of java 
programming in “.java” format. By having the convertor, Sena 
TLSParser will also be able to generate test cases for mobile 
applications. 
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Abstract—In the world of social media, the amount of textual 
data is increasing exponentially on the internet, and a large 
portion of it expresses subjective opinions. Sentiment Analysis 
(SA) also named as Opinion mining, which is used to 
automatically identify and extract the subjective sentiments from 
text. In recent years, the research on sentiment analysis started 
taking off because of a huge of amount of data is available on the 
social media like twitter, machine learning algorithms popularity 
is increased in IR (Information Retrieval) and NLP (Natural 
Language Processing). In this work, we proposed three phase 
systems for sentiment classification in twitter tweets task of 
SemEval competition. The task is predicting the sentiment like 
negative, positive or neutral of a twitter tweets by analyzing the 
whole tweet. The first system used Artificial Bee Colony (ABC) 
optimization technique is used with Bag-of-words (BoW) 
technique in association with Naive Bayes (NB) and k-Nearest 
Neighbor (kNN) classification techniques with combination of 
various categories of features in identifying the sentiment for a 
given twitter tweet. The second system used to preserve the 
context a Rider Feedback Artificial Tree Optimization-enabled 
Deep Recurrent neural networks (RFATO-enabled Deep RNN) is 
developed for the efficient classification of sentiments into 
various grades. Further to improve the accuracy of classification 
on n-valued scale Adaptive Rider Feedback Artificial Tree 
(Adaptive RiFArT)-based Deep Neuro fuzzy network is devised 
for efficient sentiment grade classification. Finally, this research 
work proposed a Fuzzy-Rule Based Deep Sentiment Extraction 
(FBDSE) Algorithm with Deep Sentiment Score computation. 
Accuracy measure is considered to test the proposed systems 
performance. It was observed that the fuzzy-rule based system 
achieved good accuracy compared with machine learning and 
deep learning based approaches. 

Keywords—Sentiment analysis; SemEval; recurrent neural 
networks; LSTM; word embeddings; accuracy; f1-score; fuzzy –
rule; deep sentiment extraction 

I. INTRODUCTION 
Nowadays, online social media platforms like Twitter or 

Face book provide a valuable framework for individuals to 
share and discuss ideas and opinions regarding various topics 
including health related issues. Within the past decade these 
kinds of platforms have spread globally and witnessed a rapid 
growth in the number of users reaching people from various 
demographic groups, ethnicity and occupations. Twitter is a 
social media platform that was used by millions of active users 
to share their opinion, sentiments and their thoughts on any 
issue. In this platform, the users are interacted through 

messages which are called tweets. The estimation of the 
organizers of the twitter is around 500 million tweets are 
forwarded in every day. These tweet messages are restricted in 
size which can contain at most 140 characters. Twitter allow 
for an exhaustive aggregation and analysis of user generated 
content which facilitates monitoring of public opinions and 
sentiment over time towards certain topics of interest. Keeping 
track of these developments can be crucial for health 
professionals in order to understand and address the public 
opinion and behavior with regard to health related topics. 

Due to the importance of sentiment analysis to business, 
the interest has shifted from computer science to management, 
economics and to the whole society. Nowadays, almost all of 
the big companies and organizations are having a sort of voice 
of the customer channel such as emails or call centers and a 
mean to analyze it. This will help organizations to reshape 
their services and re-engineer their business processes into the 
best practice ones. Recently, business has realized the 
important role that voice of the customer plays in their 
organizations. The need to have classification systems that are 
able to handle their feedback data efficiently is emerged. 
Sentiment analysis is considered as branch of social 
information where retrieved text is intended to be classified 
into many classes depending on the detected emotions [1]. 

Sentiment analysis is the science of extracting, studying 
and investigating people’s sentiments, experience and point of 
view that documented into a piece of text called, review. This 
extracted information could express general feelings of the 
authors or extracting sentiments regarding entities such as 
service, or a product [2]. In computer science, it is about 
modeling a system that classifies the polarity of a given 
review. Sentiment analysis model trying to classify reviews 
into labeled polarities like negative or positive and some 
adding neutral class [3]. The significant definition for an 
opinion is a quadruple of four components (G, S, H, T). G is 
sentiment target, also known as entity or aspect such as 
camera, product or service under review. S is the sentiment 
with respect to a target. Opinion’s holder is representing by H, 
whereas T is the time that the opinion was given in. Analyzing 
the sentiment of given input could be done on three different 
levels. In the literature, document level sentiment analysis is 
investigated when calculating the sentiment of the total 
document, having that the document is about single entity. 
Another level of a scope is the sentiment level when each 
sentence is analyzed and given a polarity [3]. In this level, it is 
assumed that the review consists of several opinionated 
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targets, aspects or entities and their polarities. Finally, aspect 
level sentiment analysis, where the sentiment is determined on 
the aspects of an entity. Sentiment analysis has many end-user 
applications such as monitoring news and social media to look 
for biased opinions, monitor attitudes towards political 
candidates or controversial topics during an election, or 
keeping track of company reputation and consumer response. 
Sentiment analysis can also be useful for researchers in other 
fields such as political science and media studies by providing 
a quantitative method of analyzing public opinion. The 
internet is growing by the minute and most of the content is in 
the form of unstructured text. A lot of this data, like blogs, 
social media and product reviews, are subjective and 
opinionated. Market analysis is one of the most prominent use 
cases of SA. Companies used sentiment analysis to keep track 
of customer relationships, company reputation, consumer 
response to products and more. Another use of SA is 
intelligence, where governments can monitor and flag 
potential threats to national security. There are also many 
political uses like identifying ideological shifts on social 
media or identifying which topics engage the public. SA is 
also used to analyze twitter for public opinion on some topic 
analysing the plot of fiction, tracking how emotions change 
throughout the story. 

Many of sentiment analysis systems focus on a single 
language, typically English. However, as the Internet spreads 
around the world, users are leaving comments in a variety of 
their native languages. Sentiment analysis in a single language 
increases the possibility of missing sensitive details in texts 
written in other languages. Multi-lingual sentiment 
classification techniques were developed to evaluate data in 
multiple languages [10]. Sentiment classification frameworks 
and techniques for various languages are being developed as a 
result of this. The majority of research in sentiment 
classification based on the usage of machine learning 
techniques, unsupervised and supervised. The supervised 
methods used machine learning algorithms to train with 
labeled sentiment data and to determine the sentiment of 
unlabeled test documents. A machine learning method is used 
in the training phase to learn a prediction model, which is then 
utilized in the testing or prediction phase to classify 
documents that the model has never seen before. Feature 
engineering is likely the most important of these components 
for classification. People express their negative feelings in 
sarcastic text by using positive words. Because of this, 
sarcasm can easily fool sentiment analysis models unless they 
are specifically designed to account for its possibility. English 
is considered Majority of the digital platforms and articles are 
using. 

Traditional approaches take the input text, process it and 
find the sentiment classifications like positive and/or negative 
based on users one-dimensional reviews. But, these are failed 
to look into multidimensional perspective of the users review 
like sarcastic reviews. So, there is very much need for the 
approaches which are capable to understand the user’s 
multidimensional perspective in giving the reviews. 

In this work, machine learning based approaches are used 
for sentiment analysis at the initial phases. Deep leaning based 
architectures are developed in the next phases to tokenize the 

input as word embeddings for the sentiment analysis task. 
Finally, this research demonstrates the fuzzy rule based 
approaches to compute the degree of sentiment using polarity 
and deep sentiment score. This study is experimented on 
SemEval competition sentiment classification dataset contains 
small micro-blog twitter messages. 

This work is structured in six sections. The Section 2 
explains the existing work of the sentiment analysis. The 
dataset details and evaluation measures are presented in 
Section 3. The machine learning based approach described in 
Section 4 with experiment results. The Section 5 explains the 
deep neural architectures and experimental results for 
sentiment classification. Section 6 concludes this work. 

II. RELATED WORK 
The automated process of splitting and categorizing units 

of texts into separate, specified categories, also known as 
classes, is referred to as text categorization. Text classification 
can be used to extract a text's topic, but it can also be used to 
classify sentiment. Sentiment classification, often known as 
sentiment analysis, is the process of determining whether a 
text is negative, positive, or neutral. NLP methods are used to 
systematically analyze and evaluate the sentiment expressed in 
text and assign it to a sentiment class. 

Topic classification, i.e. determining whether a text is 
about politics or sports, is usually done using machine-
learning approaches. Pang et al. (2002) adopted [1] these 
machine-learning methods and regarded positive or negative 
sentiment as topics of their own. With this approach they 
managed to achieve performances hovering around 80% when 
analyzing movie reviews. However, the experiments 
conducted only contained reviews that were considered 
positive or negative. Agarwal et al. conducted [4] the accuracy 
of sentiment analysis on Tweets using a Support Vector 
Machine (SVM) was around 60% depending on the features 
employed. They also pre-processed the Tweets by replacing 
acronyms with full meanings and emoticons with their 
emotional states. When doing binary classification, the 
proposed method achieved an accuracy of roughly 75% when 
omitting the neutral class and just having positive or negative 
classes. 

Bhayani et al. conducted [5] experiments that utilized 
distant supervision on data extracted from Twitter. Distant 
supervision relates to gathering and labelling training data 
automatically. They worked on the notion that any Tweet with 
a positive emoticon likewise has positive emotion, and any 
Tweet with a negative emoticon has negative sentiment. They 
could construct an annotated classifier training set without 
hand-labeling data using these assumptions. They regarded 
emoticons to be noise; therefore they removed them from the 
data set. Given the importance of emoticons in expressing 
moods and their widespread use in sentiment analysis, a 
feasible upgrade to this approach would be to appropriately 
integrate emoticons and their emotional connotations. 

Edilson Anselmo et al., explained [6] a multi-view 
ensemble approach for the task of SA also specifically named 
as Message Polarity Classification in SemEval-2017 
challenge. In this ensemble approach, different types of 
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features are used to train every base classifier. The first base 
classifier is Linear SVM which uses bag-of-words model as a 
feature space. The second base classifier is another Linear 
SVM which uses the averaging of word embeddings of tweets. 
The third base classifier is Logistic Regressor where in the 
tweets are represented as averaging of weighted word 
embeddings. In the first classifier, the tweets are represented 
with the TF-IDF (Term Frequency and Inverse Document 
Frequency) weights of bag-of-words. In the third classifier the 
word embeddings weight is represented with TF-IDF measure. 
In case of F1-score and recall, their proposed system got an 
18th rank and 20th respectively among 38 participants in the 
competition. 

Tzu-Hsuan Yang et al., implemented [7] a system for SA 
task in twitter dataset. This system is a combination of two 
deep neural networks based models such as LSTM Recurrent 
Neural Network and convolution neural network (CNN) 
through interpolation. These models take the input as 
distributional words representations of tweets as vectors and 
the output is the sentiment of a tweet. They observed that the 
word embeddings performance is good in RNN for computing 
Recall and accuracy when compared with one-hot vectors. 
They identified that LSTM model performance is good for 
predicting all classes but the RNN fails to predict the negative 
class. They also observed that the performance of LSTM is 
good on neutral and positive classes and the performance of 
CNN is good on negative class compared with LSTM. The 
proposed system obtained an average F1 score of 0.587, 
average recall rate of 0.618 and the accuracy of 0.618 for 
sentiment analysis task of SemEval 2017 Competition. 

Recently, the implementation of SA in twitter using neural 
networks become one of the state of the art techniques because 
they took less number of features when compared with 
traditional techniques. Yichun Yin et al., proposed [8] an 
effective and simple ensemble method to boost the 
performance of neural network models. They collected the 
several sets of word embeddings which are constructed by 
using skip-gram model or released publicly or learned from 
different corpus. They assume that the usage of these 
embeddings increases the performances and generalizations of 
neural network models. They identified different types of 
neural networks like RNN, CNN, LSTM and GRU for 
implementing their method, but they used RCNN [9] in their 
method. The aim of RCNN is to capture non-consecutive and 
longer range patterns in a weighted manner by using adaptive 
gated decay and non-consecutive convolution. The proposed 
method achieved 1st rank in Accuracy and 5th rank in average 
recall in the SemEval 2017 sentiment analysis competition. 

Traditional techniques used a different type of hand crafted 
features such as semantic, surface-form and sentiment 
lexicons for sentiment classification of twitter [10]. The 
performance of these techniques mainly depends on the 
quality work of feature construction and developing a popular 
system for these features. Moreover, the one-hot 
representation of these features proposes the sparsity problem 
in the representation and the semantic information also not 
captured in the representation. To overcome this problem, 
Tang et al. induced [11] real-valued, sentiment-specific and 
low-dimensional embedding features for sentiment 

classification of twitter which encode the combination of 
sentiments and semantics of words. They identified that the 
hand-crafted features and embedding features achieved similar 
results. 

AbeedSarker et al., presented [12] a system by combining 
the dense and sparse vector representations of words and 
clusters are used for generalized words representations for 
supervised text classification. The neural networks are trained 
by using the dense vectors which are represented with word 
embeddings in a large unlabeled dataset to predict the 
neighboring words. The sequences of word n-grams (n range 
is 1-3) are used for generating the sparse vectors. The Support 
Vector Machines (SVMs) with an RBF kernel is used for 
classification of a text segment by concatenating the different 
vector representations. This system is specifically proposed 
for non-experts of machine learning and natural language 
processing and doesn’t require any manual tuning of weights 
or parameters. The system generates the classification model 
by automatically optimizing the relevant hyper-parameters and 
producing the training vectors for SVM classifier from a given 
training dataset. This system is evaluated on the sentiment 
analysis task of SemEval 2017 English dataset. The proposed 
system achieved F1-score of 0.632, accuracy of 0.646 and 
average recall of 0.637. 

Raphael Troncy et al., proposed [13] a SentiME++ system 
which is an ensemble approach for the SA task of SemEval 
2017 competition. The aim of this system is to classify the 
English tweets based on the type of sentiment like negative, 
positive or neutral sentiments they have. SentiME++ merge 
the predictions of five popular sentiment classifiers such as 
NRC-Canada [10], GU-MLT-LT [14], KLUE [14], TeamX 
[15] and Stanford Sentiment System (subsystem of the 
Stanford NLP Core toolkit). In SentiME++ approach, a 
bootstrap sampling (a uniform random sampling with 
replacement) technique is used to produce four different 
training sets from the initial training set T. These training sets 
are used to train the four sub classifiers separately. 
SentiME++ trains four classifiers separately and fifth classifier 
Stanford Sentiment System is not trained with training data. 
The outputs of five classifiers are represented as a feature 
vector and this is directed to stack supervised learner. This 
system produced a F1-score of 0.613 for sentiment 
classification and obtained 12th rank in the competition. 

Chukwuyem Onyibe explained [16] a supervised system 
which uses lexical features (Uni-grams, Tweet length, Tweet 
length binned, Bi-grams, SentiStrength, Removed URL, Stop 
words) and optimized Conditional Random Fields to predict 
the tweet sentiment. We used CRF++which is implemented 
with the primary machine learning component as Conditional 
Random Fields (CRF). They were inspired by the work of 
Yang et al. (2007) who used CRFs to identify the sentiment in 
web blogs by giving training at sentence level and classifying 
at the document level by considering the sequences of 
sentences. In their work, they optimized the parameters of 
CRF++ as well as lexical features for the task of sentiment 
classification in twitter of SemEval 2017. The combination of 
SentiStrength and unigrams performed well to obtain good 
results. They obtained good results for sentiment classification 
when the parameters of CRF are f value 1, c value 8.5 and 
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features are uni-grams. The proposed system achieved an 
average F1-score of 0.54226, average recall of 0.59024 and 
accuracy of 0.61519. 

Mohammed Jabreel et al., proposed [17] a system named 
as SiTAKA for SemEval 2017 twitter SA task for both Arabic 
and English languages tweets. In this system, the tweets are 
represented with a set of novel features which includes the 
information generated by five lexicons (NRC hashtags lexicon 
[10], General Inquirer [T8], TSLex [18], Hu-Liu opinion 
lexicon (HL) [19] and SenticNet [20]) and a bag of negated 
words. It was observed that the combination of these features 
with some basic features (syntactic, basic text, lexicon, Word 
Embeddings and cluster) increases the performance of the 
classification. The SVM classifier is used to identify the 
sentiment of tweets. The proposed system achieved 2nd rank in 
Arabic and 8th rank English language tweets. 

SymeonSymeonid is proposed [21] an approach based on a 
Majority Vote scheme and combined the classical linguistic 
resources such as sentiment lexicon features and bag-of-words 
with supervised machine learning methods for sentiment 
classification task. The usage of lexicons and bag-of-words 
representation has a predefined sentiment for each uni-gram 
and bi-gram. We used different types of classifiers such as 
Ridge, Logistic Regression, Stochastic Gradient Descent, 
Nearest Centroid, Bernoulli Naive Bayes, Linear SVC, 
Passive-Aggressive for testing the performance of the 
proposed approach. It was observed that among the set of all 
three combination classifiers one set of classifiers such as the 
Nearest Centroid, the Stochastic Gradient Descent (SGD) and 
Bernoulli Naive Bayes achieved best results. They also 
identified that Nearest Centroid is a weak classifier when 
alone but it gives best contribution when combined with other 
two classifiers. 

Sentiment classification is one of the major issues of NLP 
and become more popular among many research fields. 
Typically, sentiment classification predicts the sentiment of a 
text into various discrete classes like negative, positive or 
neutral. Ming Wang et al., explained [22] a deep learning 
system to classify 2-polarity, 3-polarity and 5-polarity in 
tweets by combining SVM with GRU. In their system, first 
they used pre-trained word embeddings to train a gated 
recurrent neural network, and then they extracted features 
from GRU layer and forwarded these features to SVM to 
perform quantification and classification sub-tasks. Joosung 
Yoon et al., proposed [23] a sentiment analyzer for sentiment 
classification to predict the sentiment at document level of 
English tweets for SemEval 2017 competition. This method is 
based on lexicon integrated CNNs with attention (LCA). The 
proposed method achieved an average recall of 58.9%, an 
average F1-score of 55.2% and an accuracy of 61.4% for the 
task of sentiment classification. 

MickaelRouvier et al., explained [24] a system which is an 
ensemble model of Deep Neural Networks (DNN) such as 
RNN-LSTM and CNN. We used four different types of pre-
trained embeddings such as three different sentiment 
embeddings and one lexical embedding on large datasets to 
initialize the input representation of DNN. These models can 
capture word level information only. We injected some 

sentence level features like Emoticons, Elongated units, 
Lexicons, All-caps and Punctuation into the system. They 
used a score-level fusion approach to combine the ensemble of 
DNNs. The proposed system got 2nd rank at SemEval 2017 
competition and achieved an average recall of 67.6%. It was 
identified that the CNN model obtained best results for 
sentiment classification when compared with RNN-LSTM 
models. Haowei Zhang et al., proposed [25] a multichannel 
model named as CNN-LSTM to predict the sentiment of 
English language twitter tweets and this model is a 
combination of two parts such as multi-channel LSTM and 
CNN. Unlike a CNN, a multi-channel strategy is applied in the 
proposed model to extract different scales of active local n-
gram features and various filters of different length are used in 
this strategy. Then LSTM is used to compose the information 
sequentially. In the classification process, they considered 
both long distance dependencies across tweets and local 
information within tweets by combining both CNN and 
LSTM. This multi-channel approach achieved an accuracy of 
0.640 for sentiment classification. 

AmitAjitDeshmane et al., proposed [26] a system for 
SemEval 2017 twitter sentiment analysis task. The system is 
an ensemble of three different deep learning architectures. The 
first architecture used CNNto perform the text classification. 
The second architecture implemented with gated RNN. In 
third subsystem, the opinion lexicons are integrated directly 
with CNN architecture. The proposed ensemble system 
obtained a macro-averaged recall of 64.3%. It was observed 
that the first architecture is crucial to improve the results of 
sentiment classification. Iv´an Castro et al., proposed [27] a 
system for SemEval-2017 twitter sentiment analysis task. In 
this system, they studied about how the relationships among 
sense n-grams and sentiment polarities like negative, neutral 
or positive are contributed to this task. They also tested the 
effect of removing a large set of char n-grams features 
reported in previous works. Based on these observations, they 
explore a SentiWordNet as a polarity lexicon and constructed 
a SVM system. The proposed system got 10th rank in the 
competition and achieved an F1-score of 0.624. 

Yunxiao Zhouet al., reported [28] a system for SA in 
twitter task of SemEval-2017 competition. They investigated 
various traditional Natural Language Processing (NLP) 
features (Word RF n-grams, POS tag, Negation), domain 
specific features (All-caps, Bag-of-Hashtags, Elongated, 
Emoticon, Punctuation) and word embedding features 
(GoogleW2V, GloVe, sentiment word vector (SWV), 
sentiment-specific word embedding (SSWE)) alongwith 
supervised machine learning techniques ((SVM), AdaBoost, 
Logistic Regression (LR) and SGD) to address this task. 

III. PROPOSED FUZZY-RULE BASED SYSTEM AND 
METHODOLOGY 

In this section an automated framework for deep sentiment 
extraction is proposed with the components described in 
(Fig. 1). 

Initially, the framework will accept the reviews from any 
dataset and then text processing steps like stemming and stop 
word removal are performed. The process of feature selection 
is carried out as second step for the process using novel 
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machine learning methods, which is elaborated in this work. 
Pre-processed data is given as input in the feature extraction 
stage, where extraction of significant features, namely spam 
words-based features, SentiWordNet features, emoticon-based 
features and TF-IDF features takes place for decreasing the 
processing of data. Further, the key phrases from the review 
text are extracted using feature fusion methods. This section 
elaborates the procedure of identification of parameter μ based 
on decision tree. At first, review data is trained for finding the 
parameter after that, rule is induced and categorized. Feature 
fused output is taken as input for classification of sentiment 
grade. Here, a classifier named Deep learning network is used 
to perform the classification of the sentiment grade. Moreover, 
deep learning network is trained based on devised Adaptive 
RFATO technique. This proposed Adaptive RFATO 
algorithm is devised by combining ROA [29] and FAT 
scheme [30] with adaptive concept. 

On the other hand, ROA involves four riders, namely 
follower, bypass rider, attacker and overtake racing besides 
others for reaching destination. Finally, fuzzy rule based 
approaches are used to analyze the degree of sentiment using 
polarity and to extract the opinion. The combination of ROA 
and FAT scheme, named as RFATO technique offers best 
solution to solve optimization issues. However, this method 
consumes more computational time. Hence, this research 
included the adaptive mechanism with RFATO method for 
obtaining less computational time. 

 
Fig. 1. Proposed Frameworks for Deep Sentiment Extraction. 

A. Gated Recurrent Units (GRU) for Sentiment Analysis 
By using the gating mechanism the gradient stays high for 

long time-steps and thus overcome the problem of vanishing 
gradient. Despite its effectiveness, the complexity found in the 
gating mechanism make the architecture expensive to execute 
and hard to analyze. As a result, many variations have been 
proposed but Gated Recurrent Unit (GRU) introduced by [32] 
is one of the strongest competitors to LSTM. Compared to 
LSTM, it is much simpler and faster and needs fewer gates to 
calculate. In sentiment classification task, RNN based layer 
could be used to generate sentence hidden representation and 
then, this representation could be used as input to the 
classification function to find a polarity of a given tweet [33, 
34]. 

For the proposed models, GRU layer is used rather than 
LSTM as its GRU works better in this experiment as the 
validation loss on the dataset was lesser and it was faster also. 
Compared with standard RNN, GRU cell uses two gates to 
handle the flow of the data, zt to represent update gate and rt 
to represent reset gate. zt determines the amount of previous 
information to keep while 𝑟𝑡  determines the methodology of 
combining the old memory with the new input. The entire 
internal memory is output without an additional activation. At 
each step, each word-distributed representation is given as an 
input word xi, the current cell state ct and hidden state ht can 
be updated with the previous cell state ct-1 and previous 
hidden state ht-1. The equations (1) (2) (3) and (4) are used to 
compute the zt, rt, ct and ht respectively. 

( )1t t z t zz x U h Wσ −= +             (1) 

( )1t t r t rr x U h Wσ −= +             (2) 

𝑐𝑡 = 𝑡𝑎𝑛ℎ�𝑥𝑡𝑈𝑧 + 𝑊𝑐(ℎ𝑡 − 1 ⊙ 𝑟𝑡)�           (3) 

ℎ𝑡 = (1 − 𝑧𝑡 ⊙ 𝑐𝑡 + 𝑧𝑡 ⊙ ℎ𝑡 − 1)            (4) 

The output of this layer is the hidden representation of the 
given tweet that is going to be fed into the attention layer to 
highlight the most informative words and to generate the final 
tweet representation. 

B. Attention Layer for Sentiment Orientation 
The attention mechanism is used to amplify the most 

informative words in a given tweet with higher weights 
inspired by [31]. The attention layer is placed after GRU layer 
to point out the most influence words to the tweet meaning 
and then the specific word representations are combined to 
form a vector representation for tweets. To generate the final 
tweet representation, the attention layer uses the following 
mathematical formulas. 

Using each hidden state ht and dot product with its weights 
is producing the hidden representation ut. The equation (5) is 
used to compute ut. 

( )tanht t t tu h w b= +              (5) 

The un-normalized hidden representation of the current 
word ut is passed to softmax function to get the normalized 
importance weight𝛼𝑡. The ′𝛼𝑡’is computed using equation (6). 
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Where, T is count of time-steps in the input, wt and bt are 
the weights of attention layer which are optimized during 
training to allocate more weights to the most important words 
of a sentence. Finally, the high level vector representation of a 
tweet𝑆is produced based on the weights by using weighted 
sum of the word annotations. The S is computed using 
equation (7). 

1 it it
TS hi α= =∑              (7) 

To classify the tweets into the sentiment labels, the final 
vector representation of tweet is fed into fully connected 
Sigmoid logistic regression layer. It produces an output in the 
range between 0 and 1 by using the probability distributions of 
all sentiment classes. 

This result into a semantic orientation of the word or the 
phrase using the Point_wise Mutual Information: 

( ) ( , ) ( , )SO S PMI S Excellent PMI S poor= −           (8) 

Here, 

SO(S), denotes the semantic orientation of the phrase. 

PMI (S, Excellent), denotes the PMI for the phrase with 
positive sentiment. 

PMI (S, poor), denotes the PMI for the phrase with 
negative sentiment. 

IV. PROPOSED MODEL FOR SENTIMENT EXTRATION 
This section elaborates on the proposed mathematical 

model for the deep sentiment extraction process. Firstly, the 
generic set of positive and negative words accumulated in two 
different classes. The words are collected based on the popular 
vocabulary of the most commonly used phrases for consumer 
product review systems. 

[ ] , , , , ,.....P Good Excellent Amazing Incredible Great=
     (9) 

and 

[ ] , , ,.....N Bad Poor Terrible=
         (10) 

Here, the Positive and Negative reference words are 
represented by the sets P and N. 

[ ] [ ]( ) ( , ) ( , )SO S PMI S P PMI S N= −
         (11) 

Further, only the phrases or the words are considered with 

the highest correlation as ( )SO S >1 

Finally, perform the iterative classification of the phrases 
in the review or feedback for identifying the sentiment score 
and calculate the total score based on the weighted calculation 
of rating and text feedback, the mathematical model is 

converted into the workable algorithm as discussed in 
Algorithm-1. 
Algorithm-1: Fuzzy-Rule Based Deep Sentiment Extraction 
(FBDSE) 

Step -1. Create collection of positive and negative word sets 
Step -2. Accept the list of products and analyse 

A. For each product 
B. Break the sentences into phrases 

i. For each zone 
a. Calculate the correlation score 
b. if the score is higher than 1 

• Then consider the phrase 
c. else 

• Reject the phrase from the 
set 

d. Repeat for minimal set 
C. Consider the Compound score- Deep Sentiment can 

be measured by Compound Score and it lies 
between -1 to +1 

D. Calculate the Deep Sentiment Score = rating *0.8 + 
text score * 0.2 

E. Deep Sentiment score >= 0.5= Positive (P) 
neutral if 0 <Deep Sentiment score < 0.5= 
Neutral(Nu) 
negative if -1 >= Deep Sentiment score<=-0 = 
Negative(N) 

V. DATASET CHARACTERISTICS AND EVALUATION 
MEASURES 

In this work, the experiment conducted on the dataset 
provided by the organizers of SemEval competition task of 
twitter sentiment analysis at tweet level. This dataset is a 
combination of the twitter datasets and the characteristics of a 
dataset are specified in the Table I. 

In the training dataset, the number of tweets in neutral 
class is more compared to other two classes. The dataset is not 
balanced which means the three classes contain varying 
number of tweets. The researchers of sentiment analysis used 
various measures such as F1-Score, recall, precision and 
accuracy for evaluating the machine learning techniques. In 
this work, accuracy is used to test the efficiency of the 
machine learning techniques. Accuracy is the ratio of the 
number of test tweets are correctly classified their sentiment 
and the number of test tweets considered in the experiment. 
Precision and recall metrics are highly recommended 
especially if the dataset is unbalance. Precision measures the 
probability that a positive prediction is really positive. Recall 
measures the efficiency of a model to find all positive reviews 
in a dataset. Here, the detailed classifications of sentiment 
types based on given user ratings are shown in Table II. 

TABLE I. THE DATASET CHARACTERISTICS 

Dataset Total Positive Negative Neutral 

SemEval train 47831 18377 7442 22012 

SemEval dev 5653 2412 1056 2185 

SemEval test 12284 2375 3972 5937 
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TABLE II. USER RATINGS AND SENTIMENT TYPE MAPPING 

User Rating (Given) Sentiment Type 
-2 Poor 

-1 Better 
0 Good 
1 Very Good 

2 Excellent 

The following Table III consists of sample of tweets 
classified into different feature types rated in between -2 
and 2. 

TABLE III. EXTRACTION OF SENTIMENT FEATURES AND TYPES 

Company 
Name 

Total 
tweets 

Poor 
(-2) 

Better 
(-1) 

Good 
(0) 

Very 
Good 
(1) 

Excellent 
(2) 

Microsoft 100 12 34 20 31 3 
Amazon 100 6 12 12 55 15 
Bentley 100 1 2 32 62 3 
David 
Cameron 100 7 31 37 24 1 

Donald 
trump 100 2 42 40 15 1 

Google 100 0 8 59 33 0 
Harry 
Potter 100 2 0 18 64 16 

i-phone 100 0 5 30 56 9 
Jurassic 
World 100 0 5 11 62 22 

Madonna 100 0 2 21 73 4 

User sentiment score have been calculated as three 
categories Negative(N), Positive(P) and Neutral (Nu) 
following table (Table IV) consists of sample of tweets 
classified into different feature types rated in between -2 
and 2. 

Next, Deep sentiment score discussed in the proposed 
approach for the above mentioned three sentiment types is 
calculated and shown in Table V. 

Next, the comparison between the extracted user sentiment 
score and deep sentiment score have been composed and the 
observations are shown in Table VI. 

TABLE IV. USER SENTIMENT SCORE 

Company Name Negative(N) Neutral(Nu) Positive(P) 
Microsoft 0.46 0.2 0.34 
Amazon 0.18 0.12 0.7 
Bentley 0.03 0.32 0.65 
David Cameron 0.38 0.37 0.25 
Donald Trump 0.44 0.4 0.16 
Google 0.08 0.59 0.33 
Harry Potter 0.02 0.18 0.8 
i-phone 0.05 0.3 0.65 
Jurassic World 0.05 0.11 0.84 
Madonna 0.02 0.21 0.77 

TABLE V. DEEP SENTIMENT SCORE 

Company Name Negative Neutral Positive 

Microsoft 0.092 0.04 0.068 

Amazon 0.036 0.024 0.14 

Bentley 0.006 0.064 0.13 

DavidCameron 0.076 0.074 0.05 

Donald Trump 0.088 0.08 0.032 

Google 0.016 0.118 0.066 

Harry Potter 0.004 0.036 0.16 

i-phone 0.01 0.06 0.13 

Jurassic World 0.01 0.022 0.168 

Madonna 0.004 0.042 0.154 

TABLE VI. COMPARISON OF EXTRACTED USER AND DEEP SENTIMENT 
SCORE 

Company Name 
Negative(N) Neutral(Nu) Positive(P) 

USER DEEP USER DEEP USER DEEP 

Microsoft 0.46 0.092 0.2 0.04 0.34 0.068 

Amazon 0.18 0.036 0.12 0.024 0.7 0.14 

Bentley 0.03 0.006 0.32 0.064 0.65 0.13 

David Cameron 0.38 0.076 0.37 0.074 0.25 0.05 

Donald Trump 0.44 0.088 0.4 0.08 0.16 0.032 

Google 0.08 0.016 0.59 0.118 0.33 0.066 

Harry Potter 0.02 0.004 0.18 0.036 0.8 0.16 

i-phone 0.05 0.01 0.3 0.06 0.65 0.13 

Jurassic World 0.05 0.01 0.11 0.022 0.84 0.168 

Madonna 0.02 0.004 0.21 0.042 0.77 0.154 

The graphical illustration of the above calculations is made 
visible using the following graph as shown in Fig. 2. 

 
Fig. 2. Comparison between User and Deep Sentiment Score. 

0 0.2 0.4 0.6 0.8 1

Microsoft

Amazon

bentley

david cameron

donald trump

Google

Harry Potter

Iphone

Jurassic World

Madonna

Positive(P) DEEP Positive(P) USER Neutral(Nu) DEEP

Neutral(Nu) USER Negative(N) DEEP Negative(N) USER

410 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 6, 2022 

TABLE VII. COMPOUND SCORE 

Company Name Compound Score Final Opinion (Towards) 
Microsoft 0.552 Positive 

Amazon 0.84 Positive 
Bentley 0.78 Positive 
David Cameron 0.456 Neutral 

Donald Trump 0.528 Neutral 
Google 0.708  Positive 

Harry Potter 0.96 Positive 
i-phone 0.78 Positive 
Jurassic World 1 Positive 

Madonna 0.924 Positive 

Finally, as discussed in the proposed Fuzzy-Rule Based 
Deep Sentiment Extraction (FBDSE) Algorithm; the 
compound score of the sentiments have been calculated as 
shown in Table VII to understand the sentiment orientation 
which helps in identification of the polarity of the opinion. 

Next, as we discussed in the proposed algorithm extracts 
the opinion based on the Compound Score (CS). If the CS >= 
0.5, neutral if 0 < CS < 0.5 and negative if -1 >= CS<=-0.The 
graph represents the final compound score is shown in Fig. 3. 

The Precision, Recall and F1-Score of the proposed Fuzzy-
Rule Based Deep Sentiment Extraction (FBDSE) are 
compared with the earlier proposed algorithms as shown in 
Table VIII. 

Finally, observed that there is a remarkable enhancement 
in the performance as shown in Fig. 4. 

 
Fig. 3. Compound Score. 

TABLE VIII. COMPOUND SCORE 

Model 
Performance 

ABC 
Bi-
Gram 
Model 

Proposed 
RFATO 
Enabled Deep- 
RNN 

Adaptive 
RFATO 
Based Deep 
Neuro Fuzzy 
Network 

Proposed 
FBDSE 
Approach 

Recall 0.823 0.887 0.889 0.937 

Precision 0.797 0.8 0.801 0.897 

F1-Score 0.81 0.841 0.843 0.917 

 
Fig. 4. Comparison of Performance. 

VI. CONCLUSION 
This research work proposed two approaches for sentiment 

classification task of SemEval competition. The first approach 
used machine learning techniques like NB, RF and SVM by 
using a set of stylistic, syntactic and semantic features. Among 
these techniques, the SVM obtained good accuracy for 
sentiment classification. The second approach used deep 
neural architectures like RNN, LSTM and GRU for sentiment 
classification. Two word embedding models are used for 
generating word vectors. The deep learning based approach 
performance is good compared with machine learning based 
approach. 

A new methodology is proposed to deep sentiment 
extraction and grading on N-Scale by developing a fuzzy rule 
based system for sentiment analysis, which can offer more 
refined outputs through the use of fuzzy membership degrees. 
The experimental results indicate that our fuzzy-based 
approach performs marginally better than the other algorithms. 
In addition, the fuzzy approach allows the definition of 
different degrees of sentiment without the need to use a larger 
number of classes and almost 91% of accurate deep 
sentiments extracted on the given products. Future scope of 
this work is focused on Multi-Lingual Deep Sentiment 
Extraction using semantic annotations and AI-based reasons. 
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Abstract—CBIR deals with seeking of related images from 
large dataset, like Internet is a demanding task. Since last two 
decades scientists are working in this area in various angles. Deep 
learning provided state-of-the art result for image categorization 
and recovery. But pre-trained deep learning models are not 
strong enough to rotation and scale variations. A technique is 
proposed in this work to improve the precision and recall of image 
retrieval. This method concentrates on the extraction of high-level 
features with rotation and scaling invariant from ResNet18 CNN 
(Convolutional Neural Network) model. These features used for 
segregation of images using VGG19 deep learning model.  Finally, 
after classification if the class of given query image is correct, we 
will get the 100% results for both precision and recall as the ideal 
requirement of image retrieval technique.  Our experimental 
results shows that not only our proposed technique outstrip 
current techniques for rotated and scaled query images but also it 
has preferable results for retrieval time requirements. The 
performance investigation exhibit that the presented method 
upgrades the average precision value from 76.50% for combined 
features DCD (Dominant Color Descriptor), wavelet and curvelet 
to 99.1% and average recall value from 14.21% to 19.82% for 
rotated and scaled images utilizing Corel dataset. Also, the 
average retrieval time required is 1.39 sec, which is lower than 
existing modern techniques. 

Keywords—CBIR; CNN; deep learning; ResNet18; rotation; 
scale; VGG19 

I. INTRODUCTION 
Since last two decades due to usage of mobile phones and 

easily availability of Internet on likely smart devices the data 
generated per year is increasing day by day. Usually, the data is 
in the form of images and figures as it is said that “A picture is 
worth a thousand words”. So, the large amount of image data 
produced and given for various applications like multimedia, e-
commerce, medical, agriculture, etc. Managing of that image 
dataset, for finding, scanning, describing and diving is the 
tedious task. Managing that large dataset manually may create 
difficulties like mishandling and wastage of time. In June 2011, 
Google included the search by image feature as an application 
to image retrieval [1]. Before that it was search by text method 
which includes searching of images by its name but as the 
annotation of every image is difficult task and it varies from 
ones to others perspective so, the Content Based Image 
Retrieval (CBIR) invented in 1990s which make use of the 
low-level description of images like shape, texture, color [2,3] 
and now a days with deep learning model high level features 
[4,5] utilized to improve the retrieval result. 

From Fig. 1 and 2, it proved that if the image rotated by 90-
degree and given as query image, Google can’t retrieve similar 
correct similar images. Google treating image of building as 
horizontal cylindrical rods and providing images as per this 
prediction is incorrect. So, there is a need for geometrically 
transformed efficient image retrieval method. So, for 
summarizing, features used for image comparison in these 
current methods are not robust to rotation and scaling factor. 

In this paper, we proposed a technique of image retrieval 
with deep learning which is robust to rotation and scaling by 
introducing rotated and scaled images in training dataset. And 
for extracting high-level features from images ResNet18 model 
utilized whereas for classification VGG19 used. 

The remaining part of paper arranged as mentioned: 
Section II describes the similar work on this research work. 
Section III provides information related to VGG19 and 
ResNet18 models used in proposed technique. The proposed 
RS invariant image retrieval technique explained in Section IV. 
The proposed method investigation results and discussion 
mentioned in Section V. The article concluded with conclusion 
in Section VI. 

 
Fig. 1. Result of Google Search for Corel Dataset Image under Category 

Building with 90-Degree Rotation. 

 
Fig. 2. Result of Google Search for Corel Dataset Original Image under 

Category Building. 
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II. SIMILAR WORK 
The heart of CBIR is representation of image with its 

features. In that manner the feature extraction process plays 
vital role in image retrieval. Low level features were 
considered at the beginning of CBIR system, viz., color, 
texture, shape, etc. Out of which color is the most prominent 
feature which will be considered as invariant to scale and 
rotation. Many researchers already worked on that feature and 
came up with different techniques as mentioned in [14]. The 
combination of features like texture and color provided in 
paper [18] further improved the performance of image retrieval 
by developing method called RSHD. In [6][7] author collected 
color and texture features from images with color histogram 
and Gabor filter algorithm and selected only prominent 
features for retrieving similar images to reduce the 
computational complexity. In [8] color and texture feature 
called CCM and DBPSP respectively and third feature called 
based on color histogram called CHKM used for image 
retrieval. [12][13][14] [17] describes the use DCD features in 
various means to improve accuracy of image retrieval. Use of 
curvelet features also provided improvement in accuracy of 
image retrieval as referenced in [15][16][17]. Wavelet features 
applied in image retrieval as reflected in [9][10][11][17]. Deep 
Learning technique evolved in 1943 in the form of computer 
model developed by Walter Pitts and Warren McCulloch 
using neural networks derived from the human brain. But the 
deep learning usage started in real manner after the invention 
of high-speed computer and GPUs to fulfill the memory 
requirement of deep learning models. In [4][5] deep learning 
model provided state-of-the-art result in case of image 
recognition for large image dataset containing approximately 
2.5 million images. So, there is a scope of research in this field 
of deep learning to further improve image retrieval 
performance by considering rotation and scale invariant 
features. 

III. DEEP LEARNING MODELS 
There are various deep learning models invented out of 

which CNN prominently used for image related applications. 
Using CNN models various algorithms developed out of that 
we choose ResNet18 and VGG19 by comparing performance 
related to computational complexity and accuracy. 

A. ResNet18 
ResNet-18 is an 18-layer deep convolutional neural 

community. The community can classify snap shots into 1001 
kind of item categories, consisting of keyboards, mice, pencils, 
and a number of animals. As a result, the community has found 
out a number of wealthy characteristic representations for a 
number of images. The community's image enter length is 224 
× 224 pixels. We can do the modifications in network by 
transfer learning as per our requirement. 

ResNet18 model is used to create bag of features in our 
proposed technique due to its advantageous properties. 

• Networks with a large number of layers (even 
thousands) may be easily taught without raising the 
training error rate. 

• ResNets can aid with identity mapping to solve the 
vanishing gradient problem. 

Fig. 3 describes the working of ResNet18 model. The 
output of a specific layer is linearized and used as a feature 
vector given the network. We experiment with two alternative 
layers of the network: the output of the average pooling layer 
and the linearized output of the fifth convolutional stage (that is 
conv5x) (that is average pool). The size of the feature vector 
for the conv5x layer is 25,088 (77512), and for the average 
pool layer, it is 512. Since the feature vector's size influences 
computation costs, dimensionality reduction techniques like 
Principal Component Analysis are used to lower the feature 
vector's size. 

 
Fig. 3. ResNet18 Architecture [19]. 

B. VGG19 
This network shown in Fig. 4, received a fixed size RGB 

image (224 * 224) as input, indicating that the matrix has shape 
(224,224.3). The only pre-processing is to subtract the average 
RGB value of each pixel, which was calculated throughout the 
training set. They used kernel with size (3*3) and step size of 1 
pixel to cover the whole concept of image. To maintain the 
spatial resolution of the image, spatial padding was applied on 
2*2 pixel window. Then, the adjusted linear unit (ReLu) is 
used to introduce nonlinearity into the model to improve 
classification and save processing time (previous models used 
tanh or sigmoid). Three fully connected layers have been 
implemented, the first two having size 4096, followed by a 
1000 channel layer for 1000 line ILSVRC classifier and finally 
a softmax function. 

 
Fig. 4. VGG19 Architecture [20]. 
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IV. RS INVARIANT IMAGE RETRIEVAL SYSTEM 
To make the system Rotation and scale (RS) invariant we 

trained the VGG19 model of classification with images 
containing rotated images with 45-degree and 90-degree and 
scaled images with scaling factor 0.4 and 0.6. So, the Corel-1k 
original dataset which consist of 10 classes and in each class 
100 images now transformed to 5k dataset as each image in 1k 
dataset is rotated with 45-degree, 90-degree and scaled with 
scaling factor 0.4 and 0.6. In that way 1 image in 1k dataset 
will have another 4 images. Fig. 5 illustrates the detailed 
working model of proposed system. Firstly, the dataset divided 
into training and testing parts. Then training dataset trained 
with ResNet18 model and features of that dataset collected 
from pooling layer 5 of this model. Then these collected 
features acts as the input to the VGG19 model and used for 
classification of query images to find the class of given query 
image. 

 
Fig. 5. The Proposed RS Invariant Image Retrieval System. 

In the image retrieval part, 80% features of query image 
extracted from pooling layer 5 of ResNet18 model and given to 
VGG19 model to find class of query image. Then after 
classification for output class top 12 images will be retrieved at 
the output. If predicted class is same as actual class of query 
image then precision and recall parameter values will be 100% 
but if predicted class is wrong then precision and recall values 
goes down to 0%. 

V. EXPERIMENTAL STRUCTURE AND RESULTS 
To visualize the practicality of our proposed system 

analyzed using datasets corel-1k, corel-1k scale and rotate 
dataset with 45-degree and 90-degree rotated and scaled 
images including images with scaling factor 0.4 and 0.6, Corel-
1k rotated dataset which includes images rotated with angle 0-
degree, 90-degree, 180-degree and 270-degree as well as 
Corel-1k scaled dataset which consists of images scaled with 
factor 0.5, 0.75, 1, 1.25, and 1.5. 

Table I describes the dataset with their categories, classes, 
total images and total images per class in detail. VGG19 model 
trained for classification of images in dataset. The dataset 
divided into training and testing dataset as 70% and 30% 
respectively. The classification accuracy for every dataset is 
given in Table II. The classification accuracy is for all dataset 
is more than 96% which is providing better results for image 
retrieval. 

TABLE I. DETAILS OF DATASET USED 

Name of 
dataset Description Classes Total 

images 
Images 
per class 

Corel-1k Original dataset 10 1000 100 
Corel-1k 
Scale 

Scaled by factor 0.5, 
0.75, 1, 1.25, 1.5 

10 5000 500 

Corel-1k 
rotate 

Rotated by degree-
0, 90, 180, 270 

10 4000 400 

Corel -1k 
scale & 
rotate 

Scaled by factor 0.4, 
0.6 and rotated by 
angle 45 & 90 

10 5000 500 

TABLE II. CLASSIFICATION ACCURACY OF SELECTED DATASET 

Dataset No. of Training 
Images 

No. of Testing 
Images 

Classification 
accuracy (%) 

Corel-1k 700 300 97 

Corel-1k Scale 3500 1500 98.3 
Corel-1k 
rotate 2800 1200 96.8 

Corel -1k 
scale & rotate 3500 1500 96.5 

Fig. 6 implies the confusion matrix for Corel-1k scale 
dataset. After analysing this, our model gives 100% 
classification accuracy for 5 classes bus, dinosaurs, elephant, 
food and horse whereas minimum accuracy for class building 
in which out of 150 testing images, 140 classified correctly but 
5 classified as African people and 5 as beach due to the 
features extracted from images. 

Correctly classified and retrieved images for query image 
from Corel-1k rotate dataset and classAfrican People illustrated 
in Fig. 7. Fig. 8 shows the evidence of wrong classification of 
query image which actually belongs to African people category 
classified under elephant category and resulting in 0% 
precision and recall values. 

Fig. 9 and 10 demonstrate the analysis of proposed 
technique in the form of precision and recall for all query 
images from dataset Corel-1k, which is highest in all the 
previous CBIR methods. For the proposed technique the 
precision values lies between 99% and 100%, whereas recall 
values lies between 19% and 20% (the maximum value of 
recall is 20% as retrieving top 20 images). 

 
Fig. 6. Confusion Matrix for Corel-1k Scale Dataset. 
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Fig. 7. Correctly Classified & Retrieved Image of Category ‘African People’ 

from Corel-1k Rotate Dataset. 

 
Fig. 8. Wrongly Classified & Retrieved Image of Category ‘African People’ 

from Corel-1k Scale & Rotate Dataset. 

 
Fig. 9. Comparison of Proposed Technique % Precision with Previous 

Techniques using Corel-1k Dataset. 

 
Fig. 10. Comparison of Proposed Technique % Recall with Previous 

Techniques using Corel-1k Dataset. 

 
Fig. 11. Comparison of Proposed Technique % Precision with Previous 

Techniques using Corel-1k scale Dataset. 

 
Fig. 12. Comparison of Proposed Technique % Recall with Previous 

Techniques using Corel-1k scale Dataset. 

In case of Corel-1k scale dataset comparison for parameters 
precision and recall with previous techniques proves our 
system as scale invariant image retrieval as illustrated in 
Fig. 11 and 12. Fig. 13 shows the performance of proposed 
system for various datasets. The system gives best result for 
Corel-1k scale dataset which shows robustness of system for 
scale invariance. Average retrieval time for proposed system 
calculated by randomly considering 100 query images and 
averaging their retrieval time and plotted in Fig. 14 which 
shows that the retrieval time is less for proposed system except 
retrieval time of system mentioned in [18]. 
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Fig. 13. Performance of Proposed Technique for Selected Dataset. 

 
Fig. 14. Average Retrieval Time of Image Retrieval Systems. 

VI. CONCLUSION 
We present a deep learning-based feature extraction, 

classification, and retrieval approach that is resistant to scale 
and rotation fluctuations in this paper. The most important 80% 
of collected features are chosen, reducing the computational 
complexity of the classification and retrieval procedure. In 
comparison to existing state-of-the-art systems, the 
experimental findings demonstrated that the suggested CBIR 
system had the highest precision and recall rate for all datasets, 
including rotated and scaled images. In addition, compared to 
previous approaches, there is a lower demand for average 
retrieval time. Because it has to display the images at output 
from a selected class rather than the entire database, the 
classification procedure before retrieval reduces image retrieval 
time. When the query image is correctly classified, retrieval 
accuracy is 100 percent. 
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Abstract—According to the Minister of Education and 
Culture of the Republic of Indonesia's regulations from 2014, one 
of the essential elements in implementing higher education is the 
student's study duration. Higher education institutions will use 
early graduation prediction as a guide when developing policy. 
According to XYZ University data, the student study period is 
Grade Point Average (GPA), Gender, and Age are all aspects to 
consider. Using a dataset of 8491 data, the Prediction of Early 
Graduation of Students based on XYZ University data was 
examined by this study, particularly in the information systems 
and informatics study program. The aim is to find significant 
features and compare three prediction models: Artificial Neural 
Networks (ANN), K-Nearest Neighbor (K-NN) method, and 
Support Vector Machines (SVM). The Challenge in the 
development of a prediction model is imbalanced data. The 
Synthetic Minority Oversampling Technique (SMOTE) handles 
the class imbalance problem. Next, the machine learning models 
are trained and then compared. Prediction results increase. The 
best test accuracy value is on ANN with a data Imbalance of 
62.5% to 70.5% after using SMOTE, compared to the accuracy 
test on the K-NN method with SMOTE 69.3%, while the SVM 
method increased to 69.8%. The most significant increase in 
recall value to 71.3% occurred in the ANN. 

Keywords—Prediction study period; SMOTE; neural network; 
k-nearest neighbors; support vector machine 

I. INTRODUCTION 

A. Background 
One of the criteria that can be used to determine a student's 

performance in higher education is the student's study 
duration. The information about the study session is recorded 
in the academic database in this case, and management can 
utilize it to assess decision-making. The Informatics and 
Information Systems Study Program at XYZ University is an 
example of a study program with the maximum number of 
active students and continues to increase every year. 
Management can identify early prevention strategies 
connected to Drop Out (DO) instances by using the prediction 
model for the student study period, which will have a domino 
effect on accreditation. 

Undergraduate students must take at least 144-semester 
credits with a study period of four years or less to meet 
learning outcomes, as expressly stated in the Regulation of the 
Minister of Education and Culture of the Republic of 
Indonesia in 2014, a section on graduate competency 
standards article 17 [1]. Consequently, the study program 

manager is required to keep track of student progress to reduce 
the number of dropouts. The development of prediction 
models for students' study periods using machine learning 
models has been done using several parameters Gender[2], 
GPA [3][4], Number of semester credit units (credits), parents' 
job, high school major, high school city[2][5]. In this study, a 
prediction model for the study period was constructed utilizing 
semester 1 to 4 GPA values based on XYZ University's 
educational program, which highlights concentration selection 
in semester four lectures, ages, and Gender. 

The K-Nearest Neighbor technique (K-NN), Artificial 
Neural Networks (ANN), and Support Vector Machines are 
some examples of popular machine learning methods for 
Prediction (SVM) [6]. The Challenge in the development of a 
prediction model is imbalanced data. This situation prompted 
us to use the Synthetic Minority Oversampling Technique 
(SMOTE) to improve prediction utilizing balance data [7] to 
handle the class imbalance problem. University XYZ datasets 
are used in an experimental study to validate the suggested 
approach, including selecting a prediction model and 
performance indicators. In the following areas, this study adds 
to the existing body of knowledge: 

1) ANN, K-NN, and SVM were used to create an 
effective model. 

2) To analyze the relevant features extracted from the 
dataset that has an impact on the machine learning algorithm's 
performance. 

3) Performance of ANN, K-NN, and SVM models using 
Imbalance data is compared using SMOTE. 

Thirty percent of machine learning methods used in 
predicting student performance are artificial neural networks 
and vector machines at 6,20%. Other methods used are 
decision tree, nave Bayes, and k-Nearest Neighbor 17% each 
[6]. 

B. Related Work 
Agustin [8] used class year, GPA, and grades from nine 

courses as parameters with the Naive Bayes Classification 
Technique, K-Nearest Neighbor, and Neural Network to 
predict student study period. His research divided predictions 
into three classes: fast, precise, and slow. And using the most 
influential attribute selection, namely, GPA, using the 
classifier attribute. 
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Prediction of students' graduation time using the K-Nearest 
Neighbor Algorithm with the parameter GPA of students 
during the seventh semester will be used as training data. Data 
of students who pass are used as sample data. K-Nearest 
Neighbor works according to the given data sample. The 
highest level of Accuracy can be achieved when k = 3 [9]. 

The fundamental purpose of SVM is to separate the data 
set into classifications to find the most negligible Hyperplane. 
The gamma value used varies from 0 to 1, but a good default 
gamma value is 0.1 and can be achieved Accuracy of 73% 
[10]. 

The rest of the paper is organized as follows: Section II 
outlines the proposed approach, the dataset, preprocessing, 
and data visualization to uncover the dataset's hidden pattern. 
It also explains the various algorithms employed in this study. 
The discussion and analysis of the results, performance 
metrics, and experimental study design are all described in 
Section III. In Section IV, the findings are discussed. 
Section V concludes with a discussion of future work. 

II. RESEARCH METHODOLOGY 
This research will use a method divided into three stages: 

preprocessing, predictive Process, and evaluation. The 
research flow is shown in Fig. 1. 

 
Fig. 1. Research Methodology. 

A. Synthetic Minority Oversampling Technique (SMOTE) 
Several approaches to dealing with data imbalances 

include undersampling, oversampling, and hybrid methods 
[11]. Oversampling technique is often adopted to overcome 
the problem by generating new synthetic sample data 
[12][7][13]. In comparison, the Undersampling technique has 
an approach of removing data from the majority class to 
balance the class distribution [14]. 

B. Artificial Neural Networks (ANN) 
A Neural Network (ANN) is a group of small processing 

units based on a human neural network in general [15]. The 
learning system is a never-ending process of adding to the 
NN's knowledge (continuity). When used to recognize an 
object, the inside will be fully utilized. The anatomy of neural 
networks [16] is shown in Fig. 2. 

The following data is provided by the ANN Structure 
shown in Fig. 2. The "Input Layer" is made up of input nodes 
that transmit data from the outside world to the network. A 
"hidden layer" is formed when a group of hidden nodes is 
combined [17]. The hidden layer nodes of the ANN have an 
activation function that allows for a curvilinear fit between the 
input and output units (layers). The activation function you 
choose has a big impact on how well your network works. 
[18]. 

 
Fig. 2. Arsitektur ANN. 

C. K-Nearest Neighbor method (K-NN) 
K-NN is a statistical classification technique that uses the 

closest training samples in Feature Space to classify objects. 
It's a lazy learning algorithm in which the K-NN function is 
approximated locally and all calculations are postponed until 
classification is completed [19]. The K-NN algorithm 
generally uses the Euclidean distance formula, such as the 
formula 1: 

𝐷𝑥𝑦�∑𝑛
𝑖=1 (𝑋𝑖 − 𝑦𝑖)2             (1) 

The transition from distances to weights should follow 
some kernel functions. Typical examples of this function 
include rectangular kernel, triangular kernel, cosine kernel, 
Gauss kernel, and inversion kernel [20]. 

D. Support Vector Machines (SVM) 
Support Vector Machines (SVM) is a supervised learning 

algorithm that uses a learning algorithm that analyzes data 
related to classification and regression analysis [21]. In SVM 
modeling, there are several different kernels, including Radial 
Base (RBF), linear (LIN), sigmoid (SIG), and polynomial 
(POLM melakrefrefPOL) [22]. SVM reformats non-linear into 
linear by generating a Hyperplane and converting it to a 
straightforward form that can be processed [23]. 

The support vector is the closest training point to the 
Hyperplane, so maximizing the margin is considered a rule by 
minimizing the value of w [22]. The Decision Function 
Formula of SVM as in formula 2 and the SVM Scheme is 
shown in Fig. 3. 

f(𝑥) = 𝑠𝑖𝑔𝑛 (𝑤. 𝑥 + 𝑏)             (2) 

E. Evaluation 
At this stage, an Evaluation or Model Evaluation is carried 

out on each model based on the accuracy score using the 
Confusion Matrix to determine the Accuracy of Prediction, 
recall, precision, and F-Measure [24]. 

 
Fig. 3. Skema SVM. 
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III. EXPERIMENTAL STUDY 
To test the proposed technique, this experiment chooses a 

diverse range of prediction algorithms, datasets, and 
performance metrics. Data sources, classification methods, 
performance measurements, and experimental design are all 
discussed in this subsection. 

A. Data Source 
The data was obtained by using query study data for 

students of the informatics and information systems study 
program in the class of 2004 to 2015 from the XYZ University 
database with a total data of 10,274. The dataset obtained 
consists of NIM, Gender, SMA, Date of Birth, Date of 
graduation, and GPA 1 to GPA 4. Summary dataset is shown 
in Table I. 

TABLE I. SUMMARY DATASET 

COLUMN TYPE DATA NULL/ISNA() 

NIM object 0 

GENDER object 0 

Senior High School object 569 

Birth Date datetime64[ns] 38 

Graduation Date datetime64[ns] 458 

GPA 1 float64 8 

GPA 2 float64 258 

GPA 3 float64 406 

GPA 4 float64 766 

B. Prediction Model 
This section discusses the algorithms used in this study. 

The prediction Model use ANN, K-NN, and SVM algorithm. 
The feature selection phase used the ONE-HOT algorithm, 
and an enhanced version of SMOTE was used in the 
rebalancing phase. 

The first architectural model will be built with the ANN 
Algorithm in this study uses 1 hidden layer [25] with 1 to 100 
neurons and a learning rate of 0.1 to 0.5, and a maximum 
iteration of 1000. The second model uses the K-NN algorithm 
by comparing and testing various K values from 2 to 1000. 
The third model uses SVM Algorithm by choosing the kernel 
between RBF and Linear [26]. 

C. Performance Measures (Evaluation) 
Accuracy, true positive rate (Recall), true negative rate, 

precision, G-Mean, F-measure, and computation time are all 
popularly used performance indicators in classification. The 
following are the definitions for these metrics. 

1) True Positive (TP): TP is the number of instances that 
are correctly positive. 

2) True Negative (TN): TN stands for the number of 
instances that are correctly negative. 

3) False Positive (FP): The number of positive events that 
have been misclassified as negative. 

4) False Negative (FN): the number of negative instances 
that have been misclassified as positive. 

5) TP rate (TPR) is also called sensitivity measure or 
Recall like formula 3. 

𝑠𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =  𝑇𝑃/(𝑇𝑃 + 𝐹𝑁)            (3) 

6) TN rate is called specificity measure like the formula 4. 

𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =  𝑇𝑁/(𝑇𝑁 + 𝐹𝑃)            (4) 

7) FP rate is called Type-I error like the formula 5. 

𝑇𝑦𝑝𝑒 − 𝐼 𝑒𝑟𝑟𝑜𝑟 =  𝐹𝑃/(𝐹𝑃 + 𝑇𝑁)           (5) 

8) Type-II error is another term for the FN rate. Like the 
formula 6 

𝑇𝑦𝑝𝑒 − 𝐼𝐼 𝑒𝑟𝑟𝑜𝑟 =  𝐹𝑁/(𝐹𝑁 + 𝑇𝑃)           (6) 

9) Overall Accuracy: The percentage of accurately 
anticipated instances, such as formula 7, is referred to as 
accuracy. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = (𝑇𝑁 + 𝑇𝑃)/(𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁)           (7) 

10) Precision: This is the Number of fault-prone modules 
that are fault-prone modules like formula 8. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  𝑇𝑃/(𝐹𝑃 + 𝑇𝑃)            (8) 

11) G-Mean: it is the geometric mean of sensitivity and 
precision like the formula 9. 

𝐺 𝑀𝑒𝑎𝑛 =  �𝑠𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛             (9) 

12) The harmonic mean of precision and recall is known as 
the F-Measure. The F-measure, like the formula 10, has been 
frequently utilized in information retrieval. 

𝐹 𝑀𝑒𝑎𝑠𝑢𝑟𝑒 = (2 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑇𝑃𝑅)/(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑇𝑃𝑅)  (10) 

D. Experimental Design 
The following procedure was used to carry out the 

experiment: 

Input: Dataset University XYZ 
Tool: Jupyter - Python Base 
Step 1: Pre-Processing Data 
In this Phase, several processes are carried out, namely: 
1. The Process of cleaning null data from 10,274 data to 

8491 data 
2. The filtering process is carried out by: 

a. The value of the study period is obtained through the 
difference between the year of study and the date of 
graduation by labeling the study period on time if the 
study period is <=48 months with a label 1 and late 
study with a label 0 if the study period > 48 months 

b. Get the student's age (years) during semester 4 by 
calculating the difference between the start date of 
college and the date of birth plus 2 years. 

3. The transformation process is carried out by: 
a.  Categorize data from school and age 
b. Combining age group data with Gender 
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4. The scaling process is carried out on Semester 1 GPA 
data into Semester 4 GPA data using MinMax 
Scaler(MMS)[27] like formula 11 [28]: 

𝑀𝑀𝑆 = (𝑋 − 𝑋𝑚𝑖𝑛)/(𝑋𝑚𝑖𝑛 − 𝑋𝑚𝑎𝑥) (11) 
Step 2: Correlation Analysis 
Correlation analysis was used to determine the degree of 
relationship between GPA 1, GPA 2, GPA 3, GPA 4, Age, 
Gender, Year of Class, and Senior High School during the 
study period. 
Step 3: Features Selection 
In this stage, feature determination is carried out, which will 
be used in the prediction model 
Step 4: Split Data Train and Testing and Balancing using 
SMOTE 
In this Step, Data distribution is divided into 80% training data 
and 20% testing data. Then, the training data is balanced with 
SMOTE and then stored in other variables 
Step 5: Training Prediction Model  
In this Phase, the prediction model was built with ANN, K-
NN, and SVM trained using the Imbalanced training data and 
SMOTE training data. So it produces six models. 
Step 6: Evaluation 

In this Phase, evaluate the results of testing data as much 
as 20% of the dataset on six models (in the model training 

phase) such as Accuracy, recall, precision, G-Means, and F-
Measure. 

IV. RESULTS 

A. Dataset 
The results of the preprocessing of the dataset are shown in 

Table II. 

B. Correlation Analysis 
Fig. 4 shows that the GPA 1 to 4 has a correlation value of 

>0.3 with the Study Period. Then the Gender-Age value data 
with Study Period also indicates a negative relationship with a 
correlation value of -0.13 

C. Features Selection 
At this stage, the features are determined by setting a GPA 

1 to 4, and Gender-Age is the feature and the Study Period is 
the target. Then Categorical Features Encoding is carried out 
for Gender-Age data. So that the resulting features selection 
data includes as many as 12 features. The result of feature 
selection is shown in Table III. 

D. Split Data 
In this Phase, the data was obtained from 6792 training 

data and 1699 testing data. The summary of training data is 
shown in Fig. 5. Training Balance data is shown in Fig. 6. 

TABLE II. DATASET 

Num Nim Lblgender Lblschool GPA1 GPA2 GPA3 GPA4 YEAR LblAge LblGender-
Age 

Study 
Period 

0 13.11 0 2 3.5 3.833333 4 3.5 2013 19-23 7 1 

1 13.11 0 2 3.5 3.75 3.333333 3.25 2013 19-23 7 1 
2 13.11 0 1 3.166667 3.083333 3.333333 3.25 2013 19-23 7 1 

3 13.11 1 0 3.5 3.25 3.5 3.416667 2013 19-23 6 1 
4 13.11 0 1 3.25 3.166667 3.25 3.166667 2013 19-23 7 1 
… … … … … … … … … … … … 

8488 04.12. 1 1 2.5 2.923077 3 2.923077 2004 19-23 6 1 
8489 04.12. 0 0 2.833333 2.923077 3 2.615385 2004 19-23 7 1 

8490 04.12. 0 1 3.5 3.285714 3.307692 3.153846 2004 19-23 7 1 
8491 04.12. 0 1 3.5 3.357143 3.538462 2.833333 2004 19-23 7 1 

TABLE III. RESULT OF FEATURE SELECTION 

Num GPA1 GPA2 GPA3 GPA4 L_19-
23 

L_23-
27 L_<19 L_>27 P_19-

23 
P_23-
27 P_<19 P_>27 STUDY 

PERIOD 

0 0.85 0.9575163 1 0.87209 1 0 0 0 0 0 0 0 1 
1 0.85 0.9362745 0.8300 0.80813 1 0 0 0 0 0 0 0 1 

2 0.75 0.7663399 0.8300 0.80813 1 0 0 0 0 0 0 0 1 
3 0.85 0.8088235 0.8725 0.85077 0 0 0 0 1 0 0 0 1 

4 0.775 0.7875817 0.8088 0.78682 1 0 0 0 0 0 0 0 1 
… … … … … … … … … … … … … … 

8488 0.55 0.7254902 0.7450 0.72450 0 0 0 0 1 0 0 0 1 
8489 0.65 0.7254902 0.7450 0.64579 1 0 0 0 0 0 0 0 1 
8490 0.85 0.8179272 0.8235 0.78354 1 0 0 0 0 0 0 0 1 

8491 0.85 0.8361345 0.8823 0.70155 1 0 0 0 0 0 0 0 1 
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Fig. 4. Correlation Analysis. 

 
Fig. 5. Split Data. 

 
Fig. 6. Imbalance Data. 

Then, the training data is balanced with SMOTE. It is 
shown in Fig. 7. 

 
Fig. 7. SMOTE. 

E. Results of Artificial Neural Network Training Model 
Network modeling is done by finding the best model with 

the GridSerachCV function in sklearn. Modeling is based on 
several parameters of the activation function, namely, tanh, 
relu, and logistics, with the Number of neurons in the hidden 
layer ranging from 1 to 100 neurons, a learning rate of 0.1 to 
0.5, and a maximum iteration of 1000. The best model of 
ANN obtained activation function = “tanh”, learning rate = 0.1 
, alpha = 0.1 and neuron = 99 in the hidden layer. The result of 
the ANN Training Model is shown in Table IV. 

F. Results of K-Nearest Neighbors (K-NN) Training Model 
K-NN modeling is carried out with uniform and distance 

and testing various K values from 2 to 1000. The Result of the 
Highest Accuracy is shown in Fig. 8 and Table V. 

G. Results of Support Vector Machine (SVM) Training Model 
SVM modeling is done by choosing a kernel between RBF 

and linear, with the results shown in Fig. 9. 

TABLE IV. RESULT OF ANN TRAINING MODEL 

Training Data 
Study Period (Target) ANN training 

accuracy 
ANN testing 
accuracy 0 1 

Imbalance 3792 3000 0.7005 0.6250 
SMOTE 3792 3792 0.6969 0.7080 

 
Fig. 8. Result of Highest K-NN Accuracy. 

TABLE V. RESULT OF THE K-NN TRAINING MODEL 

Training Data 
Study Period K-NN training 

accuracy 
K-NN testing 
accuracy 0 1 

Imbalance 3792 3000 0.6921 0.6972 
SMOTE Balance  3792 3792 0.6480 0.6933 

 
Fig. 9. Result of Comparison SVM Kernel. 

The results of training and testing the SVM model with the 
RBF kernel using Balance data and SMOTE Balance data are 
shown in Fig. 10 and Table VI. 

 
Fig. 10. Result of Highest Accuracy of SVM. 

TABLE VI. RESULT OF THE SVM TRAINING MODEL 

Training Data 
Study Period (Target) SVM training 

accuracy 
SVM testing 
accuracy 0 1 

Imbalance 3792 3000 0.7077 0.6150 

SMOTE 3792 3792 0.7051 0.6980 
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TABLE VII. EVALUATION OF PERFORMANCE PREDICTION MODEL 

 Imbalance-ANN SMOTE-ANN Imbalance-K-NN SMOTE-K-NN Imbalance-SVM SMOTE-SVM 

Training 
Accuracy 0.700530035 0.696993671 0.692137809 0.697257384 0.707744405 0.705168776 

Testing 
Accuracy 0.625073573 0.708063567 0.648028252 0.693349029 0.615067687 0.698057681 

TP 591 805 661 768 558 676 

FP 471 398 440 410 483 452 

FN 100 173 131 161 88 119 

TN 537 323 467 360 570 452 

Recall 0.52393617 0.713652482 0.585992908 0.680851064 0.494680851 0.59929078 

Precision 0.8552822 0.823108384 0.83459596 0.826695371 0.86377709 0.850314465 

G-Mean 0.657402861 0.705288613 0.671977086 0.699197609 0.646871565 0.688763242 

F-Measure 0.649807587 0.764482431 0.688541667 0.746718522 0.629086809 0.703068123 

H. Evaluation 
The evaluation phase, this study uses data testing as much 

as 1699 data on six models that have been trained. The results 
can be seen in Table VII. 

Based on Table VII, the results of conformity testing are 
performed using a confusion matrix, and the test results are 
displayed in graphical form as follows in Fig. 11. 

 
Fig. 11. Confusion Matrix Test Result. 

V. CONCLUSION 
Based on the results, this study can be formulated as 

follows. SMOTE can increase the recall value and test the 
accuracy of ANN, K-NN, and SVM models with relevant 
features extracted, namely GPA 1 to 4, and Encoding of 
Gender-Age based on correlation values. Prediction results 
have the best increase in the value of accuracy testing on ANN 
with a data Imbalance of 62.5% to 70.5% after using SMOTE, 
compared to the accuracy test on the K-NN method with 
SMOTE 69.3%. In comparison, the SVM method increased to 
69.8%. The most significant increase in recall value to 71.3% 
occurred in the ANN. 
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Abstract—The methods of natural language text classification 

have the characteristic of diversification, and the text 

characteristics are the basis of the method effectiveness; this 

paper takes the car service complaint data as an example to 

study the classification modeling for the texts with subjectivity 

characteristic. The effective handling of car service complaints is 

important for improving user experience and maintaining brand 

reputation; manual classification commonly has the 

disadvantages of experience dependence, prone to error, heavy 

workload and so on; corresponding automatic classification 

modeling research is of great practical significance. The core 

links of the research method in this study include word 

segmentation, text vectorization, feature selection and 

dimensionality reduction based on correlation, classification 

modeling based on progressive method and random forest, and 

model reliability analysis; the research results show that the car 

service complaint texts could be effectively classified based on the 

method in this study, which could provide a reference for related 

further research and application. 

Keywords—Car service complaint; text classification; machine 

learning; natural language texts 

I. INTRODUCTION 

Car service complaints widely exist in the use of cars of 
different types, brands, and use times. Effective classification 
of service complaint texts is an important part of the basis for 
the efficient and reasonable handling of corresponding 
complaints. The classification of service complaints could be 
done by users or receiving staff, if this work is handed over to 
the users, on one hand, it might increase the user's irritability 
and dissatisfaction, and on the other hand, the users possibly 
make mistakes because they might don’t know much about the 
professional field; if the complaint receiving staff conducts 
manual classification, there are also problems such as heavy 
workload, experience dependence, and error-prone; therefore, 
it is of great practical value to carry out the automatic 
classification modeling and realize automatic classification of 
service complaint. 

Machine learning methods are widely used in data 
processing such as classification and regression, and they are 
also quite widely used in automatic classification of natural 
language texts [1-4]. The text classification modeling methods 
based on machine learning have the characteristics of 

diversification and different applicability. In recent years, 
related researchers have carried out a lot of studies on different 
types of texts, which provides a well foundation for follow-up 
text classification modeling research. In general, it has the 
necessary theoretical basis and important practical significance 
to carry out automatic classification modeling for car service 
complaint texts so as to realize automatic classification of the 
complaints, through reasonably using machine learning 
methods based on the characteristics of the complaint texts. 

Chinese text classification modeling based on machine 
learning commonly involves data preprocessing, text 
vectorization, classification modeling, and model reliability 
analysis, among which, text vectorization and classification 
modeling are commonly the core links. In related research, the 
methods used in text vectorization mainly involve three 
categories, including word frequency-based methods such as 
TF-IDF and Bag-of-words [5-7], distributed static word 
vector-based methods such as Word2vec [8-11], distributed 
dynamic word vector-based methods such as BERT [12-13]. 
Different types of methods commonly have different 
characteristics and applicable scenarios; the methods based on 
word frequency is relatively simple in principle and convenient 
to implement, but text vectorization based on this kind of 
methods would lose context information; the distributed static 
word vector methods and the distributed dynamic word vector 
methods both understand and represent words based on context, 
and could effectively retain context information in the process 
of text vectorization; the main difference between the static 
word vector methods and the dynamic word vector methods is 
the polysemy distinction of a word, the static word vector 
methods couldn’t distinguish the different interpretations of a 
word in different contexts, while the dynamic word vector 
methods have the ability to distinguish. In text classification 
modeling, after the texts are converted to vectors, it is 
commonly necessary to furtherly process classification 
information so as to obtain text classification prediction results; 
in related researches, the basic methods used in classification 
information processing mainly involve two categories, 
including classical machine learning methods [14], such as 
Naive Bayes and random forests, and various neural network 
methods [15-19]. The neural network methods used in text 
classification have the characteristic of diversification, 
including basic neural network methods such as CNN, RNN, 
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LSTM, BILSTM, and various improved neural network 
methods suitable for different application scenarios. At the 
same time, the neural network method has the characteristic of 
flexible superposition, different kinds of neural networks could 
be stacked up for use. Applying the methods based on different 
types of neural networks stacking to the classification 
information processing, the effect of multi-layer classification 
information processing could be achieved, which commonly 
could improve the quality of classification information 
extraction and the classification accuracy of the model. In 
addition, ensemble learning methods are gradually being used 
in natural language text classification research in recent years 
[20]. Ensemble learning methods could comprehensively use a 
variety of basic methods, which could firstly build multiple 
individual models based on different kinds of basic methods, 
and then perform horizontal integration of basic models 
through certain strategies, obtaining prediction results through 
two-stage process processing. In general, the natural language 
text classification modeling based on machine learning has the 
characteristics of multi-link research process and diversified 
research methods; different types of basic methods commonly 
have different characteristics and applicability differences; in 
text classification modeling, technical routes and technical 
methods could be designed and selected based on actual text 
characteristics. 

The basic characteristics of car service complaint texts 
include quite rich emotional expressions and professional 
vocabularies. After data preprocessing and basic analysis, 
based on the characteristics of the service complaint texts, this 
study uses the Jieba word segmentation tool for word 
segmentation, word frequency-based method for text 
vectorization, and correlation method for feature selection; the 
classification model is trained based on progressive training 
method and random forest, and the feature dimension is 
adjusted through the modeling feedback; model reliability is 
assessed based on the effect of data amount on the modeling 
and the effect of text length on the probability distribution of 
classification predictions. It is expected that this study could 
provide effective reference for subsequent related research and 
application. 

II. TECHNICAL ROUTE 

The technical route of this study includes data sorting, data 
characteristic analysis, splitting words, feature extraction, 
classification modeling, model reliability analysis, conclusion 
and outlook. In feature extraction, the method based on word 
frequency and correlation analysis is used; in classification 
modeling, random forest and progressive method are used to 
construct classification model. 

The technical route is shown as Fig. 1. 

 

Fig. 1. Technical Route Figure. 
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III. DATA 

The research data of this study is from the Beijing Car 
Quality Net Information Technology Limited Company. The 
dataset used includes seven classes of car service complaint 
text data, which includes service attitude, personnel technology, 
service charge, not keeping promise, sale fraud, accessory 
dispute, service process is not perfect. The total data amount of 
the dataset is 2100, and the data amount of each class is 300. 

The characteristics of data amount and text length of the 
dataset are shown in Table I. 

The data distribution of the dataset in terms of car type, 
purchase and use time, and brand is shown in Fig. 2. The 
coverage of the dataset in terms of car type, purchase and use 
time, and brand is relatively comprehensive, and the overall 
distribution uniformity is quite well. 

TABLE I. DATA DESCRIPTION 

No. Class Data amount 
Average length of 

text 

Maximum length 

of text 

Minimum length 

of text 

Text length 

standard deviation 

1 Service attitude 300 18.5033 24 15 1.8352 

2 Personnel technology 300 19.1167 26 15 1.9806 

3 Service charge 300 18.6133 24 14 1.9156 

4 Not keeping promise 300 18.5500 24 13 1.8670 

5 Sale fraud 300 18.7100 29 14 2.2065 

6 Accessory dispute 300 18.5267 30 15 1.9618 

7 Service process is not perfect 300 18.7033 26 14 2.2193 

8 All 2100 18.6748 30 13 2.0098 

 

Fig. 2. Data Distribution Characteristics. 
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IV. WORD SEGMENTATION 

Chinese text classification commonly needs to separate the 
texts into words, in this study, Jieba tool is used for word 
segmentation, which is widely used in Chinese text 
segmentation. After word segmentation, the data process of 
removing stop words is conducted to remove the feature words 
with low classification relevance. After removing stop words, 
the word segmentation result is shown in Table II. In the 
different classes, the highest word amount is 2865 and the 
lowest amount is 2611; the highest unique word amount is 743 
and the lowest amount is 516; the highest value of repetition 
rate is 0.8129 and the lowest value is 0.7154. 

The distribution differences of the global high frequency 
words in different classes could reflect the applicability of the 

data processing method based on word frequency in the 
classification modeling for the corresponding text data to a 
large extent. The analyze result for the word frequency 
distribution of the global high frequency words of the dataset in 
the different classed is shown in Fig. 3. Overall, the higher the 
global word frequency value, the higher the difference of the 
word frequency distribution of the feature words in the 
different classes; the distribution of the global high frequency 
feature words of the dataset in different classes shows a high 
degree of discrimination as a whole, which shows that the data 
processing method based on word frequency is suitable for the 
classification modeling scene targeted in this study. The class 
high frequency feature words are shown in Table III. 

TABLE II. WORD SEGMENTATION RESULTS 

No. Class Number of characters Number of separated words Number of unique words Repetition rate 

1 Service attitude 5551 2611 743 0.7154 

2 Personnel technology 5735 2788 719 0.7421 

3 Service charge 5584 2682 618 0.7696 

4 Not keeping promise 5565 2758 516 0.8129 

5 Sale fraud 5613 2865 558 0.8052 

6 Accessory dispute 5558 2802 620 0.7787 

7 Service process is not perfect 5611 2731 544 0.8008 

8 All 39217 19237 2092 0.8913 

 

Fig. 3. Word Frequency Distribution. 
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TABLE III. CLASS HIGH FREQUENCY FEATURE WORDS 

No. Service attitude 
Personnel 

technology 
Service charge 

Not keeping 

promise 
Sale fraud Accessory dispute 

Service process is not 

perfect 

1 4S shop Repair Dealer Fulfill Publicity Accessory Upgrade 

2 Dealer 4S shop Return Promise Inconsistent Repair Machine system 

3 Repair Dealer 4S shop Dealer Sell Replace Car 

4 Factory Maintenance Car purchase Not receive Dealer Factory Car machine 

5 * Accident Charge Maintenance Factory 4S shop * 

6 Not * Deposit Car purchase Car Dealer * 

7 Vehicle * * Not yet * Original factory * 

8 After sale Cause Charge * Function Accident Factory 

9 * Vehicle Not yet Car * * Not yet 

10 Bad * Deposit Subsidy * Not Update 

11 Not yet Damage * 4S shop * Cause 4S shop 

12 Attitude Change * Delivering car Sale * Version 

13 When Bad Sale Deposit Suspected Vehicle Solve 

14 Solve problem * * * * * * 

15 Accident Specification When Replace 4S shop * Provide 

16 Delay * Maintenance Order car * Accessory * 

17 * Engine Purchase When Light After sale Dealer 

18 * Not yet * Factory * Quality Navigation 

19 Fault Personnel Pay Presentation Parking Damage * 

20 * Record * * New car * * 

V. FEATURE EXTRACTION AND CLASSIFICATION 

MODELING 

Based on basic analysis for the data characteristics, this 
study adopts the bag-of-words method based on word 
frequency for text vectorization, and operates feature word 
correlation analysis for the feature selection and word vector 
dimensionality reduction. 

Based on correlation analysis, feature words with a degree 
of correlation higher than 0.95 are partly removed to reduce the 
dimension of the word vectors and improve the efficiency of 
model training, model classification. Through the feature 
selection, 257 features with high relevance are removed, and 
1689 features are reserved. Fig. 4 shows the correlation matrix 
of part global high frequency features in the dataset. 

In this study, the random forest combined with progressive 
model training method is used for the classification model 
training. In the model training, the features involved are 
gradually increased for obtaining the optimal amount of the 
modeling features by comparing the results of multiple rounds 
of training, in order to avoid too little features used do not 
contain enough classification information for supporting high 
quality classification modeling, or the model prediction 
accuracy, model classification efficiency are negatively 
affected due to too much features used. The research results 
show that in this study, the optimal modeling effect is obtained 
when using 1689 features. 

Table IV shows the comparison of the progressive 
multi-round training results from the aspects of feature 
selection ratio, feature amount, overall accuracy, overall 
precision, overall recall, overall f1-score, highest f1-score in 
the classes, and lowest f1-score in the classes. 
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Fig. 4. Correlation Matrix Heatmap. 

TABLE IV. CLASSIFICATION MODEL TRAINING 

No. 
Feature selection 

ratio 

Feature 

amount 
Accuracy Precision Recall F1-score 

Highest f1-score in 

the classes 

Lowest f1-score in 

the classes 

1 10% 169 0.8000 0.8041  0.8000  0.8008 0.8966 0.7119 

2 20% 338 0.8000 0.8041  0.8000  0.8008 0.8966 0.7119 

3 30% 507 0.8000 0.8041  0.8000  0.8008 0.8966 0.7119 

4 40% 676 0.8000 0.8041  0.8000  0.8008 0.8966 0.7119 

5 50% 845 0.8000 0.8041  0.8000  0.8008 0.8966 0.7119 

6 55% 929 0.8333 0.8423  0.8333  0.8358 0.8966 0.7188 

7 60% 1013 0.8333 0.8418  0.8333  0.8352 0.8814 0.7213 

8 65% 1098 0.8333 0.8482  0.8333  0.8368 0.9123 0.7188 

9 70% 1182 0.8333 0.8404  0.8333  0.8346 0.8852 0.7213 

10 75% 1267 0.8286 0.8336  0.8286  0.8298 0.8929 0.7097 

11 80% 1351 0.8381 0.8438  0.8381  0.8396 0.9180 0.7302 

12 85% 1436 0.8238 0.8274  0.8238  0.8249 0.8667 0.7619 

13 90% 1520 0.8286 0.8326  0.8286  0.8296 0.8772 0.7213 

14 95% 1605 0.8333 0.8436  0.8333  0.8359 0.9153 0.7419 

15 100% 1689 0.8476 0.8550  0.8476  0.8495 0.9123 0.7619 

VI. MODEL RELIABILITY ANALYSIS 

Model reliability analysis is of great significance to the 
classification modeling, since the modeling is commonly based 
on limited data, and the modeling indexes mainly reflect the 
overall quality of the model. The applicability of the model to 
new data and the reliability of the model classification under 
specific condition are commonly difficult to evaluate based on 
the overall modeling result indexes. 

This study evaluates the reliability of the model from two 
aspects: the effect of data amount on the modeling and the 
effect of text length on the model prediction probability 
distribution. In term of the effect of data amount, Table V 
shows the comparison of the multi-round model training result 
parameters under the condition of increasing data amount. In 
term of the effect of text length, the first 8 and last 8 text data 
in the global text length rank are selected for model 
classification prediction probability distribution analysis. The 
model classification prediction probability distribution is 
shown in Table VI. 
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TABLE V. THE EFFECT OF DATA AMOUNT ON MODEL TRAINING 

No. 
Data  

use ratio 
Data amount Accuracy Precision Recall F1-score 

Highest f1-score in 

the classes 

Lowest f1-score in 

the classes 

1 10% 210 0.7143 0.7381 0.7143 0.7197 1.0000 0.3333 

2 20% 420 0.7143 0.7381 0.7143 0.7197 1.0000 0.3333 

3 30% 630 0.7143 0.7381 0.7143 0.7197 1.0000 0.3333 

4 40% 840 0.7143 0.7381 0.7143 0.7197 1.0000 0.3333 

5 50% 1050 0.7143 0.7381 0.7143 0.7197 1.0000 0.3333 

6 55% 1155 0.7845 0.7953 0.7815 0.7829 0.9714 0.5625 

7 60% 1260 0.7381 0.7475 0.7381 0.7398 0.9143 0.6061 

8 65% 1365 0.8175 0.8357 0.8169 0.8199 0.9189 0.6977 

9 70% 1470 0.8571 0.8678 0.8571 0.8580 0.9767 0.7755 

10 75% 1575 0.8165 0.8243 0.8156 0.8171 0.8980 0.6667 

11 80% 1680 0.7917 0.7928 0.7917 0.7908 0.8571 0.6939 

12 85% 1785 0.8715 0.8777 0.8716 0.8714 0.9630 0.8077 

13 90% 1890 0.8466 0.8510 0.8466 0.8466 0.9310 0.7241 

14 95% 1995 0.8100 0.8220 0.8103 0.8126 0.8772 0.6667 

15 100% 2100 0.8476 0.8550 0.8476 0.8495 0.9123 0.7619 

TABLE VI. THE PREDICTION PROBABILITY DISTRIBUTION FOR THE FIRST 8 AND LAST 8 TEXTS IN THE GLOBAL TEXT LENGTH RANK 

No. 
Service 

attitude 

Personnel 

technology 
Service charge 

Not keeping 

promise 
Sale fraud Accessory dispute 

Service process is not 

perfect 

F-1 0.0700 0.1300 0.0300 0.0000 0.0000 0.7200 0.0500 

F-2 0.1000 0.3700 0.0500 0.1000 0.1450 0.1000 0.1350 

F-3 0.0500 0.9100 0.0000 0.0000 0.0200 0.0000 0.0200 

F-4 0.1000 0.6800 0.0000 0.0000 0.1000 0.0800 0.0400 

F-5 0.0100 0.0500 0.1700 0.0000 0.0700 0.0100 0.6900 

F-6 0.0100 0.0500 0.1700 0.0000 0.0700 0.0100 0.6900 

F-7 0.0700 0.8000 0.0800 0.0100 0.0000 0.0100 0.0300 

F-8 0.7500 0.0800 0.0100 0.0200 0.0000 0.0400 0.1000 

L-1 0.0100 0.0400 0.0000 0.9300 0.0000 0.0100 0.0100 

L-2 0.0300 0.0600 0.7100 0.1300 0.0500 0.0100 0.0100 

L-3 0.0000 0.0200 0.9600 0.0000 0.0100 0.0100 0.0000 

L-4 0.0000 0.0200 0.9600 0.0000 0.0100 0.0100 0.0000 

L-5 0.0000 0.0000 0.0000 0.0000 0.9900 0.0100 0.0000 

L-6 0.0000 0.0100 0.0000 0.0000 0.0300 0.0100 0.9500 

L-7 0.0300 0.0400 0.0000 0.0000 0.0200 0.0300 0.8800 

L-8 0.9700 0.0000 0.0000 0.0000 0.0100 0.0200 0.0000 

VII. CONCLUSION AND OUTLOOK 

This study focus on the issue of car service complaint 
classification modeling, the dataset used involves 7 classed of 
service complaint texts, and the data amount of every class is 
all 300; the core links of the research process include word 
segmentation, text vectorization, the feature selection and 
dimensionality reduction based on correlation analysis, the 
classification modeling based on random forest and progressive 
method, and the model reliability analysis based on data 

amount and text length; the results show that based on the 
method of this study, the effective classification for the car 
service complaint texts could be realized. In this study, when 
the feature amount reaches 1689, the optimal modeling effect 
is obtained, the values of overall accuracy, overall precision, 
overall recall, overall f1-score, the highest f1-score in the 
classes, the lowest f1-score in the classes respectively reach 
0.8476, 0.8550, 0.8476, 0.8495, 0.9123 and 0.7619; in the 
model reliability analysis, when the data use ratio reaches 85%, 
the modeling effect is generally stable; the analysis results of 
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the effect of text length on the model classification prediction 
probability distribution show that the distribution is overall 
high discriminative. 

In summary, the car service complaint data could be 
effectively classified based on the method of this study, which 
could provide reference for the classification modeling of the 
natural language texts with subjectivity characteristic; at the 
same time, this study still belongs to theoretical research, and 
has not been applied to practice. 
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Abstract—Electroencephalography (EEG), or brain waves, is 
a commonly utilized bio signal in emotion detection because it 
has been discovered that the data recorded from the brain seems 
to have a connection between motions and physiological effects. 
This paper is based on the feature selection strategy by using the 
data fusion technique from the same source of EEG Brainwave 
Dataset for Classification. The multi-layer Stacking Classifier 
with two different layers of machine learning techniques was 
introduced in this approach to concurrently learn the feature and 
distinguish the emotion of pure EEG signals states in positive, 
neutral and negative states. First layer of stacking includes the 
support vector classifier and Random Forest, and the second 
layer of stacking includes multilayer perceptron and Nu-support 
vector classifiers. Features are selected based on a Linear 
Regression based correlation coefficient (LR-CC) score with a 
different range like n1, n2,n3,n4 a, for d1 used n1 and n2 dataset 
,for d2 dataset, combined dataset of n3 and n4 are used and 
developed a new dataset d3 which is the combination of d1 and d2 
by using the feature selection strategy which results in 997 
features out of 2548 features of the EEG Brainwave dataset with 
a classification accuracy of emotion recognition 98.75%, which is 
comparable to many state-of-the-art techniques. It has been 
established some scientific groundwork for using data fusion 
strategy in emotion recognition. 

Keywords—Electroencephalograph (EEG); linear regression 
based correlation coefficient; feature selection; multi-layer stacking 
model; machine learning techniques; emotion recognition 

I. INTRODUCTION 
With the rapid advancement of computers and human 

contact technology, there is a significant demand in the area of 
human interaction for a more intelligent and humanized 
human-machine interface (HMI). A (BCI) brain-computer 
interface transforms a way of transforming brain processes 
that are connected directly to the brain of a living organism, 
such as a human or an animal. BCI serves as a bridge for 
communication between both the human brain and as a tool to 
detect different applications, such as emotion identification 
and different applications [1]. 

Human communication, daily life, and work all rely 
heavily on emotional expressiveness. It can be characterized 
as positive, neutral, or negative experiences arising from a 
variety of physiological activities, and it includes a wide range 
of emotions such as sadness, happiness, surprise, anger, and 
disgust [2][3][4]. 

Emotion recognition research has become more common 
among researchers with the development of sensor-based 
technology and processes and accessibility have improved. 
Emotion recognition can have important applications, whether 
professional, personal, or personal [5] such as in the fields of 
medicine [6], education, psychology, computer games, 
driving, security, entertainment [7], and workload evaluation, 
and many others [8]. 

Emotions can be detected in a variety of ways, including 
brain waves and facial expressions. Brain waves are a means 
of obtaining emotion that can be both intrusive and non-
invasive. In wires and an intrusive Brain-computer-interface 
(BCI) are surgically implanted on the accessible brain surface. 
The non-invasive method is known as BCI, and it provides a 
simple, fast, and beneficial method for collecting the 
brainwaves, which comprises functional magnetic resonance 
imaging (fMRI), Magnetoencephalogram (MEG), 
Electroencephalogram (EEG), and numerous signaling have 
already been approved, recognized, and classified as non-
physiological and physiological signals, respectively. In the 
practical application of emotion recognition, Gesture, Text, 
movement, speech, voice intonation, and facial expression, 
among other non-physiological signals, are indeed the original 
concept is a term that has been used a lot in the past. More 
studies have recently been conducted using physiological 
signals such as electrocardiogram (ECG) and 
electroencephalogram (EEG) [9]. 

This study proposes an electroencephalography (EEG) 
signal analysis technique for recognizing and classifying 
emotional states, as well as a correlation-based data reduction 
strategy coefficient score between features with a different 
range and developed a new dataset. Machine learning models 
are grouped into three types: supervised, unsupervised, and 
reinforcement learning, as well as a specific form termed 
ensembles learning, based on the methodology utilized [10]. 

An ensemble machine learning algorithm is often known 
as stacking. Stacking is the process of learning how to 
aggregate the prediction of participating ensemble components 
using a machine learning model and minimize the variation. In 
this paper extension of Stacking Classifier with two layers of 
learning models i.e., Multi-layer Stacking Classifier is 
developed. 

In this research article there are four contributions: 
1) Calculated the correlation coefficient score of features 
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based on linear regression model. 2) Prepared a different 
dataset with a particular range and applied a data fusion 
strategy. 3) Developed a method which has already been 
tested through a developed dataset. 4) Calculated the time 
complexity of each classifier. 

This manuscript's structure is as follows: Section II 
describes the related work on emotion recognition, data 
reduction, and on machine learning techniques. Section III 
describes about possible approach for reducing data in an EEG 
analysis by generating restricted electrode correlations zones. 
Section IV explains the configuration for the classification 
procedure as well as the methods used to carry out the 
experiments. The results of executing the proposed solutions 
are discussed in Section V, and the work's conclusions are 
discussed in Section VI. 

II. RELATED WORK 
A method for classifying emotional states using wavelet 

compression, EEG data, and sensor classification procedure, 
links electrodes in a 10/20 model to Brodmann n areas and 
reduces computational load. The emotions modelling is based 
on hold value of an adjusted space from the Russell Arousal 
Valence Space and the Geneva model, and the classification 
procedure was accomplished using an SVM Classification 
process, which achieved an 81.46%, classification 
performance for a multi-class problem [11]. 

Researchers used the zero-time window-based using the 
numerator group-delay to derive immediate frequency features 
function to correctly detect the periods in each emotional 
situation. Using QDC and RNN, as well as the DEAP 
database, separate class systems were constructed used to test 
them [12]. 

There are two types of network entropy metrics calculated: 
nodal degree entropy and clustering coefficient entropy. The 
effective characteristics are fed into the SVM classifier using 
the AUC method to accomplish emotion recognition across 
participants. The findings of the experiment revealed that the 
properties of 18 channels selected by AUC were significant (p 
0.005) for the EEG signals of 62 channels [13]. 

The program collects features from EEG data and uses 
machine learning techniques to classify emotions, with 
different segments of a trial being utilized to train the 
proposed model and examine its impact on emotion detection 
outcomes. Second, using the classification performance and 
two emotion coefficients, namely, the correlations and entropy 
coefficients, a unique activation curve for emotions is created. 
The activation curve can not only define emotions, but it may 
also indicate the emotional activating mechanism to some 
extent. Next, the two factors are combined to provide a weight 
coefficient, which improves emotion recognition accuracy. 
Experiments on the DEAP and SEED datasets were conducted 
to validate the suggested technique [14]. Based on the SJTU 
emotion EEG datasets (SEED) and the ResNet50 and Adam 

optimizer, the CNN model is being used to train the features 
and recognize the emotions of positive, negative and neutral 
states of real EEG signals in a single model [15]. This study 
presented a new model called the "hybrid model" that merged 
three ensemble models. For classification challenges, a set of 
features is retrieved from raw IoT datasets from various IoT 
domains utilizing linear discriminant analysis (LDA), 
Principal component analysis (PCA), and Isomap. The 
classifiers' accuracy, area under the curve (AUC), and F1 
score are used to compare their performances [16]. 

A feature extraction subsystem and a classifier subsystem 
are created in this paper for an EEG-based emotion 
recognition system. 9 features extracted from the time and 
frequency domain from the EEG sign were used because the 
greater performance of the feature extraction module may 
result in higher recognition accuracy [17]. Authors have 
created a machine learning algorithm based on ensembles. The 
data was cleaned using a pre-processing technique, and feature 
selection was done using wrapper-based methods; 
additionally, a stacking-based ensemble learning model was 
used to identify the MDD participants in the final stage [18]. 
The proposed research makes a significant addition by 
presenting an enhanced version of the agent-based data 
reduction algorithm that incorporates the stacking 
generalization mechanism for data reduction. Enhancing the 
performance of the categorization results in the model 
discussed in [19]. Considering the aforementioned factors and 
applying the skills in this sector, it is inspired to write this 
research to address the following problem. 

• How accuracy and prediction performance can be 
improved? 

• How to overcome from overfitting problem? 

• How precise can the EEG waves be classified? 

• What are other essential features can derive using EEG 
data? 

III. DATASET DETAILS 
Performed thorough analysis on the EEG Brainwave 

Dataset, which is publicly available, in each state: happy, 
neutral, and negative - data was collected for 3 minutes from 
two subjects (1 male, 1 female). To record the TP9, AF7, AF8, 
and TP10 EEG placements, the author employed a Muse EEG 
headgear with dry electrodes. 

IV. PROPOSED METHODOLOGY 
In this section, discussed about a possible approach for 

reducing data in an EEG analysis by generating restricted 
electrode correlations zone and explains about the 
configuration for the classification procedure as well as the 
methods used to carry out the experiments. 

A. Data Preprocessing 
In Machine Learning, data preprocessing relates to the 

procedure of organizing and managing basic information to 
make it appropriate for creating and training Machine 
Learning models. First libraries are required for data 
preprocessing, identifying missing values, so, the EEG 
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brainwave dataset has no missing values, and provides the 
label for each category like positive, negative, and neutral. 

B. Feature Selection 
For features, correlation coefficient score is determined 

with a linear regression model. For each feature set, selected 
the subset of features based on the range and created a new 
dataset. 

C. Correlation Coefficient Score 
To calculate the correlation coefficient, the linear 

regression model is used. The linear relationship between 
multiple Correlations is used to assess variables. Correlation is 
used to predict one variable from the other. Because the good 
variables are so closely related to the aim, using correlation to 
pick features stands to reason. Furthermore, variables should 
really be relevant to the goal yet unrelated to each other. It 
anticipates one from the other if the two variables are 
correlated. As a result, if features are correlated, the model 
only needs one among them because the other provides no 
additional information. The linear correlation coefficient is a 
mathematical expression that measures the degree and 
direction of a relationship between two variables: 

𝑟 =
∑
�𝑥𝑖−𝑥�� 
𝑠𝑥

 
(𝑦𝑖−𝑦�)
𝑠𝑦

𝑛−1
                (1) 

Where �̅�  and 𝑠𝑥  are represented, the sample mean and 
sample deviation of the x’s. And 𝑦� and 𝑠𝑦  are represented the 
mean and standard deviation of the y’s. 

A different method of calculating the correlation 
coefficient is as follows: 

𝑟 = 𝑠𝑥𝑦
�𝑠𝑥𝑥𝑠𝑦𝑦

                (2) 

Where, 

𝑠𝑥𝑥 = �𝑥2 −
(∑𝑥)2

𝑛
 

𝑠𝑥𝑦 =  �𝑥𝑦 −
(∑𝑥)(∑𝑦)

𝑛
 

𝑠𝑦𝑦 =  �𝑦2 −
(∑𝑦)2

𝑛
 

The properties of "r" are as follows: 

• It is always in the range of -1 to +1. 

• Because it is a dimensionless quantity measure, "r" 
would have been the same that whether two variables 
were measured in pounds and inches or grams and 
centimeters. 

• Favorable "r" levels are linked to positive connections. 

• Bad "r" values are linked to negative relationships. 

First, Linear Regression model is used to find the feature 
importance of each feature. Then correlation coefficient 
Scoreis determined for each feature. Following ranges are 
considered for each dataset. 

𝑛1=0.0 𝑡𝑜 0.3;  

𝑛2 = 0.31 𝑡𝑜 0.5;  

𝑛3 = 0.51 𝑡𝑜 0.75;  

𝑛4 = 0.76 𝑡𝑜 1.0. 

Based on the Correlation Coefficient score value, it is 
found that 610 features importance score are within 0.0-0.3, 
179 features are within 0.31-0.5, 136 features are within the 
range 0.51-0.75 and 77 features are within 0.76 to 1.0. After 
applying the data fusion technique for the EEG brainwave 
dataset, 997 features are selected. At this stage developed a 
four set of datasets with different feature values. Then selected 
all the unique features from n1 and n2 and generated the new 
dataset called d1 which has 787 columns excluding the label. 
The same procedure has been applied on n3 and n4 and after 
combining the features and filtering the unique features, 
around 211 are considered, i.e., d2. And finally, by 
considering d2 and d3 determined 997 unique features and that 
is final dataset to work on. 

𝑑1,𝑑2,and 𝑑3 are the final combined dataset of 𝑑1,  

and 𝑑2, which details as follows: 

𝑛1 = (2132 𝑡𝑟𝑎𝑖𝑙𝑠 ×  610 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠)  

𝑛2 = (2132 𝑡𝑟𝑎𝑖𝑙𝑠 ×  179 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠) 

𝑑1 = 𝑛1 + 𝑛2 = (2132 𝑡𝑟𝑎𝑖𝑙𝑠 ×  787 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠) 

𝑛3 = (2132 𝑡𝑟𝑎𝑖𝑙𝑠 ×  136 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠) 

𝑛4 = (2132 𝑡𝑟𝑎𝑖𝑙𝑠 ×  77 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠) 

𝑑2 = 𝑛3  +  𝑛4 = (2132 𝑡𝑟𝑎𝑖𝑙𝑠 ×  210 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠) 

𝑑3 = 𝑑1 + 𝑑2 =  (2132 𝑡𝑟𝑎𝑖𝑙𝑠 ×  997 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠). 

D. Machine Learning Classifiers 
The method of feature selection, the LR-CC algorithm 

chooses the most essential features for predicting emotional 
states. The next step is to classify the emotions by using a 
dataset using a machine learning technique. Multilayer 
stacking Classifier is developed based on Stacking Classifier 1 
and Stacking Classifier 2 method on Support vector classifier, 
Random Forest for a Stacking Classifier 1 (layer1), and Nu-
Support vector classifier, r, and Multi-Layer Perceptron for 
Stacking Classifiers 2 (layer 2) as low-level base learners and 
Random Forest as meta learner algorithm. This section 
examines step-by step working of the suggested model and 
overall design. Fig. 1 establishes the framework. First, there 
are the EEG signals that have been pre-processed from the 
dataset based on correlation coefficient score; the feature 
selection stage selects the features based on the data fusion 
technique and makes a new dataset, i.e., 𝑑3 
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Fig. 1. Architecture Diagram of Multi-layer Stacking Model based on 

different Machine Learning Classifier Called as Learners and Meta Classifier. 

Two layers of Classifiers are implemented separately first 
and created as a Stacking Classifiers 1 and 2 with a random 
forest as a meta learner, after implementation of these stacking 
1 and 2, developed a multi-layer Stacking Classifier which is 
based on the predictions of Stacking Classifier 1, and Stacking 
Classifier 2 as an input and generate a final prediction. A 
feedforward artificial neural network is a multilayered 
perceptron in which the functions and structure of the ANN 
are like the brain's activities and structure [20]. Neurons are 
basic components that are connected and work in tandem. 
These neurons are linked by a vital link that contains the 
information to solve difficulties [21]. For regression and 
classification issues, a support vector machine (SVM) is a 
supervised machine learning technique. Each property is 
represented by a point in n-dimensional space (n = number of 
features). A hyperplane is created to do linear classification, 
which effectively separates the two classes. Kernel approaches 
such as Gaussian kernel, Laplace kernel, and Polynomial 
kernel are utilized for non-linear classification [22]. Random 
forest is a decision tree-based learning technique that 
combines numerous decision trees. It forecasts by aggregating 
decision tree forecasts [23]. The resilience of SVC and Nu-
SVC isn't always the best option, and random forest is suitable 
in situations [24]. It is difficult to acquire using a Multilayer 
Perceptron to find the best parameters. Developed a multi-
layer stacking ensemble model to address these concerns and 
increase forecast accuracy. Support Vector Classifier (SVC), 
Nu-Support Vector Classifier (NuSVC), Multi-layer 
Perceptron (MLP), and Random Forest classifier,layer 1, and 
layer 2 will be trained and tested individually. These four 
models will compensate for shortcomings and provide 
superior outcomes when stacking. The following shows the 
algorithm for multilayer stacking with 2 layers. SVC, RF 
classifier for Stacking 1 or layer 1 as L1 Classifier and for 
Stacking 2 or layer 2 as L2 has Nu-SVC and MLP. After 
implementation of these classifiers, developed a new model 
i.e., multi-layer stacking which is based on L1  and L2 and for 
meta classifier M used Random Forest with cross validation K 
and generate a prediction P. Confusion matrix will be used to 
evaluate each classifier's performance. Finally, results are 
compared by stacking the predictions of different classifiers. 

Algorithm: Multilayer Stacking Classification 

Input:  
Training Datasets D, L1, L2, L3, M, SVC, RF,MLP,Nu-SVC 
Output: An Ensemble Classifiers, L3,P 
Step 1: Load SVC, RF Model  
load (SVC, RF) 
Step 2: Train First Level Classifiers L1 

 Apply First level Classifier on dataset D 
L1<- (SVC, RF) 
 
Step 3: Load MLP, Nu-SVC Model 
Load (MLP, Nu-SVC) 
Step 4: Train a Second Level Classifier L2 
 Apply Second level Classifier on dataset D 
L2<- (MLP, Nu-SVC) 
 
Step 5: Construct a new training model based on L1 and L2 
 Adopt a Cross-validation approach K in preparing a new 

training set for Meta classifier M 
Step 6: Learn a meta–Classifiers M 
Return Multi-Layer Stacking model L3 

Return P 

Where, 

D: Dataset 

L1: Layer 1 Classifiers 

L2: Layer 2 Classifiers 

L3: Multi-layer Stacking Model 

M: Meta Classifiers 

P : Prediction 

V. EXPERIMENTAL RESULTS 
The main source of dataset consists of 2132 records and 

2548 features, after data pre-processing, feature selection is 
made based on the Linear Regression-Correlation Coefficient 
(LR-CC) with a Correlation coefficient score of features, 997 
features have been selected by applying the data fusion 
technique, The data fusion method focuses on a group of 
features that need to be improved, refined, or obtained. on the 
original dataset. Data fusion techniques are applied with 
feature level for selecting the features from the same source, 
i.e., the EEG Brainwave dataset to develop a single dataset. 

The classification is divided into 3 parts, in the first part 
i.e., base learners are learned, and findings are predicted after 
selecting the features separately in the second part layer 1 and 
layer 2 are learned and findings are predicted separately, and 
in the third part, to solve the problems with the individual 
implements Stacking Classifiers 1 and 2 are developed and 
made a new prediction as input for the multilayer stacking 
classifier. In the multi-layer stacking, classifiers are trained 
layer 1(SVC+RF) and layer 2(Nu-svc+MLP) and the base 
learners predicted output to the multi-layer stacking as an 
input. 
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Developed different datasets and combined them into one 
dataset by using data fusion techniques. Proposed models are 
tested are tested on different datasets and accuracy of the 
algorithms are shown in Fig. 2. It is observed the accuracy of 
the existing algorithm and Proposed algorithm i.e., multi-layer 
stacking with n1 dataset which has 610 features. 

 

 
Fig. 2. Machine Learning Model Performance of Dataset n1=610 Features. 

 
Fig. 3. Machine Learning Models Performance of Dataset n2 = 179 

Features. 

 
Fig. 4. Machine Learning Models Performance of Dataset n3 =136 Features. 

 
Fig. 5. Machine Learning Models Performance of Dataset n4=77 Features. 

 
n1 Dataset=610 features 

 
 

n2 Dataset=179 Features 

 
 

n4 Dataset=77 features 

 
 n3 Dataset=136 Features 
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Fig. 6. Machine Learning Models Performance of Dataset d1=787 Features. 

 
Fig. 7. Machine Learning Models Performance of Dataset d2=211 Features. 

 
Fig. 8. Machine Learning Models Performance of Dataset d3= 997 Features. 

Represented the summary of Fig. 2 to Fig. 8 in the form of 
Table I, in this table, in which proposed model achieved 
highest accuracy with the unique combination of datasets. 

A. Performance Evaluation 
To evaluate the developed models, confusion matrix is 

determined. A confusion matrix is a table that shows how well 
a classification model (or "classifier") performs on a set of test 
data for which the true values are known. This is a list of rates 
that are frequently generated using a binary classifier's 
confusion matrix: 

• Accuracy: What percentage of the time does the 
classifier get it right? 

𝑇𝑃+𝑇𝑁
𝑁

                (3) 

• Precision: When it predicts yes, how often does it get it 
right? 

𝑇𝑃
𝑇𝑃+𝐹𝑃

                 (4) 

• Recall: The number of true positives divided by the 
total number of true positives and false negatives 
equals recall. 

 𝑇𝑃
 𝑇𝑃+𝐹𝑁

                (5) 

• F1-score: The genuine general positive rate (recall) and 
precision are weighted averages. 

B. Confusion Matrix for Each Classifier 
The confusion matrix, which includes metrics such as 

Sensitivity, Accuracy, Precision, Specificity, and measure, is 
used to evaluate the algorithm's efficiency after it has been 
implemented. Fig. 9 to 14 are the confusion matrix of 
SVC,MLP, Nu-SVC, RF, stacking 1, stacking 2 and Multi-
Layer stacking are shown in Fig. 15. Similarly, ensembles 
models. 

  

 
 

d1 Dataset=n1+n2=787 Features 

 
d2 dataset=n3+n4=211 features 

 
d3=dataset=d1+d2=997 features 
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TABLE I. ACCURACY OF CLASSIFIERS 

                       Dataset  
Models 

 n1 n2 n3 n4 d1 d2 d3 

SVC 94.37 96.09 96.56 94.84 96.25 97.96 98.28 

RF 95.93 94.53 96.40 94.37 96.87 97.03 95.23 
Nu-SVC 94.06 94.21 95 92 94.53 95.78 96.25 
MLP 95.93 95.93 97 94.21 97.03 96.81 97.65 

Stacking 1 95.96 96.25 97.03 96.09 97.05 97.05 98.43 
Stacking 2 94.84 95.15 96.25 94.65 95.78 97.81 95.31 

Multi-layer stacking 96.4 96.25 98.24 96.25 97.81 98.43 98.75 

 
Fig. 9. Confusion Matrix for Support Vector Classifier Model. 

 
Fig. 10. Confusion Matrix of Multilayer Perceptron Model. 

 
Fig. 11. Confusion Matrix of Nu-SVC Model. 

 
Fig. 12. Confusion Matrix of Random Forest Model. 
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Fig. 13. Confusion Matrix of Stacking 1 Model. 

 
Fig. 14. Confusion Matrix of Stacking 2 Model. 

As a result of the increased focus on boosting prediction 
performance, multi-layer stacking ensembles model depicted 
to improved predictive performance in this investigation. 
Various classifications are used such as SVC, MLP, Nu-SVC, 
RF as a base learner and divided these into two layers stacking 
1 and stacking 2, and Random Forest as a meta learner. 
Eventually, merged these four different models to trade-off 
various constraints and which provided higher performance. 
Fig. 8 is a summary of the findings. Evaluated the developed 

multilayer stacking model to establish state strategies and 
discovered that suggested approach outperforms them by a 
wide margin. In contrast, tested proposed models on different 
datasets and found that proposed method works better 
compared to other state-of-the-art methods upon these 
datasets, it’s helpful to improve forecast accuracy. Table II 
shows the comparison state of the art methods for the 
recognition of neutral, negative, and positive emotions. 
Accuracy comparison of this research method with other 
methods of data reduction strategies or feature selection is the 
recognition of neutral, negative, and positive emotions. 

 
Fig. 15. Confusion Matrix for Multi-layer Stacking. 

TABLE II. COMPARISON OF THE PROPOSED MODEL 

Study Classifiers Dataset Feature 
Selection Accuracy 

Proposed 
method 

Multi-Layer 
Stacking 

EEG 
brainwave 
Data 

997 features 
selected 
based on 
LR-CC 

98.75 

[26]  Deep neural 
network 

EEG 
brainwave 
dataset 

63 features 
with 
information 
gain 

94.89 

[17] Random 
Forest 

DEAP 
dataset 

Features 
Selected 
from the 
time and 
frequency 
domains 

62.85 

[25] KNN 
EEG 
Brainwave 
dataset 

PCA used 
for feature 
selection 

96.22 

[13] SVM DEAP 
Dataset 

Select 
features 
based on 
network 
entropy 
measures  

68.44 
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TABLE III. ACCURACIES OF EMOTIONS 

Emotions accuracy Emotional State (0,1,2) 

Happy 99.66 Positive-2 

Fear 68.00 Positive-2 

Surprise 77.00 positive-2 

Sad 98.00 Negative-0 

Angry 71.00 Negative-0 

Disgust 61.00 Negative-0 

Neutral 100 Neutral-1 

Table III represents the average accuracy of recognition of 
emotions in positive, negative, and neutral state using the 
multi-layer classification approach. Highest accuracy achieved 
in neutral state as compared to other emotional state. 

C. Time Complexity 
The amount of time needed for an algorithm to run as a 

function of the length of the input is known as temporal 
complexity. It calculates how long each statement of code in 
an algorithm takes to execute. Calculated time for each and 
every model and proposed multi-layer stacking model which 
shown in Table IV. 

TABLE IV. TIME COMPLEXITY OF EACH MODEL 

Model Time 

SVC 0.76 sec 

MLP 1.83 sec 

Nu-SVC 1.27 sec 

RF 0.27 sec 

Stacking 1 4.69 sec 

Stacking 2 6.70 sec 

Multi-Layer Stacking 19.09 sec 

VI. CONCLUSION 
In this study, a multi-layer stacking model for boosting the 

prediction accuracy of emotion recognition using several 
machine learning techniques to solve a multi-classification 
problem even with a small dataset. In the first step, Linear 
Regression-Correlation Coefficient (LR-CC) method is 
applied for selecting features based on their content which 
assists in improving forecast accuracy. An original dataset has 
2548 features after applying the data fusion technique final 
dataset of 997 features are selected. The data has been divided 
into two categories: training and Testing. The training data is 
used to train the multi-layer stacking, and the testing data is 
used to make the predictions. Multi-Layer stacking is 
implemented by two layers, in each layer two base learners or 
machine learning algorithms are considered like SVM, MLP, 
Nu-SVC, RF, and set meta learner as a Random Forest. 
Individual classifiers are also implemented to make 
comparisons. The 98.75% accuracy is obtained for Multi-
Layer Stacking. As compared to the single base learners, the 
results indicate that the multi-layer stacking model improves 
the predictive performance. However, proposed method took 
much time during the training process. In Future, planning to 

work on these issues to improve the computational cost and 
focus on multimodal data fusion strategy with higher 
classification performance. 

ACKNOWLEDGMENT 
This study received no financing help from public, private, 

or nonprofit organizations. Our Sincere acknowledgement 
goes to faculty members of Department of computer science 
engineering from Christ University. 

REFERENCES 
[1] Kanjo, L. Al-Husain, and A. Chamberlain, "Emotions in context: 

examining pervasive affective sensing systems, applications, and 
analyses," Personal and Ubiquitous Compu 2015, ting, vol. 19, no. 7, pp. 
1197-1212. 

[2] A. Raheel, M. Majid, M. Alnowami, and S. M. Anwar, "Physiological 
sensors based emotion recognition while experiencing tactile enhanced 
multimedia," Sensors, 2020, vol. 20, no. 14, p. 4037. 

[3] S. Paul, A. Banerjee, and D. Tibarewala, "Emotional eye movement 
analysis using electrooculography signal," International Journal of 
Biomedical Engineering and Technology, 2017, vol. 23, no. 1, pp. 59-
70. 

[4] W.-L. Zheng, W. Liu, Y. Lu, B.-L. Lu, and A. Cichocki, 
"Emotionmeter: A multimodal framework for recognizing human 
emotions," IEEE transactions on cybernetics,2018, vol. 49, no. 3, pp. 
1110-1122. 

[5] S. Farashi and R. Khosrowabadi, "EEG based emotion recognition using 
minimum spanning tree," Physical and Engineering Sciences in 
Medicine, 2020, vol. 43, no. 3, pp. 985-996. 

[6] J. Z. Lim, J. Mountstephens, and J. Teo, "Emotion Recognition Using 
Eye-Tracking: Taxonomy, Review and Current Challenges," Sensors, 
2020, vol. 20, no. 8, p. 2384. 

[7] H. Ullah, M. Uzair, A. Mahmood, M. Ullah, S. D. Khan, and F. A. 
Cheikh, "Internal emotion classification using EEG signal with the 
sparse discriminative ensemble," IEEE Access, 2019, vol. 7, pp. 40144-
40153. 

[8] J. Li, Z. Zhang, and H. He, "Hierarchical convolutional neural networks 
for EEG-based emotion recognition," Cognitive Computation, 2018, vol. 
10, no. 2, pp. 368-380. 

[9] X. Chai et al., "A fast, efficient domain adaptation technique for cross-
domain electroencephalography (EEG)-based emotion recognition," 
Sensors, 2017, vol. 17, no. 5, p. 1014. 

[10] J. Huang, Y.-F. Li, and. Xie, ‘‘An empirical analysis of data 
preprocessing for machine learning-based software cost estimation,’’ 
Inf. Softw. Technol., vol. 67, pp. 108–127, Nov. 2015, DOI: 
10.1016/j.infsof.2015.07.004. 

[11] Adrian Rodriguez Aguinaga, Miguel Angel Lopez Ramir,ez, EZnerd 
Maria del Rosario Baltazar Flores, “Cl, classification model of arousal 
and valence mental states by EEG signals analysis and Brodmann 
correlations” International Journal of Advanced Computer Science and 
Applications(IJACSA), 6(6), 2015. http://dx.doi.org/10.14569/IJACSA. 
2015.060633. 

[12] Gannouni, S., Aledaily, A., Belwafi, K. et al. Emotion detection using 
electroencephalography signals and a zero-time windowing-based epoch 
estimation and relevant electrode identification. Sci Rep 11, 7071 
(2021). https://doi.org/10.1038/s41598-021-86345-5. 

[13] L. Yao, M. Wang, Y. Lu, H. Li, and X. Zhang, “EEG-Based Emotion 
Recognition by Exploiting Fused Network Entropy Measures of 
Complex Networks across Subjects,” Entropy, vol. 23, no. 8, p. 984, Jul. 
2021, DOI: 10.3390/e23080984. 

[14] Qing, R. Qiao, X. Xu, and Y. Cheng, "Interpretable Emotion 
Recognition Using EEG Signals," in IEEE Access, vol. 7, pp. 94160-
94170, 2019, DOI: 10.1109/ACCESS.2019.2928691. 

[15] Isah Salim Ahmad, Shuai Zhang, Sani Saminu, Lingyue Wang, Abd El 
Kader Isselmou, Ziliang Cai, Imran Javaid, Souha Kamhi, Ummay 
Kulsum, "Deep Learning Based on CNN for Emotion Recognition 
Using EEG Signal," WSEAS Transactions on Signal Processing, vol. 17, 
pp. 28-40, 2021. 

441 | P a g e  
www.ijacsa.thesai.org 

https://doi.org/10.1038/s41598-021-86345-5


(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 6, 2022 

[16] Mr. Vijay, M. Khadse. “A Novel Approach of Ensemble Learning with 
Feature Reduction for Classification of Binary and Multiclass IoT Data.” 
(2021). 

[17] Kusumaningrum, T & Faqih, Akhmad & Kusumoputro, Benyamin. 
(2020). Emotion Recognition Based on DEAP Database using EEG 
Time-Frequency Features and Machine Learning Methods. Journal of 
Physics: Conference Series. 1501. 012020. 10.1088/1742-
6596/1501/1/012020. 

[18] N. Mahendran, P. M. Durai Raj Vincent, K. Srinivasan, V. Sharma, and 
D. K. Jayakody, "Realizing a Stacking Generalization Model to Improve 
the Prediction Accuracy of Major Depressive Disorder in Adults," 
in IEEE Access, vol. 8, pp. 49509-49522, 2020, DOI: 
10.1109/ACCESS.2020.2977887. 

[19] Czarnowski and P. Jędrzejowicz, "An approach to machine 
classification based on stacking generalization and instance 
selection," 2016 IEEE International Conference on Systems, Man, and 
Cybernetics (SMC), 2016, pp. 004836-004841, DOI: 
10.1109/SMC.2016.7844994. 

[20] S. Mabu, M. Obayashi, andT. Kuremoto, ‘‘Ensemble learning of rule-
based evolutionary algorithm using multi-layer perceptron for 
supporting decisions in stock trading problems,’’ Appl. Soft Comput., 
vol. 36, pp. 357–367, Nov. 2015, DOI: 10.1016/j.asoc.2015.07.020. 

[21] J. Huang, Y.-F. Li, and. Xie, ‘‘An empirical analysis of data 
preprocessing for machine learning-based software cost estimation,’’ 
Inf. Softw. Technol., vol. 67, pp. 108–127, Nov. 2015, DOI: 
10.1016/j.infsof.2015.07.004. 

[22] Y. Hou, J. Xu, Y. Huang, and. Ma, ‘‘A big data application to predict 
depression in the university based on the reading habits,’’ in Proc. 3rd 
Int. Conf. Syst. Information. (ICSAI), Nov. 2016, pp. 1085–1089, DOI: 
10.1109/ICSAI.2016.7811112. 

[23] Y. Zhou and. Qiu, ‘‘Random forest for label ranking,’’ Expert Syst. 
Appl., vol. 112, pp. 99–109, Dec. 2018. 

[24] J. Xiao, ‘‘SVM and KNN ensemble learning for traffic incident 
detection,’’ Phys. A Stat. Mech. Appl., vol. 517, pp. 29–35, Mar. 2019, 
DOI: 10.1016/j.physa.2018.10.060. 

[25] Saxena A., Tripathi K., Khanna A., Gupta D., Sundaram S. (2020) 
Emotion Detection Through EEG Signals Using FFT and Machine 
Learning Techniques. In: Khanna A., Gupta D., Bhattacharyya S., 
Snasel V., Platos J., Hassanien A. (eds) International Conference on 
Innovative Computing and Communications. Advances in Intelligent 
Systems and Computing, vol 1087. Springer, 
Singapore. https://doi.org/10.1007/978-981-15-1286-5_46. 

[26] J. J. Bird, D. R. Faria, L. J.Manso,., A. Ekárt, & C. D. Buckingham 
“Mental Emotional Sentiment Classification with an EEG-based Brain-
machine Interface.:2019. 

 

442 | P a g e  
www.ijacsa.thesai.org 

https://doi.org/10.1007/978-981-15-1286-5_46


(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 6, 2022 

The Implementation of a Solution for Low-Power 
Wide-Area Network using LoRaWAN 

Nicoleta Cristina GAITAN1, Floarea PITU2 
Faculty of Electrical Engineering and Computer Science, Stefan cel Mare University of Suceava1, 2 

Integrated Center for Research, Development and Innovation in Advanced Materials, Nanotechnologies 
and Distributed Systems for Fabrication and Control (MANSiD), Stefan cel Mare University, Suceava, Romania1 

 
 

Abstract—In recent years, there has been an increasing 
emphasis on low-power wide-area network also knowns as 
LPWAN (Low-Power Wide-Area Networks) technologies that 
allow efficient and fast data transfer, thus desiring a large-scale 
integration of various devices facilitating long-distance 
communications in various fields such as agriculture, logistics, or 
infrastructure. This category of technologies includes SigFox, 
LoRa, NB-IoT and others. One area where these low-power 
technologies can be used successfully is agriculture, in which 
monitoring the humidity and temperature are crucial. The social-
economic context of 2022 highlights as one of the main priorities 
the security of the food and the raw materials provided by the 
agriculture field, so the desire is to obtain a large, efficient, and 
traceable production. Starting from this context, in this paper an 
architecture based on LoRa (Long-Range) technology and the 
LoRaWAN protocol it is proposed. We will place special 
emphasis on monitoring the extremely important parameters in 
agriculture, namely temperature, humidity and pressure. 
Although there are multiple works of research in this direction or 
in similar directions in other fields of activity, we should mention 
that each of them focuses on certain strictly geographical area 
and most of the times the results are purely theoretical. The gain 
that comes with this paper consists first in the fact that there is a 
practical support implementable and secondly the solution 
described can be adapted to different geographical regions. 
Moreover, at the end of this paper, we will focus on the 
comparison and analysis at the architectural level of two 
LPWAN technologies, namely SigFox vs. LoRa implemented in 
the same context in order to find the best results. 

Keywords—LoRa; low-power; LoRaWAN protocol; SigFox; 
LPWAN 

I. INTRODUCTION 
In the current social and economic context, the field of 

agriculture is once again proving to be an area of great global 
importance. With the onset of the COVID 19 pandemic in 
2020, agriculture returned to the table of global discussions and 
thus brought up the issue of crop efficiency and how 
agriculture is divided globally into different production sectors. 
The main problem that deepened in this sector started with the 
COVID 19 pandemic and was related to the food supply chain 
and the level of agricultural productivity in each country [1]. 
Another problem facing the agricultural sector today is related 
to the military conflict between Ukraine and Russia. Both 
countries have a critical role to play globally in producing 
cereals and vegetable oils. Thus, with the sanctions imposed by 
the West on Russia and the fact that Ukraine can no longer 
export and produce the usual quantities of agricultural products 

[2], we can say that agriculture needs particular attention, and 
the need to research in this field is justified. Investments in 
research in this field usually have technologies such as the 
Internet of Things (IoT) as a starting point. 

When we refer to the IoT, we refer to the billions of devices 
interconnected by certain communication technologies that 
ensure the collection and exchange of data between them 
remotely without the need for a person's direct presence or 
intervention. IoT includes the family of low-power wide-area 
networks (LPWAN), which consists of several technologies 
such as LoRa, SigFox, NB-IoT (Narrow Band - Internet of 
Things), LTE-M (Long Term Evolutions for Machines), and so 
on [3]. These LPWAN technologies aim to reduce or even 
cushion the disadvantages of traditionally used 
communications networks, such as Zig-Bee, WiFi, Bluetooth, 
or even LTE. The applications of LPWAN technologies cover 
a wide range of fields. Still, the main ones are agriculture, 
logistics applications, infrastructure monitoring, personal and 
commercial applications, medical, etc. LoRa is a complex 
technology composed of two main components. The LoRa 
alliance [19] specifications present these components as two 
distinct levels: the physical LoRa level and the MAC protocol 
level, namely LoRaWAN [4]. 

A. LoRa Physical Layer 
LoRa is based on a radio modulation technique developed 

and patented by Semtech [5], which operates in the unlicensed 
spectrum of frequency bands. This technique is used especially 
when the power consumption is low and extended coverage is 
needed. The name refers to the long-distance data links 
covered by this technology. LoRa is one of the best choices 
when communication requires a very high range. LoRa covers 
up to 5 km in urban areas and 15 km or more in rural areas. 

A vital feature of this type of technology is that it does not 
require considerable power resources, so devices that are 
operated on batteries can be used. The energy needed to 
transmit a data packet is very low, and this is because the data 
packets are small and are not transmitted continuously but only 
a few times a day. Moreover, when the end devices are asleep, 
the power consumption is of the order of mW and thus allows 
the operation of the same battery even for several years. LoRa 
uses the proprietary of spread spectrum modulation technology 
derived from Chirp Spread Spectrum technology, providing a 
trade-off between sensitivity and data rate while operating in a 
125 kHz fixed bandwidth channel. In addition, LoRa uses 
orthogonal spread factors. This technique allows the network to 
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preserve the battery life of connected end devices by making 
adaptive optimizations based on each node's power level and 
data transmission at the individual level. The higher the 
spreading factor, the higher the processing gain and the 
reception sensitivity, but the data transmission rate will 
undoubtedly be lower [4][5]. 

B. LoRaWAN MAC Layer 
LoRaWAN is standardized by the LoRa Alliance and 

defines a MAC protocol and a system architecture for networks 
based on the physical LoRa layer. LoRaWAN provides an 
environment access mechanism that allows multiple end 
devices to communicate with a LoRa modulation gateway. 

LoRa communications networks operate under a star-like 
topology where communication between end-devices and a 
central network server is done through gateway nodes that 
transparently transmit messages. The final devices 
communicate data taken from sensors to gateways, and these 
gateways will connect to a server through a network 
connection other than LoRaWAN. Usually, this connection is 
made through the WiFi protocol. Communications are 
bidirectional under this protocol, and uplink messages have 
priority. The LoRaWAN protocol operates in the free 
frequency band, between 863MHz and 870 MHz in Europe and 
433 MHz in the United States [4]. 

In Fig. 1, it is presented the main stack layers of the LoRa 
architecture that are related to each other and how the ISM 
bands are used based on the geographical area. The 
Application layer does not directly relate to the MAC layer and 
the physical layer, so it is realized at a higher level based on the 
data saved on the server. 

This paper presents a study about LoRa architecture with 
practical implementation in agriculture. Section II reviews state 
of the art in this area, while Section III describes the 
architecture we proposed. In Section IV, we made a 
comparison about LoRa vs SigFox, and the conclusions are 
drawn in Section V. 

 
Fig. 1. The Main Stack Layers for LoRa Architecture. 

II. RELATED WORK 
Integrating IoT technology into agriculture is not new; it 

has been introduced and implemented repeatedly but not on a 
vast scale but usually at the prototype level. The geographical 
areas with the greatest need for these technologies typically do 
not have people specialized in this direction or financial 
support. Interest in IoT technologies in agriculture has 
continued an upward trend in recent years, evidenced by 
outstanding research. One such work is [6], where the authors 
implemented a system based on a WSN architecture. In this 
paper, the researchers focus on real-time monitoring of 
temperature, light intensity, and humidity parameters. Once 
collected, this data is transmitted further through the LoRa-
based gateway, and then visual processing and tracking are 
performed using a cloud tool. They concluded that the 
proposed architecture did not cover more than 600 meters 
following their research. 

In [7], Klaina et al. propose a multi-scenario-focused 
approach to large-scale monitoring using multiple LPWAN 
technologies. This paper focuses on a network of sensors and 
various communications links. These sensors are mounted on 
both tractors and farmers. They came up with this proposal to 
evaluate and improve the equipment's performance and to 
monitor and manage them as efficiently as possible. At the 
level of this paper, different data links were tested to take into 
account the impact of soil, spatial distribution and 
infrastructure elements present. Their study showed that 
LPWAN networks provide better performance in the range 
covered. Still, better communication links were observed than 
in the traditional ZigBee network. 

The study by Miles et al. [8] presents an evaluation of the 
performance of a LoRaWAN network using an NS-3 
simulator. The authors propose and validate in this paper a 
mathematical model that focuses on estimating as accurately as 
possible the successful delivery of data packets on the network 
presented in a pilot farm starting from the transmission 
intervals and the number of nodes that make up the network. 
The conclusion they reached after conducting this study, 
consisting of a single network gateway and up to 1000 nodes, 
is that the proposed LoRaWAN architecture is suitable for 
various implementations in agriculture. 

The performance and implementation of LoRa technology 
are not limited to agriculture, so there are many areas in which 
this technology has been successfully addressed. An example 
of such an implementation is made in [9], which proposes a 
street lighting monitoring system in a smart-city approach. 
Remote management and control of LED lights are done 
through LoRa technology. In another research paper [10], the 
authors propose a system for remote monitoring of forest fires 
in areas that are difficult to access through LoRa technology. 
The authors of this paper emphasize the importance of the 
distance covered by the system but also the reliability of the 
implementation. 

Another proposal in which LoRa technology occupies a 
prominent place is the authors of Maftei et al. [11], in which a 
health application is implemented. In this paper, the authors 
designed a device to monitor the main health parameters such 
as heart rate, body temperature, blood oxygen saturation, and 
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the battery level that powers this system. This information is 
transmitted to a gateway via the LoRaWAN protocol, and then 
this information is processed and stored in a blockchain 
network. The achieved conclusion of this study shows that the 
LoRa protocol can be integrated well into the remote 
healthcare system but also in applications based on blockchain 
technologies. 

In this section we have noticed that the LoRa technology 
and LoRaWAN protocol have multiples areas of application 
but although each study adds to the whole research ecosystem 
it should be noted that there are gaps. Some of these would be 
the fact of the distance covered; can this technology cover the 
expected distance in the agricultural sector as well? Or the 
values remain valid only for other types of applications in 
different fields, so this paper addresses and disseminates this 
fact. Another question that arises as a result of the research is 
how accurate is the data? Thus, even if the data obtained in the 
mentioned studies fall within reliable data, in the agricultural 
sector there is a danger that depending on the device used, the 
data will not correspond to reality, so in this study, we want to 
combat this phenomenon. 

III.  SYSTEM DESCRIPTION 
To demonstrate the reliability of the LoRaWAN 

communications protocol in terms of implementation in 
agriculture, we propose a system architecture consisting of 
three main blocks: the final device or end node, the gateway, 
and the application server. The functionality of each 
component that composes our system will be described below. 

A. The End Node 
In our paper the development board from 

STMicroelectronics, namely the NUCLEO-L973RZ board [12] 
represents the end node. This board is especially notable for its 
low-power MCU. This tool can also be used with other 
development boards such as Arduino or other similar devices. 
In our case, we used this board together with the expansion 
board I-NUCLEO-LRWAN1 [13]. This board contains the 
LoRaWAN USI WM-SG-SM-42 module and the ST HTS221 
temperature and humidity sensor but also the ST LPS22HB 
pressure sensor as well as the sensor that incorporates both an 
accelerometer and an ST LSM303AGR gyroscope; however, in 
this paper, we focused only on the use of the temperature and 
humidity sensor as well as the pressure one. 

In Fig. 2, we can see the end node device, which is in use in 
this application. 

LPS22HB [14] is an ultra-compact piezo resistive sensor 
that works like a digital barometer. This device consists of a 
sensitive element that detects absolute pressure consisting of a 
suspended membrane. By certain specific STMicroelectronics 
methods, which are not open-sourced, it measures the desired 
values and then communicates them further to the main 
application via either I2C (Inter-Integrated Circuit) or SPI 
(Serial Peripheral Interface) interface. LPS22HB operates at -
40 ° C to + 85 ° C and can measure pressure values between 
260 hPa to 1260 hPa. 

ST HTS221 [15] is an ultra-compact sensor for measuring 
relative temperature and humidity, and it consists of a sensitive 

element such as a polymeric dielectric planar capacitor. The 
temperature detection range is between -40 ° C and +120 ° C, 
and a mixed-signal ASIC (application-specific integrated 
circuit) is used to transmit the measured information further to 
the main application via digital serial interfaces. 

B. The Gateway 
The gateway includes two boards supplied by the same 

manufacturer, namely STMicroelectronics. The first board is 
the NUCLEO-F746ZG development board [16], which is the 
support on which the LoRa protocol-specific gateway 
expansion board will be attached, developed by Semtech. 

C. The Server 
The server used in this implementation and to which data is 

transmitted through the gateway is from The Things Network 
(TTN) [17]. This IoT server is designed especially for the 
LoRaWAN protocol, being a free tool that promises maximum 
security, is used globally in over 151 countries and whose 
members exceed the number of 168 thousand. 

D. System Functionality 
For the application to become functional, each of the three 

main components has to be configured, so the software utilities 
offered by STMicroelectronics were used for the development 
boards, namely, STM32CubeProgrammer and 
STM32CubeIDE. 

For the gateway configuration, the devices used must be set 
in gateway mode, a setting done by programming the firmware. 
This operation is done as seen in Fig. 3. 

 Once the gateway firmware is programmed, it has to be 
configured in such a way that the parameters related to the 
frequency in which the device will work match the 
geographical area we are located. At this level, particular 
attention should be paid to the MAC address parameter of the 
device. The address is required later in establishing the 
connectivity with the server. 

Fig. 4 presents the main parameters of the gateway as seen 
from a connection to the TeraTerm terminal. In this terminal, 
we have the opportunity to modify the main specifications, 
such as the MAC address or the frequency band. 

 
Fig. 2. The End Node Device used in this Application. 
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Fig. 3. The Firmware Programming in STM32 Cube Programmer. 

 
Fig. 4. The Gateway Configuration Terminal in TeraTerm. 
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Fig. 5. The Gateways Registered on TTN Server. 

In order to be able to connect the application to the server, 
firstly, it is necessary to create an account on the server site and 
then add a device either as an end node or as a gateway. After 
completing these steps and verifying the connection 
functionality, the values received from the end node located in 
the remote area can be viewed and processed from the final 
application in TTN. 

In Fig. 5, it can be seen the main interface of the gateways 
registered on the server. Here we can add another gateway or 
end device, and we can see the status at the time being. The 
gateways are displayed based on the MAC addresses enrolled 
initially. 

IV. LORA VS SIGFOX 
Both the LoRaWAN protocol and SigFox are part of the 

same category of IoT technologies, namely LPWAN 
technologies, but the principle of operation differs. Our paper 
started from the premise of using such a system in agriculture. 
In this paper and in the previous one [18], both devices were 
integrated into the environment, but the particular emphasis 
was placed on how the data was transmitted and processed. 

Thus, after making and completing all the necessary 
connections, we could see a significant advantage that the 
LoRaWAN protocol has compared to SigFox, namely, the 
coverage. 

If in the previous paper, due to our geographical position, 
namely the northeastern region of Romania, we could not 
connect the system to a gateway and then to the actual SigFox 
server, this time using LoRa, we were able to configure our 
gateway. We also connected to a server that would allow the 
recording and processing of transmitted data. In addition to 
connecting to an already created server, the advantage of LoRa 
is that with the necessary hardware components, we can create 
our own server and integrate it into an application. 

In this study, the emphasis was on creating a complete 
system for the agricultural sector for implicit monitoring of the 
main factors influencing the evolution of various crops, starting 
with the network node or end device and creating the final 
application as a result of data obtained from the server. This 

system was created to see how the LoRa infrastructure, which 
consists of the LoRa modulation technique and the LoRaWAN 
communication protocol [19][20], relates to the environment in 
which it is used and the additional benefits that this technology 
brings. 

V. CONCLUSION 
In the introduction of this paper, we started from the 

premise of comparing it with another work conducted in a 
different paper in the same field of agriculture but which is 
based on a different communication protocol, namely the 
LoRaWAN protocol compared to the SigFox protocol. The 
conclusion we have reached is that LoRa technology has a 
clear advantage ensuring a better connection. Once a gateway 
is configured, the data transmission does not depend strictly on 
the manufacturer's servers, as in the case of the SigFox 
protocol. Still, it can use open-source servers or even you can 
set up your own servers. 

Another aspect that should be mentioned is that using the 
development boards mentioned in this paper, 
STMicroelectronics offers considerable support when it comes 
to configuring, programming and viewing the code used in 
different instances of the application. 

Finally, we can conclude that as a LPWAN technology, 
LoRa, is a reliable solution in the field of agriculture and offers 
advantages from superior to traditional technologies. Also, an 
important thing to note is that this protocol allows users from 
everywhere to contribute to the development of its 
effectiveness. 
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Abstract—Most existing identification and tackling of chaos in 
swarm drone missions focus on single drone scenarios. There is a 
need to assess the status of a system with multiple drones, hence, 
this research presents an on-the-fly chaotic behavior detection 
model for large numbers of flying drones using machine learning 
techniques. A succession of three Artificial Intelligence 
knowledge discovery procedures, Logistic Regression (LR), 
Convolutional Neural Network (CNN), Gaussian Mixture Models 
(GMMs) and Expectation–Maximization (EM) were employed to 
reduce the dimension of the actual data of the swarm of drone’s 
flight and classify it as non-chaotic and chaotic. A one-
dimensional, multi-layer perceptive, deep neural network-based 
classification system was also used to collect the related 
characteristics and distinguish between chaotic and non-chaotic 
conditions. The Rössler system was then employed to deal with 
such chaotic conditions. Validation of the proposed chaotic 
detection and mitigation technique was performed using real-
world flight test data, demonstrating its viability for real-time 
implementation. The results demonstrated that swarm mobility 
horizon-based monitoring is a viable solution for real-time 
monitoring of a system's chaos with a significantly reduced 
commotion effect. The proposed technique has been tested to 
improve the performance of fully autonomous drone swarm 
flights. 

Keywords—Chaos detection; swarm of drones; machine 
learning; autoencoder; Rössler system 

I. INTRODUCTION 
A swarm of drones is a group of two or more drones that 

exchange data and work as a single cooperative unit to 
accomplish a specific mission objective. Drone coordination 
has been extensively researched in the fields of surveillance 
systems, precision agriculture, transportation, disaster 
management, and entertainment [1] [2]. 

A swarm of small aircraft allows for a larger mission area, 
more flexible mission capabilities, greater resilience against 
single-point failure, and lower costs. Swarm drone research has 
covered a wide range of topics, including collision avoidance 
[3], [4], [5], [6], mission-level planning and control to enable 
high-level autonomy [7], [8], the human operator's 
communication with a swarm of drones [9], [10], ad hoc 
backbone network customized for a swarm operation, and the 
construction of small-scale airborne vehicles [11], [12]. 
Previously, technology-oriented research focused on how to 

improve performance and capacity [13], [14], [15], but more 
recent research has focused on making such swarm systems 
more safe, secure, and reliable to operate [7], [16], [17]. 
Studies in the development of new coordination algorithms that 
combine biological processes are based on self-regulation [18], 
[19], and environmental adaptability to allow a swarm of 
drones to work with greater sophistication, reliability, 
scalability, and flexibility [20]. 

A number of practical issues that might disrupt the 
successful completion of the swarm mission could arise during 
the operation of a swarm of drones. For example, the energy 
consumption limitation of drones, which limits drones in their 
ability to handle long-term flight, may cause one or more 
drones in the swarm to experience failure, necessitating the 
development of an intelligent, efficient power failure 
mechanism. Alternatives for aerial path loss should also be 
considered while maintaining drone security and safety. When 
considering a multi-drone environment, where a small or large 
group should operate together or act in the same aerial 
environment, various flight problems and obstacles, in addition 
to the aforementioned chaotic difficulties, may arise, such as 
weather conditions and signal loss. These chaotic issues, 
however, impose a number of constraints on the use of swarms 
of drones and must be addressed in real-time. 

The ability to monitor or manage the disorder or instability 
of the drones in a swarm, and take predictive and critical steps 
as needed for the safe and dependable operation of swarm 
drones, is referred to as chaos handling. Many factors can have 
an impact on the system's health, such as issues with the drone 
system's actuators and sensors, communication connection 
flaws, and possibly hostile cyberattacks. Determining such 
causes requires a thorough understanding of the system, 
mission, and surroundings. Therefore, detecting chaos in 
swarm system behavior is the first step toward managing the 
system's health. This is crucial even when the source or type of 
chaos is unknown. 

Despite extensive research into traditional model-based 
approaches for fault handling, identification, and isolation, 
particularly in aircraft safety systems, there are no known 
existing solutions for dealing with chaos among drones [21] 
[22]. Failure Detection, Identification, and Recovery (FDIR) 
has recently been extended to swarms of drone systems in 
terms of operations [23], and resistance against cyberattacks 
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[23], [24], [25], but there is still a need to address chaos among 
the swarm of drones, regardless of whether the causes of such 
chaos are known or unknown. In [26], evaluation of drones that 
use onboard sensor data for Failure Detection, Identification, 
and Recovery (FDIR) using a cooperative virtual sensor system 
for the design and experimental verification of techniques and 
procedures for handling chaos in swarm drone systems was 
done. Furthermore, compared to large aircraft, drone swarms 
are a new market entry; thus, failure mechanisms and chaos are 
not widely implemented or in use. Therefore, statistical 
methods which do not rely solely on the physical-based model 
of the drones may be a more viable option for detecting and 
mitigating chaos in the current swarm of drone systems. Thus, 
in this study, an attempt was made to develop a machine 
learning-based model for chaos detection in a swarm of drones; 
and a mitigation technique to deal with such chaotic conditions 
is also proposed. 

The remaining sections of the paper are organized as 
follows: Section II discusses related works, while Section III 
describes the machine learning methods used in detecting and 
mitigating chaos in real-time swarm dataset. Section IV 
describes the chaos detection modeling process, while Section 
V presents the results of the model evaluations to demonstrate 
the effectiveness of the chaos detection and mitigation 
strategies for swarms of drones. Finally, the conclusion was 
presented in Section VI. 

II. RELATED WORK 
 Several significant studies have been conducted in order to 

apply data-driven machine-learning algorithms for detecting 
faults and anomalies in aerial vehicles. Some researchers 
combined chaotic dynamics with powerful swarm-based 
algorithms used in mobility models such as Ant Colony 
Optimization (ACO), Artificial Bee Colony (ABC), and 
Particle Swarm Optimization (PSO) [27], [28], [29]. The 
Lorenz and Rössler attractors are time-discretized, and the 
three-dimensional chaotic maps are addressed via a three-
dimensional solvable chaos graph built from general chaos 
solutions. 

A three-dimensional path planning for Unmanned Aerial 
Vehicles (UAVs) based on chaos particle swarm optimization, 
which addresses the shortcomings of particle swarm 
optimization (PSO) was proposed in [30]. However, the 
solution quickly falls into a local optimum and gradually 
converges with poor precision in a motion phase. The concept 
of the Chaos Optimization (CO) algorithm was incorporated 
into the PSO algorithm through in-depth analysis based on the 
conventional update operations on the velocity and location of 
the mobile nodes in the swarm. As a result, track preparation 
searches are eliminated and rapidity followed by convergence 
precision is enhanced. 

In [31], a basic two-dimensional solvable chaos map was 
used to mathematically analyze chaotic modeling and 
simulation on a dynamic coordinate. Also in [32], a chaotic-
based approach was used to maintain coordinated flight 
formation of swarm unmanned aerial vehicles at a low input 
cost. A study in [33] focuses on a discrete dynamic map 
(logistic map) to generate a chaotic sequence of bits [33]. The 
bits are then translated into locations that allow the robots to 

construct a deterministic route plan. Meanwhile the R-UAVs 
are fractional three-dimensional when using the Qi system 
[34]. As a result, a three-dimensional chaotic dynamic solution 
should be used to model the mobility model of swarm UAVs. 

The 3D chaotic-based-approach is used in ASIMUT to 
implement dynamic system mobility models for UAVs in an 
unpredictable regime. This mobility model is supplemented by 
a hybrid mobility model called Chaotic Ant Colony 
Optimization for Coverage (CACOC), which combines the 
ACO with the system's three ordinary differential equations. 
The mobility model is data-centric in a multi-level swarm 
perception networked on the multi-layer FANET architecture 
[35], [36]. Also, a collision avoidance technique was 
incorporated into a predictive mobility model, based on the 
assumption that all UAVs were flown at different altitudes to 
avoid collisions [37]. However, this may not be realistic in 
some UAV swarm applications. 

For real-time detection and monitoring of aviation system 
abnormalities, a Multivariant Gaussian Mixture Model 
(MGMM) was proposed [38]. Also proposed was a Recurring 
Neural Network (RNN) method for events and trends which 
can reduce the security margins of a system using a dataset 
from a Flight Data Recorder (FDR) [39]. 

A K-nearest neighbor (KNN) methodology was introduced 
in [40] to identify the reasons and factors for drone failures and 
potential deteriorations in drone performance on the ground in 
order to assess the causes of failure and potential deterioration 
in drone performance during flight. An actual flight dataset 
was used in [41] to validate the developed Anomaly Detection 
(AD) model, which shows if there is any abnormality in the 
swarm drone flight. For the generation model, the AD model 
created a training model using a Deep Neural Network. 

Most of the work done has focused only on the health 
management of a single drone; no methodological approach for 
the reliable detection of chaos in swarm flights has been 
proposed, with the goal of overcoming the aforementioned 
swarm drone behavior constraint. For example, an end to end 
fault analysis framework for a single micro aerial vehicle that 
only considers anomalies with obstacle detections [54]. Some 
studies used artificial neural network for sensor-based fault 
detection [55]. As a result, this current study proposes a 
machine learning-based, data-driven methodology for detecting 
chaotic anomalies in swarm flights. The proposed method 
aimed to address both the lack of marked recorded information 
in swarm flights and the disparity between non-chaotic and 
pathological data. This study investigates the use of moving 
average-based monitoring with a limited time frame to reduce 
noise in continuous monitoring while also allowing for 
responsive chaos detection. 

In general, supervised learning approaches outperform 
unsupervised learning methods in classification problems. 
However, in the case of chaos detection, a relatively new type 
of self-supervised knowledge extraction that outperforms the 
fully supervised technique has been reported. As a result, this 
method can be used to detect chaos in in-flight data. A highly 
sophisticated self-supervised framework that outperforms all 
other unsupervised methods, and demonstrated that the 
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completely controlled approach ranks better and outperforms 
the other methods was developed in [42]. 

This paper backs up this claim by demonstrating that 
supervised learning is still a viable core framework when a 
significant amount of labeled data is available, and an adequate 
labeling process can be produced. This study makes three 
significant contributions: It (a) proposes a systematic process 
for data-driven chaos identification in swarm flights, (b) 
generates a real-time solution to such chaos, and (c) validates 
the method using real flight test data. 

III. METHODOLOGY 
The following methods were used in this study to detect 

chaos in a swarm of drone flights: First, a set of unsupervised 
learning methods were employed: An Autoencoder (AE) was 
used to reconstruct and reduce the time series dimensionality of 
flight data, and then an Expectation–Maximization (EM) 
clustering by Gaussian Mixture Model (GMM) separated the 
flight data time series dimension into four categories: true 
chaos, unsure chaos, doubtful normal, and truly normal. Then, 
a Deep Neural Network was trained to extract features and 
detect chaos, which is a 1D-CNN concatenation of a single, 
multi-layer logistic regression perceptron neural network [43]. 

To properly identify chaos and handle it, three decisions 
must be made: (a) detecting chaos symptoms in the swarm, (b) 
identifying which drone is in chaos, and (c) providing a 
solution to such drones in a state of chaos. The chaotic 
detection technique makes these decisions by observing the 
kinematic characteristics of the drones, such as a drone's 
location and velocity. This chaos detection scheme is located at 
the ground station or controller, which monitors the health and 
the flying status of all swarm vehicles; thus, it transfers drone 
data to the ground station, where it is processed by the chaos 
detection scheme to show flight normality. 

In this study, the swarm system employed a real-time 
Kinematic Velocity (KV) GPS-based precision navigation 
method as described by [44]. The dataset used as learning data 
for recognizing chaotic behavior during swarm mission 
execution was sourced from a series of swarm drone flight tests 
conducted by the Korean Aerospace Research Institute, in 
which up to 30 quadcopter drones were deployed [41]. 

A total of 50 tests were conducted, with individual and 
multiple groups of test drones. The output data from each 
drone trajectory consists of 248 parameters presented as time 
series, some of which include numerous observations of 
various parameters. As critical characteristics in detecting 
chaos in motion, three sites were chosen: the drone location 
and set point values, three-vehicle speed components, and 
vehicle status. The KV-GPS data, in which the accuracy was 
validated in [44] was used to calculate the location coordinates 
(xt, yt, zt) and velocity components in three dimensions for the 
drones. The following three parameters in Equation 1 are also 
considered chaotic, as they can be associated with errors 
between intended and actual behavior during drone movement 
coming from mission control. 

𝑥 = 𝑥𝑡 − 𝑥𝑠 

𝑦 = 𝑦𝑡 − 𝑦𝑠 

𝑧 = 𝑧𝑡 − 𝑧𝑠              (1) 

Also, inertial navigation system readings labeled GA from 
accelerometers and gyro sensors may also cause mechanical 
faults in drone systems because they can cause unexpected 
acceleration and angular rate behavior. Thus, the drone status 
indicator is used to verify the data consistency and calibration. 
Since this research aimed to develop a chaos detection and 
mitigation method that is independent of drone type and 
features, datasets are not tagged with drone identifiers as a 
result. Fig. 1 depicts an illustrative view of the swarm system 
configurations. 

It should be noted that these topological indicators are not 
always the whole set of characteristics required to identify all 
potential chaos in swarm flights. These are, nevertheless, 
crucial indicators for sensing chaos produced by specific kinds 
of errors and failures. As a result, this research detects and 
identifies chaotic behavior using topological indicators and 
produces a solution to such a problem using a chaotic attractor. 
Also, the flight trajectory dataset is only partially labeled. 
Some of the incorrect events discovered during the flight test 
are classified as chaos. Table I lists the features of the 
indicators utilized in this paper. 

 
Fig. 1. Configuration of the Swarm of Drone System. 

TABLE I. PARAMETERS EXTRACTED FOR DRONE SWARM FLIGHT 
ANALYSIS 

Drone Parts Parameter Description Attribute 

Drone state Hovering Navigating Discrete 

Trajectory Position (xt, yt , zt) Continuous 

GA 

Gyro (Rate and integrals of drone body 
frame) 
Accelerometer (Axis (x,y,z) values and 
integrals of accelerometer) 

Continuous 

KV-GPS Inertial Velocity Vectors and Positions Continuous 
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A. Machine Learning Algorithms 
This section discusses four machine learning methods that 

were used in this study to develop a data-driven chaos 
detection strategy. The first two are unsupervised learning 
algorithms that work with unlabeled data, whereas the last two 
are supervised classification algorithms that work with labeled 
data. The details are as follows: 

1) Autoencoder and Chaos Detection (AECD): 
Autoencoder-based chaos detection (AECD) is a semi-
supervised learning-based chaos identification technique. As 
part of this study, an autoencoder was used to compress the 
raw flight input data. Autoencoders (AE) are neural networks 
that are statistically based on a given probability distribution 
[45]. The autoencoder consists of two sub-models: encoder 
and decoder. The encoder compresses the input, while the 
decoder attempts to reconstruct the input from the encoder's 
compressed form. After training, the encoder model is saved, 
whereas the decoder is destroyed. For machine learning 
training, the encoder is then used as a data preparation tool, to 
extract features from raw data. 

A single-layered neural network has an encoder and a 
decoder, as shown in Equations (2) and (3). This is the 
nonlinear transformation function of the autoencoder. Equation 
2 depicts how an affine mapping uses nonlinearity to convert 
an input vector d to a hidden vector h. In Equation 3, the 
decoder uses the same transformation as the encoder to rebuild 
the cached representation h back to the initial input space. As 
shown in Equation 4, the reconstruction error is defined as the 
difference between the original input vector d and the 
reconstruction z. The reconstruction error is minimized via the 
autoencoder. 

ℎ = 𝜎(𝑊𝑑ℎ𝑑 + 𝑏𝑑ℎ)              (2) 

𝑧 = 𝜎(𝑊ℎ𝑑𝑑 + 𝑏ℎ𝑑)              (3) 

𝑅𝑒𝑐𝑜𝑛𝑠𝑡𝑟𝑢𝑐𝑡𝑖𝑜𝑛 𝑒𝑟𝑟𝑜𝑟 =∕ 𝑑 − 𝑧 ∕            (4) 

where, w and b are the weights and biases of the neural 
network. 

By adding noise to the original input vector d, the 
autoencoders use a noisy input vector d' as the input vector. In 
other words, a noisy input d' was fed into the autoencoder in 
order to recreate the original input d. In this way, the 
autoencoder is protected from white noise in the data and 
collects only significant patterns in swarm flight data [46]. The 
reconstruction error is then calculated by measuring the 
difference between the final output and the noisy input 
reconstruction. The reconstruction error is then used to 
determine the chaos score. 

Data points with a high degree of reconstruction are 
described as chaos. To train the autoencoder, only data with 
normal occurrences is utilized. The autoencoder will 
successfully reconstruct normal data after training but will fail 
to reconstruct chaotic data that the autoencoder has never seen. 
Algorithm 1 depicts the chaos detection technique based on 
autoencoder reconstruction errors. 

Algorithm 1 Autoencoder and Chaos Detection Algorithm 

INPUT: Normal dataset D d(1),…, d(n), Chaos dataset d'(i)  
 i=1 ,…, n, threshold α  
OUTPUT: reconstruction error ||d – d'|| 
θ,φ ← Initialize parameter  
repeat 
 E =∑ ||𝑛

𝑖=1  d(i)- gθ(ƒφ(d(i))) || Calculate the total amount of reconstruction 
error, where gθ  and ƒφ are the autoencoder's multilayered neural networks. 
 θ,φ ← update parameters using Stochastic Gradient Descent 
until parameters θ,φ convergence 
 then  

θ,φ ←Using the normal dataset D, train the autoencoder 
for all values i=1 to n do 

 reconstruction error(i) = || d(i)- gθ(ƒφ(d(i)))|| 
 if α < the reconstruction error(i) then 

 d(i) is in chaos 
  else 

 d(i) is not in chaos 
 end if 

end for 

2) Clustering using Gaussian Mixture Models (GMMs) 
and Expectation–Maximization (EM): The flight data points 
were assumed to be distributed randomly in a Gaussian 
manner. Gaussian Mixture Models (GMMs) were used to 
simulate the data. Each flight data cluster's Gaussian 
parameters were determined using two parameters derived 
from an optimization technique called Expectation-
Maximization (EM): the mean and standard deviation. 
Therefore, drone clusters can have any elliptical shape since 
the standard deviations in the x and y axes are obtained. As a 
result, each Gaussian distribution has exactly one cluster. The 
hidden variables were used to find the Maximum Likelihood 
Estimators (MLEs). Since the AECD model contains latent 
variables, maximum likelihood estimates of the model were 
sought using the EM method. As a result, the log-likelihood is 
as shown in Equation 5. 

log�𝑃 (𝐷|𝜃)� = log (∑ 𝑃((𝐷,𝑍|𝜃))𝑧            (5) 

Where, D represent the total number of observable 
variables 

Z represent the total number of latent variables, 
marginalized from the joint distribution. 

Assuming datasets D and Z, were selected at the same time, 
the entire dataset is referred to as {D, Z} and the incomplete 
dataset is referred to as D. From the original dataset, Z, is 
unknown, but the posterior P(Z|D,Θ) contains the information 
about Z. Therefore, the log-likelihood expectation was 
analyzed by using the M-step process to evaluate the posterior 
probabilities. The expectation of the entire data log-likelihood 
was maximized to get a new estimated parameter via the E-step 
process. The current value of the parameters θ0 was used in the 
E-step to obtain the posterior distribution of the latent 
variables, which is provided by P (Z |D, θ0). This expectation, 
represented by Q (θ, θ0) is shown in Equation 6. The new 
parameter θ´ is then determined in the M-step by maximizing 
Q as shown in Equation 7. 
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𝑄(𝜃,𝜃0) = 𝐸�𝑍�𝐷,𝜃0�[log�(𝐷,𝑍|𝜃)�] =
𝑃∑ 𝑃 (𝑍 |𝐷,𝜃0)log(𝑃 (𝐷,𝑍 |𝜃 ))𝑍 40 T  
          (6) 

𝜃′ = 𝑎𝑟𝑔𝑚𝑎𝑥𝜃𝑄(𝜃,𝜃0)             (7) 

where 

𝜃 = 𝜇1,⋯ , 𝜇𝑘,𝜎1,⋯𝜎𝑘 ,𝜋1,⋯ ,𝜋𝑘  are the unknown 
parameters used in deriving the MLE Gaussian Mixture Model. 
The relevant quantities for GMM are then derived to form the 
complete likelihood as shown in Equations 8 and 9. 

log (𝑃(𝐷,𝑍|𝜇,𝜎,𝜋)) = ∑ ∑𝑚
𝑘=1

𝑛
𝑖=1 )𝐼(𝑍𝑖 =

𝑘)( log(𝜋𝑘) + log (𝑁(𝐷𝑖|μ𝑘 ,σ𝑘))            (8) 

𝐸(𝑍|𝐷) log�𝑃(𝐷,𝑍|𝜇,𝜎,𝜋)) = ∑ ∑ 𝑌𝑍(𝑘𝑚
𝑘=1

𝑛
𝑖=1 ) (𝑙𝑜𝑔 𝜋𝑘 +

𝑙𝑜𝑔(𝑁(𝐷𝑖|𝜇𝑘 ,𝜎𝑘))� 40T               (9) 

The posterior probabilities γZi(k) was evaluated from the 
current values of μ𝑘 and σ𝑘 38T. Since EZ | D[I(Zi=k)] = P(Zi=k|D), 
marginal probability distribution can thus be replaced with the 
posterior probability γZi(k). 

Hence, Expectation-Maximization is derived as follows: 
first, initial values were chosen for the parameters μ σ, and π, 
these parameters were employed in the E-step to evaluate the 
posterior probability γZi(k). With fixed γZi(k), the expected 
complete log-likelihood is maximized as shown in Equation 9 
with respect to μk, σk, and πk. 

3) Convolutional Neural Network (CNN): Convolutional 
Neural Network concept was used to extract features from 
drones' trajectories. It was noted that CNN has made great 
strides in handling two-dimensional image data and thus for 
one-dimensional time series data, locality/dispersion may also 
be used [43]. The CNN network structure employed in this 
study for cataloguing and classification comprises a stack of 
one-dimensional convolutional and max-pooling layers, 
including an additional global-pooling or flattening layer 
connected to the max-pooling layers. A Multi-layer Perceptron 
(MLP) is linked to the output layer of the one-dimensional 
CNN and then stochastic gradient descent is used to maximize 
the weights of both the MLP and CNN simultaneously [47]. A 
nonlinear activation function is used to transform a perception 
y into a linear combination that uses its weighted inputs to 
generate a single output which is dependent on many real-
valued inputs (from the GMM and EM outputs). The 
perceptron is expressed in Equation 10. 

𝒚 = 𝜑(∑ 𝜔𝑖𝐷𝑖 + 𝑏𝑛
𝑖=1 )=𝜑(𝑤𝑇𝑥 + 𝑏)          (10) 

4) Logistic Regression (LR): Logistic Regression (LR) 
was used for two-class classification in this study. LR is one 
of the easiest and most widely used methods of machine 
learning that can be used for two-class classification. It is a 
statistical method for predicting binary classes with 
intrinsically dichotomous values or target variables like one 
and zero. Equation 11 can be used to express the logistic 
regression hypothesis. 

𝑦 = (1|1 + exp (−(𝛽0 + 𝛽1𝐷1 + 𝛽2𝐷2+,⋯ ,𝛽𝑚𝐷𝑚)        (11) 

 where, Dm denotes the explanatory features of the flight 
data and; βm denotes the related coefficients that will be 
optimized via a learning process. 

Because y has a value between 0 and 1, the result can be 
interpreted as the likelihood of fitting to class 1. As shown in 
Equation 12, the most common loss function for optimizing 
coefficients is maximization of output probability. 

𝑙𝑜𝑠𝑠(𝑧, 𝑦) = −∑ (𝑧𝑖 𝑙𝑜𝑔 𝑦𝑖  +  (1 −  𝑧𝑖)𝑙𝑜𝑔(1 −  𝑦𝑖))𝑛
𝑖=1      (12) 

where, n represents the amount of data points and; 

 z represents the desired outcome. 

Equation 12 illustrates how the loss function can also be 
viewed as the cross-entropy between z and y. Instead of using a 
neural network, this sigmoidal activation function is commonly 
used for categorization. In this scenario, the network is trained 
to minimize the cross-entropy loss. 

B. Rössler System (RS) 
The Rössler System (RS) was used to handle any drone's 

trajectory in the swarm that remains in a state of chaos. As 
shown in Equation 13, the numerical solution for a drone's 
three-dimensional trajectories is given as a fractional order of 
the Rössler System [34]. The data for the a drone’s three 
coordinates in the (x,y,z) axis is given by a time step t. 

⎩
⎪
⎨

⎪
⎧

𝐷𝑡𝑥 = 𝑦 − 𝑧 
  

𝐷𝑡𝑦 = 𝑥 + 𝑎𝑦
 

𝐷𝑡𝑧 = 𝑏 + 𝑧(𝑥 − 𝑐)
  

           (13) 

The RS is composed of three Ordinary Differential 
Equations (ODEs) with only one non-linear term, with constant 
values a = 0.2, b = 0.2, and c = 9.0; thus, each ODE can 
represent a dimension of a drone's flight trajectory [36], [48]. 
The synchronization of the RS with machine learning 
algorithm for trajectories in chaos was achieved after 
eliminating the leading drone's trajectory flight data 
observations. In order to remove the transient states, a 
numerical solution was constructed for this system using the 
fourth-order Runge-Kutta approach and record time points with 
each time step being t = 0.1. 

IV. CHAOS DETECTION AND MITIGATION MODEL 
DESCRIPTION 

The details of the model description are as follows: 

A. Model Architecture 
Fig. 2 depicts the general architecture of the model for 

detecting and mitigating chaos in a swarm of drones. The flight 
test data used for this study were collected in advance but when 
swarm flight data is provided in real time, it is not 
automatically labeled. This is normal in chaos detection 
instances since the data can only be plainly labeled in the 
presence of a functioning chaos detector or if human 
investigators have thoroughly examined the data. As a result, 
the data was initially grouped and labeled into various relevant 
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groups using a clustering method. Four criteria are addressed in 
this study's labeling method because of the ambiguity in chaos 
judgments: Normal (N), chaos (C), tentative normal (N˜), and 
tentative chaos (C˜). The last two categories were included 
because there are times when it's unclear whether the data 
provided is sufficient to determine whether a flight's behavior 
is chaotic or normal. After the labeled data has been secured, a 
binary classifier based on CNN was trained and validated on a 
set of training data to understand the critical characteristics in 
identifying chaos in swarm flight data. The trained model may 
then be utilized for both post-flight analysis and real-time 
chaos monitoring as a chaos detection technique. Meanwhile, 
as a chaos handling technique, the Rössler system was used to 
generate new flight paths for drones in the swarm that are in a 
chaotic state. 

B. Data Preparation 
A total of 73,749-time series dataset were generated as a 

result of the data preprocessing analysis, which includes data 
cleaning, integration, and transformation. 

1) Data cleaning: The data cleaning process includes the 
completion of missing values, the filtering of excessive noise, 
the elimination of outlines, and the resolution of solution 
discrepancies. The difference between the real and reference 
positions of the drones in the swarm, as well as the actual 
velocity, are used as input data. To correspond to the 
timestamps of the two distinct data sources, a linear 
interpolation approach was used. In order to get a different 
value to real data at the same time, a linear interpolation of 
reference data with low noise relative to actual signals was 
performed. Excessively high values, possibly due to the 
training dataset, remove noise aberrations. 

2) Data integration: Data from multiple drones were 
combined to create a dataset containing drone identification 
numbers. The drone identification numbers are not explicitly 
used in the learning process, but they are necessary for 
evaluating the performance of the learned model. One label, a 
one-time stamp, and six kinematic variables are also included 
in the input data. 

3) Data normalization: The goal of data normalization is 
to keep the array of values for the specified parameters within 
a certain range. The well-known standardizing approach was 
used in this study. As shown in Equation 14, the 
standardization approach normalized each data sequence by 

computing the mean (Dmean) and standard deviation (Dstd) 
values. 

𝐷𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 = (𝐷 − 𝐷𝑚𝑒𝑎𝑛/𝐷𝑠𝑡𝑑             (14) 

C. Data Labelling and Clustering 
Sensors mounted on drones produces multidimensional 

data which is characterized by a complex correlation, making it 
difficult to define the system's status. An autoencoder and 
chaos detection (AECD) algorithm was used to reduce the 
dimensionality of the data by identifying the primary 
correlation pattern between the variables. AECD is based on 
the assumption that the majority of system states can be 
adequately described by the characteristics of a few key 
components, and it has proven to be a successful feature 
extraction technique in a variety of situations [49]. The 
encoded kinematic information is represented by a six-
dimensional AECD algorithm to produce the rate of 
cumulative dispersion to encode the component axes of a 
swarm of drones. 

The clustering approach was used to facilitate labeling of 
unlabeled data in its raw form. Labeling data aids supervised 
learning processes in chaos classification by grouping data 
based on some kind of similarity or distance measure, making 
it easier for human specialists to classify the data. 

This study employed clustering on the smaller space 
created by the AECD algorithm using Gaussian Mixture 
Models (GMMs) and Expectation-Maximization (EM). The 
time-series data for AECD was based on six variables for 
drone trajectories in the (x, y, z) axes and the velocity vectors 
(vx, vy, vz), with one drone label presented after AECD. 
Because the principal component axis was chosen to have a 
cumulative dispersion rate of 90% or higher, the number of 
dimensions reduced as a result of AECD may vary depending 
on the available flight data. 

Specifically, clustering was performed on data that had 
been dimension-reduced, and the EM technique was used to 
maximize the number of clusters [50]. Based on the clustered 
findings, the state of each drone in the swarm was classified as 
Normal (N) or Chaos (C). The associated variables were 
obtained by categorizing them into two groups. 
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Fig. 2. Chaos Detection and Mitigation Model Architecture for Swarm of Drones. 

It first examined the outcome of a swarm of drones in 
completing a specific scenario as a mission using KV–GPS 
data and trajectory location data. It finally checked the sensor 
signals to detect any chaos in the drone using the GA data. 
AECD, GMMs, and EM clustering are the three techniques 
that label unlabeled datasets into two categories: Normal (N) 
with a data sample of 23,501 and Chaotic (C) with a data 
sample of 20,266. 

D. Optimization and Classification of Data Sample 
The data sample was classified and optimized in three 

stages. First, the data sample was standardized, then the data 
was classified using a CNN classifier, and finally, the classified 
data was optimized using Stochastic Gradient Descent with the 
AdaDelta optimization technique. 

1) Standardization of data samples: After categorizing the 
normal and chaotic states, the drone-label information was 
deleted, leaving a total of six variables. To standardize the 
range of input variable values, a data standardization approach 
similar to pre-processing for clustering was used. In the 
labeled data, the Logistic regression technique was used for 
the binary categorized variables. The two-potential dependent-
variable values of 0 and 1 represent the "normal" and 
"abnormal" results. Binary logistic models were used to assess 
the likelihood of a binary answer based on one or more 
predictor (or independent) functions. 

2) CNN Classifier: To normalize the time sequence data 
of the kinematic variables specified in this study, the Gaussian 
Mixture Models and Expectation-Maximization technique 
were used. The data was first transferred through a one-
dimensional Convolutional Neural Network (CNN) with six 
hidden layers, which was then linked to a dense multilevel 
perceptron with sigmoid activation at the output end. The 
sigmoid activation function result was compared to the target 
label value by reversing this error and its cross-entropy error 
(Equation 5), and was used to learn the overall neural network. 
A Stochastic Gradient Descent technique combined with 
minibatch was used for learning. Table II shows the details 
about the neural network layers and the parameters used to 
train the network, while Table III shows more details about 

the design, it was created by first building a sufficiently large 
network and then controlling it with batch normalization [51]. 

3) Stochastic and mini batch gradient descent in adadelta 
optimization: Most neural network methods are designed to 
improve accuracy; they work best when each class studies the 
same (or comparable) amount of data. However, when the 
number of normal and chaotic drones is significantly different, 
a varied binary classification, such as in defect classification 
or chaotic detection, does not produce excellent results [52]. 
This method generates additional samples in order to achieve 
a one-to-one relationship between normal and abnormal data 
for batches in order to optimize AdaDelta to compensate for 
the imbalance used in the network's training [53]. 

The AdaDelta optimization method is a stochastic 
optimization methodology for Stochastic Gradient Descent 
with a per-dimension learning rate method. It aims to slow 
down the monotonously fast rate of learning. Rather than 
gathering all past squared gradients, AdaDelta limits the 
window of accumulated past gradients to a specific size. Only 
one example was analyzed at a time to perform a single step in 
Stochastic Gradient Descent (SGD). Using the SGD, the 
following steps were taken for each epoch: 

a) Take the sample data, 
b) Insert it to Convolutional Neural Network, 
c) Find its gradient, 
d) Use the computed gradient in step 3 for weight 

updates, 
e) Repeat steps (a)–(d) for all of the items in the data 

sample. 
Because only one example was considered at a time, the 

cost will fluctuate rather than decrease over the training 
examples. Considering, mN and mC denoting the number of 
data points labeled as normal (N) and chaotic (C), respectively. 
If the sampling required to produce a minibatch in the stores' 
gradient is carried out consistently, the predicted data quantity 
ratio for the two classes is mN/mC. 

TABLE II. ONE-DIMENSIONAL CONVOLUTIONAL NEURAL NETWORK 
PARAMETER 
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Layer Input Variables 
(n, timestamp, 5) 

Output 
(n, 160, 5) 

Operation 
Standard 

1 (n, 160, 5) (n, 80, 10) 

One-dimensional 
Convolutional, Rectified 
Liner Unit (ReLU), one-
dimensional batch 
normalization 

2 (n, 80, 10) (n, 40, 20) 

One-dimensional 
Convolutional, ReLU, one-
dimensional batch 
normalization 

3 (n, 40, 20) (n, 20, 40) 

One-dimensional 
Convolutional, ReLU, one-
dimensional batch 
normalization 

4 (n, 20, 40) (n, 10, 80) 

One-dimensional 
Convolutional, ReLU, one-
dimensional batch 
normalization 

5 (n, 10, 80) (n, 5, 160) 

One-dimensional 
Convolutional, ReLU, one-
dimensional batch 
normalization 

6 (n, 5, 160) (n, 5, 128) 

One-dimensional 
Convolutional, ReLU, one-
dimensional batch 
normalization 

7 (n, 5, 160) (n, 160) Global pooling average  

8 (n, 160) (n, 64) Batch standardization, 
Dense, ReLU 

9 (n, 80) (n, 2) Dense, Sigmoid 

TABLE III. LEARNING MODEL HYPER-PARAMETERS 

Size of 
Batch  

Length of Batch 
in Seconds 

Number of 
Epoch Learning rate 

128 160 50 0.00005 

E. Handling Drones in Chaos 
The optimized classified chaos based on the trajectories of 

the drones in the swarm were addressed in real time using the 
Poincare map from the Rössler system, with the data sample 
classified and labeled as chaos, mC. The Poincaré map was 
created by charting the function's value each time it crosses a 
specified plane in a specific direction. 

Plotting the x, y, and z coordinates every time it passes 
through the x=0 plane, where x changes from negative to 
positive. As a result, the Poincare map converts the solutions of 
the three Ordinary Differential Equations of the Rössler system 
into the coordinates that best remove such drones from the 
chaotic state. 

V. RESULT AND DISCUSSION 
The detailed results are as follows: 

A. Clustering and AECD 
The flight data from a swarm of six drones was evaluated 

using the Autoencoder and Chaos Detection algorithms, as well 
as Gaussian Mixture Models and Expectation-Minimization for 
clustering. Fig. 3 and Fig. 4 depict the clustering results for a 
swarm of drones on a specific illustrative flight test day using 

AECD and Gaussian Mixture Models. The first and second 
autoencoder components generated the distribution of data 
points in the reduced space; Fig. 3 is based on KV-GPS data, 
while Fig. 4 is based on GA data. The dimension was reduced 
to auto-decoded axes with a cumulative dispersion rate of at 
least 93% using the AECD process, and the clusters were 
discovered using Gaussian Mixture Models clustering with 
Expectation-Maximization. Fig. 4 depicts the distribution of 
data points in the reduced space formed by the autoencoder 
encoder and decoder components. A drone's data is 
disseminated in a very different way than data from other 
drones. As a result, it's reasonable to assume that data from the 
fourth drone in the swarm (Drn 4) will contain the chaotic time 
series. However, it is unclear how the clustering result is 
related to chaos, given that all data from a potentially 
problematic drone is unlikely to belong to a single cluster. The 
scatter plot for each cluster is shown in Fig. 5. This depicts the 
swarm's data point cluster. The plot aids in identifying the 
points of the root causes of chaos in a swarm, as well as the 
dependability of such points in relation to the rest of the 
swarm. Fig. 6 shows the percentage of data from each drone 
that belongs to a specific cluster. This depicts the effectiveness 
of such clusters of data points in relation to each drone in the 
swarm in order to identify the chaotic drone. 

The majority of flight data from all drones falls into 
Clusters 4 and 9, but the distributions for the swarm's fourth 
drone (Drn 4) and the other drones differ. Drn 4 differs from 
the others in the ratio of data belonging to Clusters 4 and 9, 
with significantly more data belonging to Cluster 4 than 
Cluster 9 when compared to the other drones in the swarm. 
Another intriguing discovery is that data from Drn 4, a 
potentially chaotic drone, does not belong in Clusters 1, 2, 3, or 
8. As a result, while the clustering does not indicate which 
drone may have exhibited chaotic behavior, the distribution of 
data among the clusters may indicate chaos in the flight data. 
Clusters 5, 6, and 7 may indicate chaos flight data, whereas 
Clusters 1, 2, 3, 8, and 9 indicate normal data. For the 
remainder of the clustering method, data from each drone in 
Clusters 4-6 was labeled "C," while data from Clusters 1-4, 8, 
and 9 was labeled "N." In cases of indistinct data, such as 
Cluster 3, and questionable data, such as the first drone (Drn 1) 
in Cluster 6, a human expert may examine the flight data to use 
as labeled data. 

 
Fig. 3. Autoencoder KV-GPS Set Points Data Results. 
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Fig. 4. Autoencoder GA Data Results. 

 
Fig. 5. Cluster Scatter Plot. 

 
Fig. 6. Clustering Results for Swarm Flight Data using Gaussian Mixture Models. 

B. Classification Results 
The developed Convolutional Neural Network (CNN) 

classifier was trained until its cross-entropy and loss value 
converged on the learning parameters listed in Table II. The 
data from the test flight obtained from the swarm of drones was 
used as the training set of size 43,767; 70% of this dataset was 
used for training the neural network and 30% for model 
validation. 

The dataset contains all of the drone's flight data, which 
was used to generate a test set with a size of 8,753. To validate 
the applicability of the sampling method, the test accuracy was 
equated with the variable rate of imbalance, resulting in the 

chaos data ratio versus the non-chaotic data in the initial 
dataset. If the recommended sampling is not used, chaotic 
swarm flight data is used in the learning process with the rate 
of imbalance relative to non-chaotic data. The chaos swarm 
flight dataset was replicated by the factor of the rate of inverse 
imbalance when samplings are used. The classification data 
accuracy was compared by the accurate classification out of all 
cases, which is dependent on the use of the sampling scheme to 
detect the differential imbalance of the original swarm flight 
data set. Fig. 7 compares the chaos findings of the case for the 
original rate of imbalance. This is the scenario when the 
swarm's sixth drone (Drn 6) exhibits chaotic flying behavior; 
only the sampling result clearly identifies chaos in the Drn 6 
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flight data. It is clear that the suggested sampling strategy 
significantly improves classification accuracy, achieving zero 
classification error. It should also be noted that when the 
sampling technique is not used, the classification accuracy is 
approximately 50%. One thing to keep in mind is that even 
with a higher imbalance rate of 0.5, there was no improvement 
as shown in Fig. 8. 

 
Fig. 7. Drone Imbalance Percentage (with Sampling). 

 
Fig. 8. Drone Imbalance Percentage (without Sampling). 

C. Discussion 
The proposed chaos detection methods were tested to see if 

the trained neural network classifier was useful for time series 
entry using real flight test data. If the input time series did not 
belong to the training set, the results for a sample drone flight 
test data and probability were computed [43]. The swarm flight 
test data was used, with clustering findings shown in Fig. 5 and 
Fig. 6. When the time series of the entry was constantly fed 
into the network, the neural network's output value corresponds 
to the sixth drone (Drn 6). The first output comes in response 
to the Kinematic variables [44] in the first 16 seconds segment, 
as the Convolutional Neural Network (CNN) takes a length of 
160 input at a data rate of 10 Hz. The neural network calculates 
the output in real-time in response to the most recent 160-times 
segment points. The possibility of being normal has been 
determined to fluctuate over time until it reaches zero. When 
the average was achieved over the entire duration of the swarm 
flight, the average probability value of the six drones flown in 
that swarm flight test was compared. There's a much higher 
chance that this troublesome drone will be in a state of chaos 
than usual. According to Drn 6, the time history of the film 
input variables revealed that the drone does not respond 
effectively to changes in the x- and z-direction in the 90s and 
75s, respectively; thus, the chaos detection schema revealed 
that the system cannot be normal at 85 seconds from the 

original data point, based on the behavior. Drn 6 crashed 
during the flight test, according to the original flight log. As a 
result of the application of the Rössler system's algorithm, the 
drone was sent on alternate routes assuming the chaos is in the 
trajectory flight data. This prevents drone 6 (Drn 6) from 
crashing in the test flight log. In terms of online chaos 
monitoring, the results showed that there were two extreme 
approaches to monitoring. Constant monitoring of the non-
chaotic or chaotic probability allows for a high frequency 
assessment of system chaos. This method enables effective 
responsiveness in chaos detection because it constantly delivers 
updated information about the system's normalcy. 

The output signal, on the other hand, was noticeably noisy 
during the transient period, as shown in Fig. 8. As shown, the 
average probability over the entire time duration provides a 
cooperative judgment on the system's chaos. Despite the fact 
that the decision frequency may be too low, this method may 
be the least noisy susceptible method. The non-chaotic/chaotic 
probabilities are averaged over a set period of time, and the 
dataset was then updated with new values. 

The adjacent averaging window's time frame may overlap. 
The average non-chaotic probability was computed over 30 
seconds and updated every 20 seconds, implying that one-third 
of the data is overlapped between time frames. The chaotic 
probability of 70 is around 40% in the first time segment 
window, increases to around 55% in the second time frame, 
and finally exceeds 90% in the third time window. This enables 
the chaos to be observed at a relatively high frequency while 
avoiding data noise. 

VI. CONCLUSION 
This study proposed a machine learning-based chaos 

detection and a mitigation technique for the flight paths of a 
swarm of drones. The proposed techniques consist of three 
major steps: a labeling phase that uses lower-dimensional 
features to label unlabeled data, a binary/dual classification 
step that employs a 1-D CNN with a cross-entropy-based loss 
function, and a mitigation step that employs the Rössler system 
to generate new non-chaotic trajectories for drones in chaos. 
The deep neural network was trained using real flight test data. 
In this paper, Swarm mobility horizon-based monitoring was 
demonstrated to be a viable solution for real-time monitoring 
of a system's chaos with significantly reduced commotion 
effect. This technique can be used to mitigate the effects of 
drone crashes and failures in a fully autonomous swarm of 
drones. 

A future focus will be the integration of network intrusion 
detection, monitoring, and mitigation into the overall health-
management architecture of swarm drones. This could result in 
a more reliable fully autonomous swarm of drones by 
mitigating the effects of network intrusions, which can cause 
chaos and anomaly in a swarm of drones. 
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Abstract—Business Process Modelling (BPM) is a set of 

organised, structured, and related activities that boost the 

development and evolution of an organisation's success by 

understanding, improving, and automating existing business 

processes. Recently, the integration of Big Data Analytics (BDA) 

into BPM has widely gained more attention as a unique 

opportunity for organisations to enhance their efficiency, 

effectiveness, added value, and competitive advantage. However, 

some organisations still rely on old data-driven strategies and are 

late in integrating BDA into their BPM. This study aims to 

explore the possible contributions and challenges of integrating 

BDA into BPM. This study discovered that better decision 

making, embracing the organisation's performance, upgrading 

business process capabilities, and supporting supply chain 

management are the main contributions of BDA to BPM in 

organisations. However, poor data quality, shortage of BDA 

professionals, and data security and protection are the main 

challenges that hinder organisations from implementing BDA. 

This study provides valuable insights for organisations that 

intend to implement big data technologies in their business 

processes. 

Keywords—Big data analytics; business process modeling; 

BPM; organisation’s performance 

I. INTRODUCTION 

Business Process Modelling (BPM) is a set of organised, 
structured, and related activities that operate together to 
accomplish an organisation's end goals. BPM is an essential 
factor in developing and evolving an organisation's success 
since it encourages understanding, improving, and automating 
existing business processes [1]. Additionally, Business process 
models must be efficiently modelled to generate a good 
functioning of the organisations [2]. 

BPM assures that the business processes are consistent and 
pushes business execution toward accomplishing the overall 
strategy and goals of the organisation. BPM enables the 
communication and documentation of an organisation's 
business processes [3]. It gives a united language and 
methodology for communicating procedures, information, and 
guidelines about the business processes within organisations. 
Also, BPM helps to ensure that business processes and rules 
are well-designed by formalising existing processes that may 
not be well-documented and adjusting them to be well-
designed [4]. That leads to getting rid of the guesswork and 
confirming that these documented processes match the 
organisation's guidelines and legal regulations. BPM gives a 
clear understanding of the process's flow that influence 

decision making process [5]. That helps managers figure out if 
there is a chance for further optimisation by improving the 
process's cycle time, utilising better resources, and allowing 
testing models before implementing them [6]. 

Big data provides excellent advantages for organisations as 
it gives accurate and consistent business insights, automated 
decisions for real-time processes, and the detection of fraud 
operations [7]. Besides that, big data helps organisations gain 
more leverage and return on investments and risk 
qualifications. Big data is currently a significant factor in the 
world of technology. Organisations use big data to increase 
revenues by targeting specific customers and retaining existing 
customers [8]. With the proper integration of big data, 
organisations can determine precisely what their customers are 
looking for, which gives them leverage to meet customers' 
needs. In addition, big data nowadays is used to target specific 
markets instead of spending tremendous money on advertising 
which reduces the costs for the organisations. Identifying risks 
and foreseeing potential opportunities are now possible by 
using big data [9]. Eventually, big data will be in almost every 
industry with significant advantages [10]. 

In recent years, using Big Data Analytics (BDA) to operate 
and manage business processes properly has widely gained 
more importance [11]. Therefore, integrating BDA into BPM 
represents a unique opportunity for organisations to enhance 
their efficiency and effectiveness along with the business to 
achieve added value and competitive advantage [12]. BDA can 
make a remarkable improvement in multiple aspects of BPM. 
One of the benefits BDA can bring to organisations is wastage 
management. According to previous studies, wastage 
consumes a massive chunk of an organisation's resources. 
BDA can help organisations develop efficient and effective 
waste management strategies [13]. As the measurement is at 
the centre of data analytics for waste management, it facilitates 
observing the business processes and, consequently, 
identifying the processes that generate the most waste. Based 
on that, the organisation can take actions to reduce wastage 
which leads to greater BMP. In addition, integrating BDA into 
BPM can develop powerful talent management for the 
organisations [14]. It can identify the problems in the 
production processes and propose solutions based on data 
analytics. Also, it can help the organisations in the process of 
recruitment and acquire talents that fit the business's needs and 
values. Besides that, it enables the organisations to foresee any 
turnover changes in process modelling. 
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Moreover, big data can generate patterns based on data to 
BPM to enhance customer management. When these generated 
patterns are integrated with business processes, they can 
evaluate the quality of customer services, bring up an accurate 
customer classification, acquire new customers and retain the 
current customers, predict customer behaviours, and improve 
customer value [15]. All these benefits will be significant 
advantages for the organisations. 

However, the IT industry has significantly improved BDA's 
scope, while BPM societies haven't been really up to date with 
the massive jump in IT. BPM's societies keep relying on old 
modelling-based approaches, which are at a disadvantage [16]. 
In addition, a high percentage of companies feared the 
disruption of data-driven competitors, which led them to forge 
the adoption of embracing BDA. Besides that, many 
organisations believe that if they don't utilise the data 
appropriately and nimble, data analytics might compromise 
threats to them instead of being assets [17]. Additionally, some 
companies hesitate to change into data-driven companies due 
to the possibility of failure in changing business culture 
transformation. Hence, no accomplishments will be achieved 
with old BPM approaches to manage an organisation's 
processes because data is always limited. 

Consequently, with the old BPM, the value of information 
is often insufficient for decision making, long time to analyse 
behaviours of products, services or customers, requires more 
cost for hardware, software and maintenance, and is always a 
step behind the other modernised organisations [18]. Moreover, 
as technology is constantly evolving, BPM faces the pressure 
of keeping up with the latest data and upgrades in terms of 
social media and unstructured data [19]. So, all of this must be 
put in perspective in pursuing a better rapport with the new 
technical world so that better decisions result in more 
outstanding outcomes. 

BDA has raised the profit edges of businesses that have 
embraced it by enhancing efficiency and reducing costs. 
Indeed, the world is moving toward the Internet of Things 
(IoT) [20] and data analytics; organisations must integrate 
BDA into business process modelling before it's too late [21] 
[22]. Also, organisations should use BDA in BPM to enhance 
data-driven decisions which improve business-related 
outcomes [23]. That would come up with more new revenue 
opportunities, effective marketing strategies, customer’s 
personalisation, and improved operational efficiency. 
Therefore, this study aims to explore (i) integration of BDA 
into BPM and (ii) related possible contributions and 
challenges. 

II. LITERATURE REVIEW 

Various studies have been conducted, with the main focus 
being on why a diverse number of companies are not interested 
in embracing BDA to support BPM. In this section of the 
study, multiple arguments from different perspectives will be 
presented to demonstrate why some companies support 
adopting BDA in BPM and other companies do not support 
that. 

Some companies believe the intense, increasing volume of 
data from new sources – mostly unstructured data – requires 

new approaches to process management [24]. Acquiring these 
approaches requires a new storage level, a higher level of 
computing power, and very skilled analytical expertise if 
companies want to reap valuable information and insights. For 
some companies, this is considered as a complexity that 
requires both talents and experience [25]. It can be a valid 
argument here if there was an abundant amount of data, and it 
would require much more work to filter the valuable data from 
the invaluable data. 

In contrast, companies had the challenging mission to dig 
deep to explore the opportunities and the effect on the business 
of big data in managing business processes. Big data is 
evolving as a corporate criterion for business modelling. Big 
data is considered a tool that provides opportunities for 
creativity and innovation due to its high agility for the 
companies [26]. It can load a large amount of data, recognise 
links and understand patterns. Embracing big data to make 
digital transformation in organisations enables them to add 
digital content to the business processes [27]. This enhances 
the quality of decision-making based on real customers’ 
relationship data. Furthermore, digital transformations will 
improve the management processes that allow the business to 
expand and gain more outstanding production and distribution. 

On the other hand, moving to the digitisation of business 
modelling concerns companies worldwide [28]. Digitalisation 
has ruined the business management ways in several industries. 
For instance, in retail, companies such as Amazon strongly 
damaged the classic commerce like shopping malls. In some 
cases, business processes in companies require a tremendous 
amount of data to gain value rather than the size [28], [29]. 
Companies are allocating a lot of resources to collecting a 
massive amount of data that might not be as valuable as 
expected once they seek the correct data. Many barriers make 
organisations hesitate to chase big data related opportunities 
[30]. These barriers might include outdated IT infrastructure, 
complexity of processing big data, messiness and 
randomisation of big data, lack of data experiences and skills to 
coordinate with business processes, privacy concerns, and 
eventually, the organisation's cultures, which may not be 
conducive operationally for data-driven decision making. 

According to previous research, businesses need quicker 
and more precise insights into growing volumes of 
transactional data [31]. BDA technology serves to achieve high 
efficiency in business processes and raises organisations' 
effectiveness to another level [32]. Digitalising organisations 
with BDA technology will add value to the organisations. To 
clarify, analysing big data in real-time supports the 
organisation to optimise the organisational vision by reviewing 
the past and foreseeing the future [33]. Besides that, acquiring 
BDA and coordinating it with BPM speeds up the processes 
like modelling, monitoring, measuring, redesigning, 
reengineering, process analysis, process enactment, enterprise 
application integration, and business intelligence [34]. Overall, 
these qualities possess great benefits for the organisations in 
various aspects. 

Furthermore, the financial benefits of BDA in marketing 
and business increasingly rise year after year compared to the 
other organisations that are not implementing BDA technology 
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[35]. They also mentioned that the percentage of failure of 
embracing BDA is low, and it is caused by the lack of proper 
strategies to implement BDA. Thereupon, acquiring BDA 
technology requires companies to enhance their business 
process management. 

Based on the conducted arguments, integrating BDA 
technology in an organisation is a risk that companies should 
take due to the intense pace of advanced technology. 
Accordingly, it might be a privilege and advantage if it is 
properly utilised, or it might be a loss of money if misused. 
BPM is a system that is based on data. Therefore, feeding up 
this system with more valuable and accurate data will 
strengthen the outcome of the system and produce supportive 
approaches that enhance business processes. In addition to that, 
based on the statistical studies, organisations that operate their 
business processes based on data analytics are exceptionally 
ahead of other organisations that don't use BDA until now. 

III. CONTRIBUTIONS OF BDA TO BPM 

A. Better Decision Making 

BDA can assist in better decision-making by collecting, 
storing, and analysing data across a collaborative network [36]. 
Integrating BDA in BPM enhances the user's experiences with 
a powerful realisation of what has happened in the past. It 
assesses what is happening currently and predicts the process's 
behaviours in the future [33]. Besides that, decision-making 
with BDA provides organisations with more accurate process 
models and better performance. BDA plays a prominent role in 
improving decision-making for organisations [37]. 

Four types of BDA enhance business processes to ensure 
efficiency in decision-making [38] [39] (Table I). BDA works 
majorly to provide a clearer insight to model the organisation's 
processes, which helps the organisations enhance their 
productivity and creativity. Modelling business processes 
based on clear visions and accurate patterns support the 
organisation's growth and stability [40]. 

TABLE I. FOUR TYPES OF BDA TO ENHANCE BUSINESS PROCESSES 

Data Analytics Type Description  

Descriptive Analytics 

Describe what happened and what went wrong, and at 

which stage? Based on the provided answers, 

organisations can detect obstacles and avoid mistakes 
during process modelling.  

Diagnostic Analytics  

Historical data can be measured against other data to 
answer why something happened. Comparing old 

data and recent data helps to give organisations a 

greater idea of their business's growth and stability. 

Predictive Analytics  

Predicting what is likely to happen in the future based 

on the data analysed. Creating patterns based on 
predictions gives the organisations a very supportive 

advantage to plan for improvement in every aspect of 

the business. Also, predicting what issues the 
organisations may face greatly benefits the 

organisations. 

Prescriptive 

Analytics  

Prescribing what action to be taken to eliminate a 

future problem.  

Make probabilities for each situation that might 
happen and create a backup plan to handle it.  

B. Embracing BDA in BPM Shapes the Organisation's 

Performance 

BDA significantly boosts customer deployment and 
superior organisational performance. BDA plays a vital role in 
shaping organisations' performance [41]. One of BDA's 
benefits is that it differentiates between high and low-
performing organisations; therefore, those firms that apply 
BDA become proactive and future-oriented. In addition, big 
data can increase the likelihood of innovation performance, 
leading to the creation of patterns and behaviours in business 
processes [42]. Furthermore, BDA can build benefits for any 
organisation by improving its performance (process 
performance, financial performance, production performance, 
marketing performance, and partnership performance) and 
competitive advantage. Also, decisions in data-driven 
organisations are more likely to outcome positively and give 
more insights into business processes [43]. Hence, big data 
gives extra leverage for improving organisation performance. 
An organisation's performance is measured by various factors 
such as finance, quality, improvement, and value of the 
organisation in the market [44]. BDA is a major participant in 
each of these factors once it helps to enhance them in various 
ways [45]. Process modelling using BDA will strengthen the 
organisation's strategies, resulting in better revenue and 
financial stability. 

Additionally, organised models in business enhance the 
quality and lead to improvement of the organisations [46]. 
Besides that, when the organisation is financially improving 
and its quality is enhanced, its value is raised in the market. 
Hence, the organisational performance is supported by using 
BDA. 

C. BDA Upgrades Business Process Capabilities 

Big Data Analytics Capabilities (BDAC) is defined as the 
company's capabilities to influence technology and talented 
skills to take advantage of BD regarding the generation of 
perceptions essential to overperform competitors. To clarify, 
BDAC is the ability of organisations to come up with insights 
that support organisations using big data management [47]. 

Managing BDA is a challenging and complicated task for 
companies due to the variety of resources and types of data. 
Still, when the company is capable of managing that big data 
and utilising the outputs of BDA to enhance modelling 
business processes, then the organisations are taking greater 
advantages compared to others who can't manage BDA [48]. 
The ability to manage big data and extract value data 
differentiates successful firms from non-successful ones. Based 
on an organisation's financial welfare, big data is defined and 
evolved more technologically in organisations. In addition to 
that, BDA's capabilities assist in offering advantages such as 
optimising the data generation process, suggesting data 
integration from diverse sources, incorporating different types 
of findings into the business process, and data visualisation 
capability to facilitate the decision-making process [49]. 

Based on the expert's experience in using BDA techniques, 
organisations can precisely predict the market's needs and 
requirements and then develop their strategies and structures to 
accomplish the best insights about market needs and reveal 
future market objectives [50]. 
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D. BDA Supports Supply Chain Management (SCM) in 

Organisations 

Embracing big data support supply chain management 
(SCM) in an organisation reflects significant advantages on 
business process models [51]. Applying big data improves 
existing business processes by focusing on current business 
needs and challenges, and data can be investigated to create 
saleable products and services as new value propositions. As 
the range of supply chains is global, the volume of data 
collected from its various processes and the rate at which it is 
being generated can be qualified as Big Data [52]. Also, 
marketing and sales are now counting on analysis of the 
unstructured and structured data to get more significant insights 
into customer needs and improve the cost aspects of supply 
chain processes [53]. The utilisation of BDA provides an 
incredible value in product development, market demand 
predictions, supply decisions, distribution optimisation, and 
customer feedback [54]. 

Moreover, big data can be applied in SCM for operational 
and development purposes, value discovery, value creation, 
and value capture [55]. There are several areas primary for 
applying big data for SCM. Fig. 1 illustrates the areas as the 
source, make, move, and sell [56]. 

 

Fig. 1. Main Areas for BDA in SCM. 

IV. CHALLENGES OF INTEGRATION OF BD INTO BPM 

Initially, organisations will need to gather vast amounts of 
data through mobile, social networks, digital videos, and 
sensors. Organisations then will need to integrate them into 
their business processes [57]. Therefore, they must be aware of 
the challenges of big data to have an intelligent and efficient 
BPM that aims to bring great value to process decision-makers 
and process modellers. Organisations have to manage many 
challenges and obstacles when they decide to integrate BDA 
into BPM, as explained in the following sections. 

A. Poor Data Quality 

One of the most common challenges to embracing BDA in 
business organisations is poor data quality. When business 
organisations intend to be data-driven, data quality must be 
concerned cautiously because data quality directly impacts 
business outcomes [58]. Poor data quality leads to poor 
insights, which lead to poor decisions, and vital decisions 
based on low-quality data can have disastrous effects [59]. 
Poor data quality causes inefficiencies in business processes 
that rely on it. Instead of focusing on essential activities, these 
inefficiencies may result in very costly redo efforts validating 
and correcting data inaccuracies. Besides that, poor data quality 
leads to distrust [60]. Maintaining high-quality data might 
differ between complying with regulations and paying millions 

in fines. Time, money, and reputations can be wasted if the 
data is incorrect, negatively impacting business organisations 
and eroding client confidence [61]. Therefore, it is critical to be 
aware of the importance of data quality because good data 
quality will enhance BPM, and poor data quality will lead to 
significant damage to BPM in any business organisation. 

B. Shortage of Professionals who Understand BDA 

Business organisations that seek to integrate BDA into 
BPM will have to deal with large data sets that keep growing in 
size and variety. Incorporating data sets into an analytical 
platform becomes increasingly difficult because the volume 
and variety of data available today can overwhelm even the 
most experienced data engineers [62]. Therefore, the market 
has significantly demanded big data scientists and analysts. 
Because the position of a data scientist is multidisciplinary, 
businesses organisations must select someone with a diverse 
set of talents related to BDA. Another big issue that 
organisations confront is a shortage of professionals who are 
familiar with BDA [63]. Compared to the vast amount of data 
created, data scientists have a severe scarcity. For instance, 
when someone who is not an expert data engineer tries to 
merge unstructured and inconsistent data from several sources, 
mistakes occur and wrong insights are produced, resulting in 
missing data, inconsistent data, logic conflicts, duplicate data, 
and bad decisions [64]. Therefore, if there are no expert 
professionals to deal with this massive volume of big data 
efficiently and effectively, then integrating them with BPM is 
not helpful and it may bring wrong insights and false signals 
for business modelling, which will impact business 
organisations negatively as all the decisions will be based on 
inaccurate and useless insights. 

C. Data Security and Protection 

Integrating BDA in BPM requires business organisations to 
seek massive data sets to develop enhanced business models 
and visions. More data brings more opportunities and potential 
threats simultaneously, especially when the data sets are less 
organised [65]. As businesses expand and add new tools to 
their software stacks and install new technologies to make 
sense of their data, the risk of security breaches increases. 
Therefore, business organisations that indiscriminately collect 
data from many sources may be gathering fraudulent (and so 
invalid and perhaps damaging) data [66]. Fake and inaccurate 
data will impact any analysis that a company can perform. 
Additionally, when businesses gather data without using 
precautions like encryption, access control, and firewalls, the 
data becomes subject to leaks, viruses, and data harvesting, 
which may be incredibly destructive to businesses and 
compromise customer privacy [67]. Thus, if the data are not 
well-protected and secured, the business will be damaged and 
lose its value in the market. As a result, data protection and 
security are important conditions to integrate BDA into BPM. 

D. Confusing a Variety of Big Data Technologies 

Nowadays, there are many technologies specialised for 
BDA in the market. Acquiring the right technology for big data 
is a real challenge for organisations [68]. Each BDA 
technology has different processing, storing, cleaning, and 
reporting features. For instance, the speed of processing big 
data is essential for organisations. Therefore, some companies 
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will choose Spark technology to process because of its high 
speed, while others will be settled with Hadoop MapReduce's 
speed. Hence, if an organisation has less data and embraces 
Spark technology, it would lead to money wastage and vice 
versa [69]. Also, data storage makes a big difference in the 
organisation's big data processing. For instance, some 
organisations tend to go for Cassandra to store their data, while 
others would prefer to embrace Hbase to store their data. 
Therefore, the features of BDA technology may significantly 
impact organisations either positively or negatively, depending 
on selecting the right technology [70]. Choosing an appropriate 
technology for big data plays a significant role in enhancing the 
BPM. When the suitable technology is adopted, the business 
processes will be well strategised and organised, resulting in 
optimised business insights [71]. On the other hand, if the 
BDA technology is poorly chosen, the business processes will 
have unexpected outcomes and false foreseen. 

E. Managing Large Volume of Data 

Managing large volumes of data is the first challenge for 
organisations to consider when integrating BDA into BPM 
[72]. These large volumes of data which are extracted from 
customer relationship management (CRM), enterprise resource 
planning (ERP), and other data sources, need to be 
consolidated and pulled into a unified manageable big data 
[73]. Besides that, the correct storage of these vast amounts of 
knowledge is one of the most critical concerns of big data. 
Data saved in data centers and company databases are 
continually growing [74]. Thus, it becomes difficult to manage 
large data sets as they increase rapidly over time. The majority 
of the data is unstructured and comes from various sources, 
including documents, movies, audio, text files, and other 
media. [75]. 

V. CONCLUSION 

This study discussed the possible contributions and 
challenges of integrating BDA into BPM. It illustrated the 
importance of BPM and how organisations pose the BPM as 
the backbone for their businesses to succeed. Also, how BPM 
participates in ensuring the business processes modelling is a 
consistent technique and pushes business execution toward 
accomplishing the overall strategy and goals of the 
organisation. Besides that, this study demonstrates the roles of 
BPM and how it organises and operates all the processes in an 
organisation to come out with the best possible performance. 
Another part of this study had closer attention to the value of 
BDA in today's technology world and how organisations 
embrace it to support their businesses. It explained how data is 
the core component of any organisation's success. More of 
BDA was illustrated in terms of the enhancement and 
encouragement BDA brings to any organisation. Multiple 
studies with different perspectives were argued in this study to 
demonstrate why some organisations strive to embrace BDA 
and others consider it a waste of time and effort. These studies 
concluded that embracing BDA strongly supports BPM and 
enhances the value of the organisations. Next, the study 
provides multiple contributions of BDA in BPM, such as how 
integrating BDA into BPM helps to understand the business 
and support decision-making efficiently and effectively. 
Another contribution was that the relationship between BDA 

and business performance had been illustrated precisely. 
Furthermore, how BDA can support SCM and optimise its 
process lifecycle to enhance the operations in an organisation. 
It generally concentrates on implementing BDA with BPM to 
improve existing business processes by focusing on current 
business needs and challenges. In this way, data can be 
investigated to create saleable products and services as new 
value propositions. Then, BPM's capabilities with the existence 
of BDA were indicated to be at a very different level with 
BDA than without BDA. This study demonstrated that BDA's 
capabilities support BPM to provide advantages such as 
incorporating different types of findings into the business 
process, optimising the data generation process, data 
visualisation capability facilitating the decision-making 
process, and suggesting data integration from diverse sources. 
Additionally, the study explained the challenges of embracing 
BDA in organisations to support BPM. Three significant 
challenges were identified in this study to predict what 
organisations may need to manage if they decide to integrate 
BDA in BPM. 

The first challenge is poor data quality, which generates 
false insights in modelling processes, resulting in wrong 
decisions. This challenge can be solved by fixing the data in 
the source system to correct data issues such as missing data 
and incomplete data. Therefore, data must be set and cleaned in 
the Extract, Transform and Load (ETL) phase before it is used 
to make any analytics and predictions [76]. Besides that, data 
analytics leaders must set data quality standards that can be 
applied across the organisation's business units. They must then 
establish a clear connection between business processes, 
organisational performance, and data assets [77]. Make a list of 
the organisation's current data quality challenges and how they 
affect the business. Then, data and analytics professionals may 
start creating a specific data quality improvement plan that is 
the "best fit" for the company [78]. 

The second challenge is the shortage of professionals who 
understand the BDA in BPM. This challenge can be solved by 
paying extra attention while interviewing BDA professionals to 
ensure these professionals understand the structures of the 
organisation's requirements and strategies in terms of business 
processing and data. In addition, automating data-related tasks 
is a new approach followed by companies to solve this 
challenge. Automated data management, data science, and 
analytics tools and platforms such as Alteryx and DataRobot 
have also come on to the scene. However, some experts have 
warned that inexperienced staff can pose a risk to data science 
automation [79]. Also, companies are looking into ways to 
democratise data science by upskilling and reskilling their staff 
to become less reliant on small teams of pricey experts to see a 
return on their data science investments [80]. 

The third challenge is data protection and security. It 
cannot be fully tackled, but organisations usually improve their 
safety to decrease the threat rate. Many companies take data 
discovery and classification as a new approach to protect their 
data. Data discovery and classification is a process that 
involves scanning data repositories for the types of data that 
organisations consider significant, sorting it into categories, 
and clearly labelling it with a digital signature indicating its 
classification [81]. Besides that, firewalls are very significant 
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tech to protect data in an organisation. To prevent unwanted 
traffic from entering the network, firewalls are used. 
Furthermore, organisations can only open particular ports, 
giving hackers less freedom to move to gain access to or 
download sensitive data [82]. 

In addition, there are other challenges, such as a variety of 
big data technologies in the market. This challenge can be 
avoided by understanding the needs and requirements of the 
organisations and then adopting a technology with specific 
features to meet the organisations' needs and requirements. 
Besides that, managing large volumes of data is considered a 
challenge in some organisations. This challenge can be avoided 
by targeting the correct data and focusing on the quality instead 
of the quantity of data. Eventually, the summary of this study 
supports the embracing of BDA in BPM to make organisations 
a better place in today's world. The efficiency and effectiveness 
that BDA brings to the organisations increase the value and 
enhance the performance of the organisations. Another finding 
in this study is that the fear and hesitation of embracing BDA 
by some organisations was because they think they may not be 
able to utilise the generated structured and unstructured data 
properly to support BPM. While in fact, the study proved how 
embracing BDA could strongly support BPM. Indeed, 
integrating BDA and BPM is a risk that should be taken due to 
its value to the organisations from different aspects. 
Furthermore, the study proved that BDA could increase 
productivity, encourage creativity, and enhance performance 
modelling. Additionally, the findings showed how integrating 
BDA and BPM assures understanding of the business 
processes and supports decision-making. To conclude, this 
paper recommends organisations take a step forward and 
embrace BDA to help positively organise process modelling 
and raise the business value. 

Eventually, integrating BDA in BPM is an opportunity that 
every organisation should seek due to the valuable benefits it 
brings. BDA assists organisations in finding more efficient 
ways to organise businesses processes and increase their 
customer acquisitions and retention. Besides that, organisations 
will gain more opportunities to develop innovative new 
products to meet customers' changing needs with BDA. In 
addition, businesses use big data to plan their advertising by 
observing online activity, monitoring point-of-sale 
transactions, and assuring on-the-fly detection of dynamic 
changes in client behaviours. These are then utilised to 
determine the target group, the most crucial factor to consider 
while planning a campaign. 

Moreover, reliance on BDA could manage an 
organisation's risk plan and create a clear vision to minimise 
potential risks. Also, businesses can achieve contextual 
intelligence across the supply chain by using BDA. Therefore, 
BDA will make a significant impact on BPM and these impacts 
will raise the quality of the organisation's performance. 

The next phase of this technology development is a 
complete automation strategy. Researchers should conduct 
many studies to increase the automation of BDA within 
organisations. Automating BDA is an advanced strategy that 
can make a difference in the positive side of organisations. 
Some researchers have attempted to make theories about full 

automation for BDA in BPM. Still, they discovered that 
experts are not optimistic about this strategy because they 
believe that full automation in such an early stage may lead to 
many errors, negatively affecting BPM in organisations [83]. 
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Abstract—Businesses derive more revenue from building and 
maintaining long-term relationships with their customers. 
Therefore, it is essential to build refined strategies based on 
customer relationship management, with the purpose of 
increasing their turnover and profits while retaining their 
customers. In this context, customer segmentation, which is at the 
heart of marketing strategy, makes it possible to determine the 
answers to questions relating to the number of investments to be 
released, the marketing campaigns to be organized, and the 
development strategy to be implemented. This paper develops an 
extended RFMT (Recency, Frequency, Monetary, and 
Interpurchase Time) model, namely the RFMTS model, by 
introducing a new dimension as satisfaction ‘S’. The aim of this 
model is to analyze online consumer satisfaction over time and 
discern changes to implement customer segmentation. This 
article proposes an approach to a segmentation, by client 
clustering along the unsupervised machine learning method k-
means based on data generated using the proposed RFMTS 
model, in order to improve the customer relationship and 
develop more effective personalized marketing strategies. The 
study shows that including satisfaction to the existing RFM 
model for customer clustering has a major impact and helps 
identify customers who are satisfied and those who are not, 
unlike previous attempts to develop new RFM models. By 
ignoring the “satisfaction” indicator, what went well and what 
didn't went well cannot be understood. Consequently, the 
business loses its unsatisfied, loyal, and profitable customers and 
either fails or relies only on the satisfied ones to continue making 
profits for an indefinite period of time. 

Keywords—Customer segmentation; customer satisfaction; 
RFMT model; machine learning; k-means 

I. INTRODUCTION 
As modern economies are primarily service-based, 

businesses increasingly derive revenue from building and 
maintaining long-term relationships with their customers. The 
key to a sustainable e-commerce business is understanding 
customer characteristics for personalized marketing strategies 
[1]. In such an environment, marketing aims to maximize 
customer value [2] and satisfaction, as well as the equity that 
characterizes the sum of these for all customers of the 
company. 

This study focuses on customer segmentation based on 
behavioral data due to its availability and evaluation with 
time. RFM analysis is one of the most renowned techniques 
used to evaluate customers based on their buying behavior. 
After collecting and pretreating the data, a new model named 
RFMTS by adding a new dimension is proposed, which is 

satisfaction, to the shopping behavior characteristics. Once the 
values of the new RFMTS model are calculated, k-means the 
most well-known and widely used clustering method [3], [4] is 
applied to variables to segment customers. Finally, the 
behavior of each cluster is analyzed to derive insights and help 
retailers make the right decisions for each cluster. Grouping 
customers into different groups on one hand helps to 
understand customers’ needs [5]. On the other hand it allows a 
company to operate its subsequent segmentation in order to 
optimize its resources, as well as its sales and marketing 
efforts [6]. Furthermore, taking customer satisfaction into 
consideration helps to develop effective marketing strategies 
and reinforce customers loyalty. Customer satisfaction reflects 
the difference between the expected and perceived quality of a 
service [7]. In order to benefit from a large share of the 
market, companies try their best to reach higher levels of 
customer satisfaction, which is an important driving force for 
revenue growth [8], by improving their services [9]. The level 
of satisfaction determines whether a customer would like to 
order once again, and become loyal or leave the company 
[10]. Thus, the motivation for this study to include the 
satisfaction factor. The application of this approach is made on 
the e-commerce public dataset, which connects small 
businesses, but it can be applied to any set of data from which 
the five RFMTS variables can be extracted. 

II. RELATED WORK 

A. RFM (Recency, Frequency, Monetary) 
RFM was first developed by A. M. Hughes [11] as a 

method of analyzing customer value. Over the past few 
decades this models have become a widespread paradigm for 
behavioral segmentation [12]–[14]. RFM makes it possible to 
distinguish, at a given moment, customers according to a 
value which is determined from their time interval since the 
recording of their last order, their frequency of purchases and 
the amount spent on their purchases. 

• Recency (R): represents the value of the period between 
a customer's last purchase and current moment. A 
smaller value of recency implies that the customer 
purchase frequently. Similarly, a big value implies that 
the customer won’t make a purchase shortly. 

• Frequency (F): represents the number of purchases 
made by the customer. It is equal to the total number of 
purchases. A high value of frequency implies a high 
level of customer loyalty. 
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• Monetary value (M): represents the average value of a 
given customer's purchases. This is equal to the sum of 
all customer's purchases divided by the total number of 
purchases. A customer with a high monetary value, is a 
customer who provides high revenue to the company. 

Several publications have attempted to develop new RFM 
models, taking into account additional variables, to test 
whether they perform better than the traditional RFM model. 
For example, Yeh et al. [14] extended the RFM model, 
namely RFMTC, by adding two parameters time since first 
purchase (T) and churn probability (C). In 2012, Alvandi et al. 
and Wei et al. [15] have developed LRFM model taking into 
account the duration (L) between the first and the last 
purchase of a customer. Based on the previous model, Peker et 
al. proposed a new one (LRFMP) by including the customer 
visit period (P) [16]. In 2017, Moghaddam et al. developed a 
new RFM model, namely RFMV, by adding a variable of 
variety of products (V) [17]. In 2018, Yoseph and Heikkila 
[18] introduced purchase rate of change (C) to show the 
quantity and sign of change in customer buying behavior. In 
2021, a new parameter was introduced, the inter-purchase 
Time (T), defined as the time interval between two 
consecutive purchases by a customer in the same store or on 
the same website [1]. However, these expanded RFM models 
lack information revealing customer satisfaction ratings. In 
this regard, in this paper, RFMT model is extended as RFMTS 
model by taking satisfaction (S) into account. 

B. Customer Satisfaction 
The existence of many service providers depends heavily 

on their competitive advantage in terms of customer 
satisfaction (CS) [19]. Existing studies [20], [21] have argued 
that modeling CS is an important research topic. Fornell 
defined CS as the overall evaluation of the quality of a product 
or service by a customer based on his purchase and 
consumption experience [22]. While R. L. Oliver [23] defined 
it as a judgment of the comfort level of a product/service 
feature or the product or service itself provides (or is 
providing) satisfaction related to consumption, including 
levels of underachievement or overachievement. Customer 
satisfaction has been examined extensively in past research, 
which includes the impacts of customer satisfaction [24], [25] 
and identify the determinants of CS [20], [26]. Customer 
satisfaction has not been introduced into the extant RFM 
model for customer segmentation. This article intended to 
introduce Satisfaction into the RFMT model to create a better 
performed model, namely RFMTS. Natural language 
processing is generally used to increase knowledge concerning 
customer satisfaction [27]. In this study S is equal to the sum 
of all customer's review score divided by the total number of 
reviews, since the review score is already defined in the 
database. Let RS0 ... RSn be the review scores given by a 
customer c, thus the Sc value can be calculated as follows 
(Equation 1). 

𝑆𝑐 = ∑ 𝑅𝑆𝑖𝑛
𝑖=0
𝑛+1

              (1) 

C. Decision Making 
RFMTS model can be used to segment customers in order 

to identify which customers are satisfied, unsatisfied, active, 
promising, lost, basic, low-value purchasers, loyal high 
spenders, at risk. Understanding segments can help retails 
better tailor their products, marketing strategies and 
investments. Several combinations of R, F, M, T, S are 
possible, some canceling out in front of the others. Table I 
shows the characteristics of the segments and the actions to 
take into account when dealing with some of them. 

TABLE I. SEGMENTS CHARACTERISTICS 

Segment 
characteristics Action 

High R, High F, 
High M, Short T, 
High S 

Loyal customers: improve their value by enticing them 
to place a few more orders. Increase their loyalty by 
offering exclusive perks that only the best customers 
can access. 

High R, High F, 
High M, Short T, 
Low S 

Loyal unsatisfied customers: solve their problems as 
fast as possible, can’t lose them at any cost. 

High R, Low F, 
Low M, Short T, 
High S 

Promising customers: turn them into loyal customers 
by earning their trust, providing great service, and 
making them lives easier. 

Weak R, Low F, 
Low M, Long T, 
Low S 

Lost customers: identify their cause of dissatisfaction, 
learn from it and design campaigns to reactivate them 

High R, Low F, 
High M, Moderate 
T, High S 

Active customers: just like basic ones, keep them 
interested and active by personalizing their offers. 

Weak R, Low F, 
Moderate M, Short 
T, Hight S 

Basic customers: maximize their value by 
personalizing the offers intended for them. Take 
responsibility and offer a sincere apology if an error 
has occurred 

III. IMPLEMENTATION 

A. Data Origin 
The application of the approach presented in this article, is 

based on a dataset provided by Olist Store, the largest store in 
Brazilian markets that connects small businesses. Therefore, 
this dataset contains many purchases made between the 
periods 2016-2018 in different stores that used the Olist 
service. It is an open-source database, downloadable from the 
Kaggle site (https://www. kaggle.com), known as "Brazilian 
E-Commerce Public Dataset" and whose Fig. 1 illustrates its 
model with its different objects and their associations. In the 
application of the approach presented here, only the Payments, 
Customers, Orders and Reviews sub datasets (described by 
Tables II, III, IV and V) are used because they contain the 
variables necessary for the different variables’ calculations. 

Initially the number of rows of the Customers, Orders, 
Payments, and Reviews sub datasets is 99.441, 99.478, 99.478 
and 98.410 respectively. A first filter was performed to keep 
only the orders already concluded (order_status column) 
reducing their size to 96,478. For the customer data subset, 
after a first filtering only clients of the concluded orders were 
kept, its cardinality is no more than 93357. As for the 
payment, it had to be adapted to that of the orders with the 
same number of elements. 
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Fig. 1. The Dataset. 

TABLE II. PAYMENTS DATASET 

Column  Description 
Order_id Order id 
Payment_sequential Sequences of the payments made in case of EMI 
Payment_type Mode of payment 
Payment_installments Number of installments in case of EMI purchase 
Payment_value Total amount paid for the purchase order  

TABLE III. CUSTOMERS DATASET 

Column  Description 
Customer_id Customer id 
Customer_unique_id Unique id of the Customer 
Customer_zip_code_prefix Zip code of customer’s location 
Customer_city Customer’s City 
Customer_state Customer’s State 

TABLE IV. ORDERS DATASET 

Column  Description 
Order_id Order id 
Customer_id Customer id 
Order_status Order status.i.e shipped, delivered 
Order_purchase_timeslamp Timeslamp of the purchase 
Order_approved_at Timeslamp of the order approval 

TABLE V. REVIEWS DATASET 

Column  Description 

review_id Id of the review given on the product ordered 
by the order id. 

order_id A unique id of order made by the consumers. 

review_score review score given by the customer for each 
order on the scale of 1–5. 

review_comment_title Title of the review 

review_comment_message Review comments posted by the consumer for 
each order. 

B. Data Preparation 
Once the three sub datasets have been filtered and 

prepared, the next step is to merge them by their respective 
primary keys (customer_id, order_id) into a single dataset 
(Table VI) that will be used to generate other data including 
the CLV of each customer. However, the generation of CLVs 
which is done from the models of the Lifetimes library 
requires, as mentioned above, the application of the RFMTS 
model with the determination, for each of the 93357client its 
five variables: recency R, frequency F, monetary value M, 
regularity of purchase T (Time) and satisfaction S. 

C. Generation of Customer Data by Application of the 
RFMTS Model 
At this level, the set of data constituted above (Table VI) 

will be enriched by the generation for each customer of the 
five aforementioned factors: Recency, Frequency, Monetary, 
and Regularity of purchase and Satisfaction value. 

To be able to carry out certain calculations, it is necessary 
to specify the date during which this calculation must be 
carried out to simulate an immediate study of the transactions 
of the company. To be consistent with the initial dataset, 
August 29, 2018, is chosen as the last purchase made. As 
explained before, recency of each customer is equal to the 
period between the last purchase and August 29, 2018. 
Frequency is equal to the total number of purchases made by a 
customer. Monetary value is equal to the sum of all customer's 
purchases divided by the total number of purchases. Inter-
purchase Time is equal to the period between the last and the 
first purchase divided by the frequency. The fifth variable, 
Satisfaction (S), measures the average customer’s satisfaction 
S, it is equal to the sum of all review score divided by the total 
number of reviews given by a customer. 

Table VII presents the new configuration of the study 
dataset after the generation of R, F, M, T and S for each 
customer. 

D. Clustering Customers based on RFMTS Model 
After calculating the variables, Recency, Frequency, 

Monetary value, Inter-purchase time and satisfaction 
(Table VII), the next step is grouping the consumers based on 
the RFMTS model. For this an unsupervised Machine 
Learning method K-Means is using here. 

TABLE VI. INITIAL DATASET 

Customer 
ID Order ID 

Order 
Purchase 
Time 

Payment 
Value 

Review 
Score 

0a0a…a872 e481f…d6af7 10/2/2017 
10:56 10.11 4 

c846…84a1 9c5de…053c 10/2/2017 
10:56 18.12 4 

763c…2b93 11c17…7b62 10/2/2017 
10:56 25.59 3 

… … … … … 

9b7f…77d6 53cdb2…3451 7/24/2018 
20:41 

142.14 
 4 

455c…ba1b 4777…ec65d 8/8/2018 8:38 20.46 1 
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TABLE VII. DATA AFTER CALCULATION F,R,M,T AND S 

Customer ID R F M T S 

0a0a…a872 411.96 2 46.31 121.66 4.34 

c846…84a1 140.34 2.17 83.06 121.66 4.77 

763c…2b93 210.55 2.30 220.76 91.25 3.17 

… … … … … … 

9b7f…77d6 210.54 1.87 5675.43 170 4.05 

455c…ba1b 1350.29 2.15 130.89 320.27 1.24 

1) About K-means: As shown in Fig. 2, the k-means 
algorithm procedure is a simple and easy way to classify a 
data set through a specified number K of clusters a priori [28], 
[29]. Each cluster is characterized by its center of gravity, that 
is, its central point whose coordinates are obtained by 
calculating the average of each of the coordinates of the 
sample points assigned to the clusters. 

2) K-means customers clustering: Before using it, it was 
necessary to normalize the variables, because since it is a 
model that works with the distances of the data, the 
dimensions and magnitudes play a very important role in its 
implementation. As an example. Table VIII presents the array 
of normalized data. 

In the case of this study, the “elbow method” was used to 
indicate the number of clusters which reduces the inertia 
(proximity of points to their centroid) to a relevant point [30]. 

 
Fig. 2. K-means Clustering Algorithm. 

TABLE VIII. ARRAY OF NORMALIZED DATA 

array ([[-0.82886279, -0.84339079, -0.19094101, -0.10203975, -2.29586173], 
 [-0.80920189, -0.82379511, -0.19094101, -0.60932832, -0.06528104], 
 [ 1.96298496, 1.9391955, -0.19094101, -0.34827659, 0.67824586], 
 ..., 
 [ 2.16614759, 2.14168417, -0.19094101, -0.23223394, 0.67824586], 
 [-0.77643372, -0.79113565, -0.19094101, -0.1383473, 0.67824586], 
 [ 1.6156424 , 1.59300518, -0.19094101, -0.41310834, 0.67824586]]) 

TABLE IX. NUMBER OF CUSTOMERS PER CLUSTER 

Cluster Customer 
0  14203 
1  41730 
2 30313 
3  5167 
4  1994 

 
Fig. 3. Elbow Method. 

Fig. 3 shows that the number five is the most appropriate 
for the segmentation. With this number of clusters, the model 
was trained with the scaled database and attaches the created 
labels to the initial Table VII. 

At first glance, it can be seen from Table IX that the “0” 
cluster clearly refers to the group with the highest shopping 
users. A better visualization, of these new segments, can have 
place by using PCA to reduce the variables into two and be 
able to translate them into a scatter plot. 

K-Means model did a good job of clustering the 
customers, but from the result of the graph (Fig. 4) and the 
number of customers per cluster (Table IX), it can be noticed 
that the order of the clusters does not really represent the 
importance of the customer versus profitability. This mini 
theory can be corroborated by looking at the R, F, M, T, S of 
each cluster (Table X). 

 
Fig. 4. PCA Dataset Visualization. 

TABLE X. AVERAGE RFMTS OF EACH CLUSTER 

Cluster R F M T S 
0 212.91 2.25 204.84 273.75 3.15 
1 152.08 2.19 70 30.41 4.65 
2 395.41 2 28.33 10.34 4.51 
3 1216.66 2.05 100.85 395.41 1.51 
4 212.91 1.50 281.91 152.08 4.08 
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3) Visualisation and analysis of the result: Each cluster 
represents a segmentation of the market. To make the right 
decisions and develop efficient marketing strategies, it's 
necessary to analyze and understand the characteristics of each 
cluster. The RFMTS characteristics of each cluster are 
analyzed in this section. Table X lists the average RFMTS 
values of each cluster. Fig. 5, to Fig. 9 represent the 
distribution of the five clusters according to the respective 
distributions R, F, M, T, and S. The x axis of these figures 
represents the different clusters of customers, while the y axis 
represents the respective RFMTS values. The height of each 
rectangle is the range of y value variation, while the y value 
that lines up exactly with the line inside the rectangle 
represents the average value. The dataset used in this study 
contains 93357 customers. Fig. 10 shows the number of 
customers included in each one of the five clusters (C0, C1, 
C2, C3, and C4). Among the five clusters, cluster 0 (C0) has 
the highest percentage of the customers, equal to 44.7%, while 
cluster 4 (C4) has the lowest percentage of the customers, 
equal to 2.1%. 

Cluster 0: contained 15.2% of the total customers 
(Fig. 10). It’s characterized by a high R (7.95 months), low F 
(2.25), high M ($204,84), moderate T (9.46 months) and 
moderate S (3.15). Most customers in this cluster spend 
around $204.84. The last shopping date was around 9,46 
months ago. The average satisfaction rating is around 3,15. 
Therefore, this cluster can be labeled as an active satisfied 
group. 

 
Fig. 5. Distribution of the Five Clusters According to R. 

 
Fig. 6. Distribution of the Five Clusters According to F. 

 
Fig. 7. Distribution of the Five Clusters According to M. 

 
Fig. 8. Distribution of the Five Clusters According to T. 

 
Fig. 9. Distribution of the Five Clusters According to S. 

 
Fig. 10. Clusters Size. 
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Cluster 1: as the largest sized group, Closter 0 represents 
44,7% of all customers (Fig. 10). It’s characterized by a high 
R (5.17 months), low F (2.19), low M ($70), short T (1.17 
months) and a high S (4.65). The last purchase date was about 
5.17 months ago. Even if M is low, the satisfaction is high, 
and T is short. Therefore, cluster 0 can be considered as a 
promising satisfied group. 

Cluster 2: represents 32.5% of the total customers (Fig. 
10). This cluster is characterized by a low R (13.05 months), 
low F (2), low M ($28.33), short T (0.34 months) and a high S 
(4.51). Customers in this cluster spent an average of $28.33, 
shopped twice in a short time, and their last purchase was 
around a year ago, and gave high ratings. Therefore, cluster 2 
can be considered as the basic group. 

Cluster 3: contained 5.5% of the total customers (Fig. 10). 
It is characterized by a weak R (40.03 months), a low F (2.05), 
a moderate M ($100.85), a long T (13.05 month) and a low S 
(1.51). It is the only cluster that simultaneously had low R, F, 
and S. Even if the average expense is around $100,85, the last 
purchase in this cluster was about 40,03 months ago, and the 
satisfaction is really low. Therefore, Cluster 3 can be 
considered as lost unsatisfied group. 

Cluster 4: as the smallest sized group, cluster 4 represents 
2,1% of all customers (Fig. 10). This cluster is characterized 
by a high R (7.56 months), low F (1.50), high M ($281.91), 
moderate T (5.66) and a high S (4.08). The most recent 
shopping date was about 7.56 months ago, the average spend 
is around $281.91, and the ratings are high. For these reasons, 
this cluster can be labeled as a gold profitable group. 

Table XI represent the final table after assigning the 
corresponding cluster label to each customer. 

TABLE XI. FINAL DATASET 

Customer 
ID R F M T S Cluster 

0a0a…a872 411.96 2 46.31 121.66 4.34 Basic 

c846…84a1 140.34 2.17 83.06 121.66 4.77 Promising 
satisfied 

763c…2b93 210.55 2.30 220.76 91.25 3.17 Active 
satisfied 

… … … … … … … 

9b7f…77d6 210.54 1.87 5675.43 170 4.05 Gold 
profitable 

455c…ba1b 1350.29 2.15 130.89 320.27 1.24 Lost 
unsatisfied 

IV. DISCUSSION AND RECOMMENDATIONS 
This study is a sort of monograph on the importance of 

customer satisfaction. Its purpose is to segment customers, the 
heart of marketing strategy [31]. After pretreating the e-
commerce dataset, RFMTS values were calculated for each 
customer. K-means was then used to segment the customers 
into five clusters. Finally, a cluster analysis was conducted to 
identify the characteristics of each customer’s cluster. Cluster 
0 is regarded as the active satisfied group. C1 is the promising 
group. While C2 contains basic customers, C3 is thought to be 

a lost unsatisfied group. C4 is the gold-loyal group. Every 
company is trying its best to make their customers happy in a 
business environment that's highly competitive [32], [33]. 
Compared to previous work based on the RFMT model [1], 
the clusters obtained (lost group, promising, profitable, active 
profitable, and loyal) value the profitability of customers but 
neglect their satisfaction, which is a key factor for any 
successful and sustainable business. In turbulent markets, a 
company’s reputation largely depends on customer 
satisfaction [34]. Failing to take customer satisfaction into 
account can lead to a marketing strategy that is not in line with 
the interests of customers and therefore have a negative effect 
on the business. Even if, in the case of this study, the 
satisfaction rate is high, the company should not rest on its 
laurels because everything can change, since trade is an area 
in perpetual transformation (competition, influence, exchange 
rate). 

Finding new customers for the enterprise is essential, but 
retaining existing customers [35] can be even more important 
and profitable. Therefore, the company should develop 
marketing strategies to retain its customers. 

• Increate the trust: trust is the belief that the other party 
of the exchange will not take advantage of opportunistic 
behavior and will act in a good manner [36]. It has been 
proven that trust has an important impact on customer 
purchase intention [37] and that it’s a critical factor for 
online enterprises’ success. Keeping the promises made 
to customers is essential to increasing customer trust 
and loyalty. 

• Increase the net benefits: net benefit of online shopping 
includes both utilitarian and hedonic value [38]. It's the 
global benefits received from customers while shopping 
online. It includes enjoyment, monetary gain, delivery 
time and after sales service. 

• Improve system quality: System quality has a 
significant impact on online customer satisfaction and 
decision-making [39], [40]. System quality includes the 
elements that evaluate the performance of a website, 
website design, page loading speed, website crashing, 
interruption, flexibility, and ease of navigation between 
pages. 

• Increase customer reacquisition: customer defection is 
the decision to end a contract with a specific company 
[5], [41], [42]. Customer reacquisition provides 
companies with high economic benefits. An average 
business has a 60-70% chance of successfully reselling 
to active buyers, 20-40% to lost customers, and only a 
5-20% chance of successfully sale to new prospects 
[43]. 

V. CONCLUSION AND OUTLOOK 
Segmentation helps to identify potential customers and 

understand their needs, which increases business revenue. 
Based on the existent RFMT (i.e., Recency, Frequency, 
Monetary, and Time) model, satisfaction (S) value was added 
to create a new model called RFMTS for better customer 
segmentation. The new model created can be applied to any 
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dataset from which the 5 variables (recency, frequency, 
monetary, time, and satisfaction) can be extracted. This study 
started with a typical relational database of an e-commerce 
site and ended with a segmentation of each of its customers 
according to their purchasing behaviors and satisfaction. After 
the customers' clusters are defined, business strategies can be 
generated to improve customer relationships. 

Grouping customers into different groups based of the 
proposed RFMTS model helps decision makers identify 
market segments more clearly and thus develop more effective 
marketing and sales strategies to build customer loyalty [44]. 
This study opens the door to many outlooks, for example: 
Reinforced learning can be based on the results obtained in 
order to identify the cluster target of each type of offers. Being 
able to identify the best target for a specific offer allow the 
company to win at several levels, whether it be at the 
investment level, that the level of customer satisfaction, 
knowing that they prefer to receive that the adequate offers to 
their preferences. 
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Abstract—Global Positioning System (GPS) has been 
developed in outdoor environments in recent years. GPS offers a 
wide range of applications in outdoor areas, including military, 
weather forecasting, vehicle tracking, mapping, farming, and 
many more. In an outdoor environment, an exact location, 
velocity, and time can be determined by using GPS. Rather than 
emitting satellite signals, GPS receivers passively receive them.  
However, due to No Line-of-Sight (NLoS), low signal strength, 
and low accuracy, GPS is not suitable to be used indoors. As 
consequence, the indoor environment necessitates a different 
Indoor Positioning System (IPS) approach that is capable to 
locate the position within a structure. IPS systems provide a 
variety of location-based indoor tracking solutions, such as Real-
Time Location Systems (RTLS), indoor navigation, inventory 
management, and first-responder location systems. Different 
technologies, algorithms, and techniques have been proposed in 
IPS to determine the position and accuracy of the system. This 
paper introduces a review article on indoor positioning 
technologies, algorithms, and techniques. This review paper is 
expected to deliver a better understanding to the reader and 
compared the better solutions for IPS by choosing the suitable 
technologies, algorithms, and techniques that need to be 
implemented according to their situation. 

Keywords—Global positioning system (GPS); indoor 
positioning system (IPS); real-time location system (RTLS) 

I. INTRODUCTION 
The positioning system is a method to determine the 

position of the object in space. In today's economy, many 
positioning systems are employed in all areas. In general, the 
positioning system can be divided into three types which are 
Global Positioning System (GPS), Local Positioning System 
(LPS), and Hybrid Positioning System (HPS) which have been 
highly useful in a wide variety of outdoor and indoor 
environments [1]. GPS is one of many satellites orbiting around 
the universe. GPS has several uses in a variety of fields in 
outdoor environments such as military, weather forecasting, 
vehicle tracking, mapping, farming, etc. [2]. An exact location, 
velocity, and time can be determined by using GPS. Rather than 
emitting satellite signals, GPS receivers passively receive them. 
The object's precision ranges from 2 to 6 meters. However, GPS 
is not suitable to determine the location indoors because there is 

No Line-of-Sight (NLoS), low signal strength, and low 
accuracy.  

LPS is one of the positioning technologies included in 
electronic performance and tracking systems, as it determines 
the position of an object in the Cartesian coordinate system [3]. 
It usually allows users to collect data to keep track of external 
load needs. Zone (up to 20 meters) and precise placement (from 
0.1 to 3 meters) are types of LPS. The use of optimal LPS in an 
indoor environment becomes necessary with good accuracy, 
precision, cost, power consumption, and coverage. Wireless 
Fidelity (Wi-Fi), Bluetooth Low Energy (BLE), Radio 
Frequency Identification (RFID), and Ultrawideband (UWB) 
are an example of common wireless communication that is 
involved in LPS. However, LPS is more complex and expensive 
compared to GPS due to the deployment of infrastructure and 
hardware. 

Meanwhile, HBS is a combination of GPS with LPS to track 
items in both outdoor and indoor environments. These systems 
were created to address the limitations of GPS, which is 
extremely accurate in open spaces but fails to perform well 
indoors or between tall buildings. Better position estimations 
can be determined by hybridizing the positioning information 
from different technologies. This way, the combination can 
enhance the system's accuracy and availability in diverse 
locations [4]. The solution is highly optimized, with 
opportunistic fingerprint selection and floor change detection 
minimizing time-consuming processing and a battery-saving 
subsystem reducing power consumption by turning off 
unnecessary technologies. 

Through all of the positioning systems available, it can be 
divided into outdoor positioning and indoor positioning. For 
outdoor positioning, the GPS can always support with high 
accuracy, but Indoor Positioning Systems (IPS) face more 
challenges than outdoor positioning due to pervasive hindrances 
and interaction interference [5], multi-path effect, fading, 
reflecting, deep shadowing effect, and delay deterioration. 

IPS refers to the technology that helps to locate the position 
of people or objects inside the buildings. The location data is 
sent into some sort of application software to make the data 
useful. The design of IPS depends on what type of indoor 
positioning technologies, indoor positioning algorithms, and 
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indoor positioning techniques are used in the system. IPS 
technologies provide a variety of location-based indoor tracking 
solutions [6], such as Real-Time Location Systems (RTLS), 
navigation, inventory management, and first-responder location 
systems. 

IPS also can be divided into self-positioning and remote-
positioning systems. A self-positioning happened when a 
system the positioning was measured by the node (device) 
itself. The node will act as a receiver and the transmitter will be 
the anchor node surrounding. By using this system, it 
guarantees privacy, but in another way, it burdens the node with 
the computational service to measure its location or position. 
The example of this system should have a reference sensor node 
also known as an anchor node with a known position and a 
target such as a node, object or people to be located (device). 
The reference sensor node sends a range request to the target's 
compatible mobile device such as a smartphone. Smartphones 
receive the signals and respond to the reference sensor node 
with a response. Sensors will calculate the traveling time 
between sensors and smartphones. The computed time sent by 
the sensors will then be received by the calculating center. A 
computation center is often a Personal Computer (PC) or a Base 
Station (BS). The calculating center, which had a strong 
computational capability, used a positioning algorithm to 
process the provided data and obtain the target's location result. 

While, for the remote-positioning, the receiver will be 
placed at the anchor node surrounding while the node (device) 
will be reacted as the transmitter. The computational system 
will be a burden on the infrastructure (the server) while the node 
(device) can have lower power consumption. In this positioning 
system, the node (device) uses signals, transmitted by the 
anchor node to calculate its position. 

IPS can be divided into two phases which is signal 
measurement is the first phase. The physical position of the 
target node will be calculated in the second phase using the 
signal characteristics collected in the first phase. The most 
frequent approach is ranging, which involves obtaining distance 
or angle estimations. Geometric techniques will be used to 
determine the target node's position as the intersection of 
position lines derived from position-related parameters at 
reference nodes. The two most popular geometric approaches 
are Trilateration and Triangulation. To filter the measurement 
noise and improve the accuracy, optimization-based statistical 
techniques are often used. The communication entity associated 
with individuals is represented in the first phase by certain 
signals transmitted between the target node and sensor nodes, as 
well as the number of reference nodes represented by the sensor 
nodes. At this moment, receivers will be gathering information 
about the signal's characteristics such as arrival time, signal 
intensity, and direction. 

II. LITERATURE REVIEW 
Recently, Wi-Fi technologies in indoor positioning system 

have been topic of interest among researchers. The subsections 
that follow present some existing works for indoor positioning 
that implemented RSSI algorithm and Trilateration technique. 
RSSI algorithm are the most popular range-based. The primary 
concept is to use the power of the received signal, knowledge of 
the broadcast power, and the route loss model to estimate the 

distance between a transmitter and the receiver [7]. Trilateration 
technique is used to determine an object position using 
simultaneous range measurements from at least three reference 
APs at known locations. 

The BLE with RSSI algorithm were proposed in [7]. 
Positioning algorithm were implemented in Java using Android 
SDK and been tested in Huawei B199 smartphone. Four 
Beacon devices were placed in one room and mobile device 
were placed in four different positions. The distance between 
mobile devices with Beacon devices were calculated by using 
RSSI and filtered by using Kalman Filter. Triangulation was 
used to calculated the current location of mobile devices. The 
average accuracy achieved in this system was 0.2 – 0.4m. 

Researchers in [8] presented a Beacon Bluetooth device to 
overcome the limitation of other technologies. The distance 
estimation of the beacons, the number of signals collected by 
Android devices, and the internet connection from the Android 
smartphone all impact the accuracy of the user position. The 
Trilateration technique was employed in this study, along with a 
measuring methodology based on RSSI value. The result shows 
that accuracy achieved is 84%. According to the findings of the 
test, objects with thickness and density have a significant impact 
on the RSSI of the Beacon devices. Calibration on Beacons is 
important for fine-tuning RSSI values at a distance of 1 meter in 
order to improve the accuracy of the estimated distance between 
the beacon and the device. Disadvantages of using Bluetooth 
beacon is, to get high accuracy, more beacon devices need to be 
installed and resulting high in cost. 

Therefore, after reviewing the limitations of other projects, 
this review suggests an implementation of existing Wi-Fi 
infrastructure with received signal strength values. In addition, 
the integration of RSSI algorithm and Trilateration technique 
with been suggested to determine the improvement of accuracy 
in the system. 

III. INDOOR POSITIONING TECHNOLOGIES 
There are many different types of technologies that can be 

implemented in IPS. It is important to use the correct 
technology based on the type of positioning that needs to be 
developed. Satellite-Based, Magnetic-Based, Inertial Sensor-
Based, Sound-Based (Audible Sound, Ultrasonic Sound, 
Acoustic Sound), Optical-Based, Radio Frequency-Based (Wi-
Fi, BLE, RFID, and UWB), and Vision-Based [9] are examples 
of technologies as shown in Fig. 1. 

A. Satellite-based 
The most popular system for outdoor systems is the 

Satellite-Based. It is based on a global network of satellites that 
transmit radio signals in medium-earth orbit. The basic GPS 
service provides users with an approximately average User 
Range Error (URE) of less than 7.8 meters 95 percent of the 
time, anywhere on or near the surface of the earth [10]. Satellite 
control systems take little effort and cost to set up, but their 
operation necessitates the installation of monitoring systems and 
dispatching software. 
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Fig. 1. Types of Indoor Positioning Technologies. 

Despite all of the benefits, GPS only works in open areas 
where satellite signals are consistently received. The scope of 
the global system is limited to transport and in some cases, 
mobile personnel [11]. However, due to technological limits of 
signal re-reflection in the premises, even with wide windows, 
satellite technologies will not be useful for premises, 
manufacturing, or deep mining. 

B. Magnetic-based 
To determine the locations which relate to magnetic indoor 

positioning, the use of geomagnetic fields has been distorted 
[12]. Magnetic fields can be used in IPS in two methods [13]. 
The first method is when one makes use of anomalies induced 
by disruptions in the earth's magnetic field to perform 
positioning. Another method is using artificially generated 
magnetic fields in which coils of current-carrying wire are 
installed in strategic areas throughout the structure. On 
receiving node, each coil's magnetic field strength is measured. 

To build an efficient magnetic field map, a map-building 
system for magnetic fields is needed. The magnetic field system 
consists of sensors such as an array, odometry, and a data 
alignment system. The position of the system is estimated by 
using odometry when the system is moving in a test area. At the 
same time, magnetic field data is measured. Finally, a magnetic 
field map is built when the data are aligned with the position. 
Earth's geomagnetic-based positioning system which is based 
on Earth does not require any additional hardware because it 
enables a smartphone compass to locate the position in an 

indoor environment [14]. It also has a stable signal [15]. The 
robustness can be obtained when using magnetic fields as 
fingerprinting in indoor environments [16]. When constructing 
indoor positioning systems, resilience is important since it may 
significantly minimize the number of measurements and time 
required to create a large fingerprint database. 

External factors such as device diversity and user diversity 
need to be aware. Magnetic sensors may be made using a 
variety of sensing technologies and materials. As a result, 
multiple magnetic sensors at the same position may produce 
different results. Magnetic reading might be slightly different 
when using different sensors [17]. In addition, the different user 
has different step lengths; hence they generate different 
magnetic fingerprints. 

C. Inertial Sensor-based 
Sensors based on inertia and associated measurement 

principles are known as inertial sensors. Accelerometers and 
gyroscopes are an example of inertial sensors. It does not 
require any external references [18] and installation since it 
does not depend on the environment. 

The orientation inaccuracy will develop with time owing to 
sensor drift and recursive computation. Because accurate 
orientation information is a requirement for personal 
tracking/positioning and movement monitoring, incorrect 
orientation will impair the calculated accuracy of position. 
Magnetic field sensors are fused with inertial sensors using a 
Kalman filter to offer a long-term stable orientation solution. 

In addition, the Inertial Navigation System (INS) is another 
localization navigation technology that is capable of calculating 
the location by a self-contained navigation technique that uses 
the existence of computers, motion sensors, and rotation sensors 
to be as the reference point. INS is normally used for a wide 
range of applications such as navigation of aircraft, tactical and 
strategic missiles, and submarines. 

D. Sound-based 
Another technology used for localization systems is Sound-

Based which is normally used in underwater monitoring and 
tracking. This technology can be classified into three categories 
which are Audible Sound, Ultrasonic, and Acoustic Sound. 
Sound waves travel at a slower rate than electromagnetic waves 
leading to the major problem which is to make time 
synchronization easier. 

1) Audible sound: Due to its intrinsic qualities, Audible 
Sound has recently been studied as an emergent technique. 
Audible Sound can be used to store the data for location 
systems [19]. It has similar qualities to ultrasound but is less 
expensive and more acceptable for use in everyday life 
because of the availability of off-the-shelf equipment with 
broader coverage, such as loudspeakers and mobile phones, 
which may be utilized with just modest modifications. 
Audible Sound was assumed that it would disrupt the acoustic 
environment unfavorably [20], so it was not tackled. 

2) Ultrasound: Ultrasonic systems employ sound 
frequencies above the hearing range (above 20 kHz) to 
establish the user's location by measuring the time an 

479 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 6, 2022 

ultrasonic signal takes to travel from a transmitter to a 
receiver. 

“Active” and “Passive” are types of ultrasonic systems. The 
ultrasonic positioning system can be implemented in various 
applications such as healthcare, hotel business, offices, and 
other indoor building. The Time-of-Flight (ToF) approach, 
which involves measuring the signal propagation time from the 
sensor to the receiver, is the basis for ultrasonic positioning. 
Special tags use to transmit ultrasound impulses are applied to 
measure the distance. The receiver network analyses these 
signals and delivers data to the central system, which calculates 
the position with a 3 cm precision using multilateration. 

The advantage of ultrasonic is it can work in real-time. The 
frequency of the signal varies can be up to 3 seconds. It also can 
carry out the system's operational deployment with fine-tuning. 
Apart from that, the accuracy of ultrasound can be identified 
within several centimeters. 

However, an ultrasound signal is only slightly influenced by 
its surroundings and has very little penetration through walls 
[21], which might help it be more useful in the suggested 
ultrasonic indoor locating system. 

3) Acoustic sound: Due to its unique benefits, audio-based 
indoor positioning technology, which functions by producing 
and receiving acoustic signals between nodes and the 
placement target, has recently gotten a lot of attention. An 
Angle of Arrival (AoA), Time of Arrival (ToA), Time 
Difference of Arrival (TDoA), and Frequency Difference of 
Arrival (FDoA) are measurements that depend on acoustic 
signal measurement. The measurements have been 
implemented in audio-based indoor positioning. 

E. Optical based 
Optical-Based positioning used for localization is normally 

in the form of an Electro-Magnetic (EM) spectrum since the 
techniques and challenges are quite different. This system is a 
flexible navigation system for deep space operations. Optical 
positioning can be characterized into two, which are Infrared 
(IR) and Visible Light Communications (VLC). 

1) Infrared (IR): An IR communication technology is 
extensively used, low-cost, and widely available [22]. Infrared 
signals are employed in a variety of applications, from 
consumer remote controls to data transmission. In [22], the 
researcher proposed a low-range IR signal with AoA 
estimation. The proposed concept is applied to overcome the 
localization problem that prevents NLoS issues. It has been 
applied to navigate a grocery cart in a difficult environment. 
The results of the tests range from centimeter-level accuracy 
in a static 1 Dimension (1D) environment to 1 m mean 
localization error in a 2 Dimension (2D) setup for a mobile 
cart moving at 140 cm/s. These findings suggest that utilizing 
easily accessible IR technology and low-cost hardware 
components, suitable localization precision, and real-time 
navigation support may be accomplished in the supermarket. 

Other than that, [23] stated that IR Light Emitting Diode 
(LED) with a wide emitting angle is less complex than a laser-
based. However, to have a sufficiently high Signal-to-Noise 
Ratio (SNR) for effective demodulation, a complex sensor 
design is required. 

2) Visible light communications (VLC): VLC has been 
deemed an appealing alternative for indoor location systems. 
Triangulation is one of the algorithms that has been applied in 
the VLC positioning system due to its low cost and accuracy. 
The location can be estimated using the geometric properties 
of the triangle, where the light-emitting diodes (LEDs) serve 
as anchors and the receivers serve as agents in VLC systems, 
by measuring the distances between multiple reference 
anchors. In harsh environments, however, the triangulation 
positioning algorithm may fail. 

The advantages of VLC are illuminance that can be dimmed 
[24], intrinsic security, and a spectrum that is generally 
available. Furthermore, because VLC-based systems are less 
susceptible to multipath propagation and disturbance from other 
wireless devices, they should give superior location accuracy to 
radio-wave alternatives. VLC does not produce electromagnetic 
interference and it can be implemented in restricted buildings 
such as hospitals [25]. 

F. Radiofrequency 
Radiofrequency (RF) technology was commonly used in 

IPS. It is a mixes narrow-band with spread-spectrum 
transmissions and is based on signal strength technologies [26], 
which are especially useful for wireless communication devices. 

Wi-Fi, BLE, RFID, and UWB are among the common 
wireless communication technologies involved in RF. While 
RF-based systems offer various advantages for positioning, they 
have a severe flaw in the indoor environment. Accuracy, cost of 
implementation, and power consumptions are the important 
parameters that need to evaluate to choose the best and most 
affordable technologies. 

1) Wireless fidelity (Wi-Fi): Now-a-days, Wi-Fi, which is 
based on the IEEE 802.11 standard, is well-known and widely 
used in radio technology. When there are enough Wi-Fi access 
points and no dedicated infrastructure is required, Wi-Fi-based 
procedures are employed in interior scenarios; alternatively, 
existing building infrastructure may be utilized because most 
current buildings are equipped with Wi-Fi access points. Wi-
Fi-based indoor navigation systems commonly used RSS 
Fingerprinting, Triangulation, or Trilateration techniques [27] 
for location estimation. 

Access points are commonly utilized in a building's planned 
or current Wi-Fi wireless networking capacity whose position 
has been optimized for data connection. It calculates the 
distances between three or more Wi-Fi access points using the 
Wi-Fi receiver in a smartphone. 

The accuracy of Wi-Fi for interior locating is normally 5-15 
meters. The precision of this measurement is determined by the 
amount of shielding provided by walls, ceilings, and people, as 
well as the number of entry points. The inclusion of smartphone 
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sensors can enhance the findings, and the floor level can also be 
determined. The implementation of Wi-Fi might be low due to 
the existing Wi-Fi structure in each building; however, power 
consumption for a Wi-Fi-based positioning system is high. 

2) Bluetooth low energy (BLE): BLE is a kind of wireless 
communication optimized for short-range communication. It 
is virtually as accurate as Wi-Fi-based systems, and they 
employ RF signal sources to monitor users' whereabouts via 
proximity sensing or RSSI fingerprinting. 

Smartphones are now often utilized as receivers for both 
Bluetooth and Wi-Fi signals, following recent advancements. 
Beacons are small devices for BLE that be mounted on the 
walls [28]. Beacons device use battery power supply, as for that, 
it requires battery placement. 

For BLE, complex signal processing is needed to reach 
good accuracy. The implementation cost for BLE is low as it is 
one of the most popular and easily used in indoor positioning. 
The power consumption for BLE can be high due to high data 
throughput. 

3) Radiofrequency identification (RFID): RFID is a 
traditional method of automated identification that is based on 
RF wireless communication technology. A typical RFID 
system contains tags such as transponders, smart tags, a 
reader, and a host computer and software/ infrastructure. A 
wired or wireless connection connects the reader to the host 
computer. For tracking reasons, on electromagnetic transfer 
between RFID readers and RFID tags [29]. It mixes narrow-
band with spread-spectrum transmissions and is based on 
signal strength technologies, which are especially useful for 
wireless communication devices. The electromagnetic field of 
sources or equipment produces radio waves. 

The accuracy of RFID can be determined in a short range of 
0.5 to 1m and does not suitable for high-range scale location 
usage. The batteries of RFID tags also have to be replaced if it 
needs to do a large coverage. The complexity is getting high 
due to the implementation of complex algorithms such as the 
Kalman filter, K-Nearest Neighbor (KNN), and Radio map. 
RFID has low power consumption. 

4) Ultra-wideband (UWB): UWB is a radio technique that 
uses a wide section of the radio spectrum to distribute high-
bandwidth communications. It allows UWB to transmit large 
amounts of data with consuming minimal energy for short-
range communication [30]. UWB pulses have a low frequency 
that allows them to travel through walls, equipment, and other 
impediments. It also will not interact with current Radio 
Frequency (RF) systems if it were properly constructed. Since 
reflected signals do not overlay directly with received signals, 
UWB's brief transmission pulses make it easy to differentiate 
between direct and reflected signals. As a result, multipath 
interference is not a problem with UWB. Fixed-location 
sensors receivers and tags are used in UWB. 

The accuracy of UWB can be achieved by 0.1 to 0.3 meters 
which is much better than Wi-Fi and BLE. However, this 
technology is a unique solution that necessitates the use of 
certain components that it is best suited to industrial 
applications. Compared to other positioning technology 
systems, UWB utilizes less power, allowing for greater power 
efficiency and longer device battery life. The implementation of 
UWB is quite complex because it requires signal acquisition, 
synchronization, and tracking with high precision. 

G. Vision-based 
This method is based on video data processing and 

assessment. In general, there are two ways [31] to conduct 
video-based localization which are fixed camera systems and 
mobile camera systems. 

1) Fixed camera system: Fixed camera systems are used 
when they can be mounted in fixed locations. For example, the 
moving objects have been captured using one or more 
cameras. The tracking target's characteristics must be utilized. 
If the target's prominent characteristics show in the camera's 
field of vision, the target's location may be determined by the 
camera's fixed position. The target's location is determined by 
its location inside the recorded picture and the spatial 
distribution of its conspicuous characteristics. 

2) Mobile camera system: The camera in the mobile 
camera system is already equipped to perform the localization 
with the known position in several landmarks. There are two 
stages in localization to determine the mobile camera's 
location and orientation; the offline stage and the online stage. 
mages of the environment are captured at predefined locations 
and each image is processed to extract its unique features that 
are stored in a database in the offline stage. During the online 
stage, the camera captures a picture, which is then extracted 
and matched to previously recorded attributes to determine the 
camera's position. 

IV. INDOOR POSITIONING TECHNOLOGIES DISCUSSION 
Each one of the technologies has its specialty. From the 

table below, we can conclude that GPS is not suitable to use in 
an indoor environment. Magnetic-based is suitable to determine 
the accuracy of position; however, it is complex and high in 
cost. In addition, inertial-based also can be used to determine 
the high accuracy and can be developed in a wide range of 
applications. However, fused with magnetic-based to get a long-
term stabilization, it makes the system complex. Due to the high 
cost and its complexity, sound-based is the least suitable for 
indoor positioning systems. Optical-based and visual-based are 
low in cost system; however, it is complex and less accurate 
compared to other technologies. 

Recently, the RF communication technologies such as Wi-
Fi, BLE, RFID, and UWB are widely used in indoor positioning 
to develop location estimation. Their characteristic such as 
power consumption, accuracy, and cost are the factors that have 
been evaluated due to the benefits of an indoor positioning 
system as shown in Table I. 
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TABLE I. SUMMARY OF TECHNOLOGIES IN IPS 

Technologies  Advantages Disadvantages  

Satellite-Based 
• GPS easy to navigate 
• Low-cost 
implementation 

• Cannot be implemented 
in an indoor environment  
• Less accurate  

Magnetic-Based • High accuracy  
• High-cost 
implementation  
• Complex  

Intertial-Based  

• High accuracy 
• Wide range 
application 
• Does not 
require hardware 
installation 
• High accuracy  

• Fused with magnetic to 
get long-term stabilization 
• Complex 

Sound-Based 

Audible Sound • Less expensive 
• Easy to implement 

• High-cost 
implementation  

Ultrasonic • Close range distance 
measurement 

• High-cost 
implementation 

Acoustic sound 
• Low-cost 
implementation 
• Easy to implement 

• Complex  

Optical-Based • Low-cost 
implementation 

• Complex 
• Low accuracy 

Radio Frequency (RF)-Based 

Wi-Fi • Low-cost 
implementation  

• High power 
consumption 

BLE 

• Low power 
consumption 
• High accuracy 

• Complex  
• High-cost 
implementation 

RFID 

• Small size 
• High accuracy 
• Low power 
consumption  

• High-cost 
implementation 
• Complex  

UWB 
• High-in accuracy 
• Low power 
consumption  

• High-cost 
implementation  

Vision-Based • Low-cost 
implementation 

• Low accuracy 
• Complex  

V. INDOOR POSITIONING ALGORITHMS 
Signal characteristics with geometrical parameters made up 

of metrics like angle, distance, and the signal may be used to 
compute the position of an object or user. The algorithms for 
indoor positioning as displayed in Fig. 2 are divided into two 
which are directly based and distance-based. The Angle of 
Arrival (AoA) and Angle Difference of Arrival (ADoA) can be 
categorized as direction-based. In addition, distance-based [32] 
are Phase of Arrival (PoA), Phase Difference of Arrival 
(PDoA), Reference Signal Received Power (RSRP), Received 
Signal Strength Indicator (RSSI), Channel State Information 
(CSI), ToA, TDoA, and Round-Trip Time (RTT). 

A. Direction-based 
1) Angle of arrival (AoA)/ angle difference of arrival 

(ADoa): The word ‘Angle of Arrival’ (AoA) is used in a 
simplified technique for 2D operation, calculating angles in a 
single plane [33]. Using multiple AoAs with known receiver 
absolute position, any multilateration approach may be used to 
determine the sender's absolute coordinate. An equipment 

upgrades at receiver AoA [34] and error in non-linear 
dependent are primary difficulties. 

The localization of AoA is determined by using directional 
antennas or antenna arrays as shown in Fig. 3. An antenna array 
may be used to determine the angle at which the broadcast 
signal impacts directly on the receiver by leveraging and 
measuring the difference in time of arrival at selected antennae 
array members. The position of the source is restricted along a 
line along the predicted line of bearing by a single AoA 
measurement. A triangulation technique may be implemented to 
produce position estimation when numerous AoA 
measurements are collected concurrently according to the 
environment. 

To determine mobile node location, at least two reference 
nodes are required to perform the AoA algorithm. An equation 
for AoA is as follows [35]: 

𝑥 = 𝑑𝑖𝑐𝑜𝑠(∅𝑖) + 𝑥𝑖 , 

𝑦 = 𝑑𝑖𝑐𝑜𝑠(∅𝑖) + 𝑦𝑖 , 𝑖 = 1, 2, 3  (1) 

 
Fig. 2. Types of Indoor Positioning Algorithms. 
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Fig. 3. AoA based Localization. 

B. Distance-based 
1) Phase of arrival (PoA): The phase of the carrier signal 

is used to calculate the distance in PoA ranging methods [36]. 
In a passive RFID 2D localization system, the PoA positioning 
approach was applied to improve the accuracy [37] and reduce 
the disruptions caused by multipath propagation. 

To improve their effectiveness, PoA techniques can be used 
with other techniques like ToF, TDoA, and RSSI. However, for 
great accuracy, PoA positioning techniques may require LoS. 

2) Phase difference of arrival (PDoA): PDoA methods, 
which employ the delta between phases of the receiver to 
determine the angle between receivers and transmitters, were 
originally used in radar systems [38]. PDoA only requires two 
antennas. It does not need time to synchronize among base 
stations compared to TDoA positioning. 

3) Reference signal received power (RSRP): RSRP 
variables are physical layer data from a 4G cellular system 
that are used to anticipate a user's position with absolute 
precision [39]. RSSI algorithm is used to determine RSRP. It 
uses cell-specific reference signals to compute the mean 
achievable strength. As a result, compared to regular RSSI, it 
may provide more signal strength information linked with 
varied locations. 

4) Received signal strength indicator (RSSI): The 
Received Signal Strength (RSS), also known as the Received 
Signal Strength Indicator (RSSI), is a measurement of the 
strength of a radio signal that has been received. [40]. RSSI is 
also known as a measurement to show the condition of 
received power in the anchor nodes and it is used in most 
wireless communication methods [41]. RSSI-based 
localization has the advantage of simplicity [42]. RSS-based 
target localization is a popular issue in wireless sensor 
networks, with several applications [43]. This method is based 
on video data processing and assessment. 

The traditional approach to RSS-based localization is to use 
RSS data to derive distance information between the sensor and 
the target. Unfortunately, when the number of sensors is 
insufficient, the traditional RSS-based localization approach 
fails to attain adequate accuracy due to the deteriorating effects 
of fading, shadowing, and reflections of the radio signal. 

Furthermore, many targets are active at the same time in 
multiple target localization settings, and target signals overlap at 
each sensor. The traditional approach is no longer practicable 
since it is difficult for a sensor to directly extract distance 
information from every target. As a result, developing an 
effective RSS-based localization technique for various targets is 
quite important. 

Hardware modifications such as the smartphone's form 
factor, receiver module due to a number, internal circuitry 
architecture, and antenna design such as built-in signal 
processing and data loss can all affect RSSI readings [44]. RSS 
readings may be acquired with little effort and without 
additional circuitry, resulting in significant cost and energy 
savings for sensors. With the estimation, position information 
can be acquired. Fig. 4 shows an overview of how signal 
strength affects distance. The user node is to be estimated. RN1, 
RN2, and RN3 as reference nodes. There are three processes to 
determine the user position [45]. First, collect and measure 
RSSI. The second process is determining the RSSI distance 
using the path-loss equation. Lastly, position estimation uses the 
Trilateration method. 

The distance between Mobile Node (MN) and each APs can 
be determined using RSSI from the Distance Power Law 
equation [46]: 

𝑃𝑟(𝑑𝑖) = 𝑃𝑟(𝑑0) − 10𝑛𝑙𝑜𝑔(𝑑𝑖
𝑑0
 ) + (−𝑇) × 𝑊𝐴𝐹  (𝑑𝐵𝑚)  (2) 

𝑃𝑟(𝑑0) represent the initial value, 𝑑0 is received power at a 
close-in reference distance of one meter, 𝑑𝑖  is the distance 
between transmitter and receiver, 𝑛 is the path loss exponent 
between 0 to 5, 𝑇  is several walls between transmitter and 
receiver, 𝑊𝐴𝐹  is Wall Attenuation Factor. Based on the 
equation above, the distance 𝑑𝑖 can be calculated as follows: 

𝑑 = 𝑒(
𝑃𝑟(𝑑0)−𝑃𝑟�𝑑𝑖�−𝑇∗𝑊𝐴𝐹

10 )             (3) 

5) Channel state information (CSI): In Wi-Fi indoor 
positioning, Channel State Information (CSI) is commonly 
been applied. It is because of the features based on the 
physical layer and descriptions of amplitude and phase 
information; CSI can represent fine-grained channel 
information. As a result, most researchers are interested in 
CSI-based positioning [47]. Signals are propagated in a Wi-Fi 
network using Orthogonal Frequency Division Multiplexing 
(OFDM) modulation. The signal is received by the terminal 
after being broadcast across the multipath channel by OFDM, 
which divides the communication channel into orthogonal 
sub-channels of various frequencies [48]. The properties of the 
communication link between the transmitter and the receiver 
are represented by CSI. CSI can be expressed as [48]: 

𝑌 = 𝐻𝑋 + 𝑁              (4) 

Y represents the received signal vector. H is the channel 
information matrix, X is the transmitted signal vector, and N is 
additive white Gaussian noise. CSI also can be expressed as: 

𝐻� = 𝑌
𝑋
               (5) 
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Fig. 4. RSSI-based Localization. 

H�  represents the Channel Frequency Response (CFR) for 
each subchannel. Researchers in [49] proposed deep learning-
based indoor fingerprinting using CSI named as DeepFi. The 
system architecture is divided into offline and online training. 
Deep learning is used to train all the weights in offline training. 
Moreover, to decrease complexity, a greedy learning technique 
is employed to train all the weights layer by layer. During 
online training, the researcher used the probabilistic method to 
obtain the location. The result shows that DeepFi successfully 
minimizes location error when compared to three current 
approaches. 

The extreme multipath and shadow fading effects, as well as 
the sensitivity to the dynamic environment, are two 
major obstacles to a functional CSI-based indoor positioning 
system. Short and long-term interference will cause the signal 
unavailable: 

6) Time of arrival (ToA): The absolute time when a radio 
signal from a transmitter reaches a distant receiver is known as 
the Time of Arrival (ToA) [50]. The simplest and most 
popular ranging approach is a ToA, which is most famously 
utilized in the GPS [51]. This algorithm is based on 
determining the time when the signal was sent to the target, 
the time when the signal arrives at the target, and the speed at 
which the signal travels. When all of these are known, the 
distance can be calculated by using [51]: 

𝑑  =  𝑐 ∗ (𝑡𝑎𝑟𝑟𝑖𝑣𝑎𝑙 − 𝑡𝑠𝑒𝑛𝑡)             (6) 

C is the speed of light. The set of probable target locations 
may be identified using this distance. Many radiolocation 
systems employ ToA readings to accomplish true-range 
multilateration geo-positioning. When signals move at a 
constant velocity, the real range or distance may be determined 
directly from the ToA. The measured ToA depicts a circle with 
its center at the receiver in two-dimensional (2D) space, and the 
source must be on the circumference. In 2D, an equation is as 
follows [51]: 

𝑑  =  �(𝑥𝑟𝑒𝑓 − 𝑥)2 + (𝑦𝑟𝑒𝑓 − 𝑦)2            (7) 

(𝑥𝑟𝑒𝑓 ,𝑦𝑟𝑒𝑓) is a known position of reference point. At least 
3 or more reference points are needed to determine the target 

position by finding the intersection. Fig. 5 states that 2D 
location estimation required a minimum of three sensors where 
A, B, and C are the distances between transmitter and receiver. 
An intersection can be required if there are at least three 
sensors. Meanwhile, for 3-Dimensional (3D) position 
estimation, it required at least four sensors [52] as shown in 
Fig. 5. 

The clocks of the tag and the reader must be synchronized to 
get a perfect measurement of elapsed time. However, the cost 
for implementation is high and it is more complex. 

7) Time difference of arrival (TDoA): TDoA is a common 
approach for identifying targets using a set of sensor nodes 
with known positions. [53]. It is the second most used range 
technique, and it is more versatile than ToA in some ways. 
The time signal was received and the speed at which it 
traveled is all that is required for this technique. It is not the 
time when the signal was transmitted from the destination. 
Unlike previous geolocation methods, TDoA delivers accurate 
geolocation even for signals with power levels below the noise 
floor. 

To achieve high-accuracy TDoA, precise synchronization 
between receivers is required. Anchors must be precisely 
synced, which necessitates the usage of synchronization 
beacons. Fig. 6 shows the working principle of TDoA. 

 
Fig. 5. ToA-based Localization. 

 
Fig. 6. TDoA-based Localization. 
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At a specific moment of timestamp at reception, T0, the tag 
will blink and four access points receive the message at various 
times (T1…T4). The difference time of arrival has to be 
computed to estimate the position of the tag using this equation 
[51]: 

△ 𝑑 = 𝑐 ∗ (△ 𝑡)               (8) 

where c is the speed of light, ∆𝑡 is the difference in arrival 
times at each reference point. Meanwhile, for 2D, the equation 
is as follows [54]: 

△ 𝑑 = �(𝑥2 − 𝑥)2 − (𝑦2 − 𝑦)2 − �(𝑥1 − 𝑥)2 − (𝑦1 − 𝑦)2
               (9) 

where (𝑥1,𝑦1)  and (𝑥2,𝑦1)  is a known position. This 
equation may be changed to the form of a hyperbola via 
nonlinear regression. After calculating a sufficient number of 
hyperbolas, the intersection may be used to determine the 
target's location. 

8) Round-trip time (RTT): Indoor positioning systems 
based on distance estimates were given Wi-Fi Round-Trip 
Timing (RTT). Unlike the Wi-Fi fingerprint approach, which 
necessitates the creation of a massive database known as a 
radio map, this protocol may be readily implemented in an 
indoor positioning system using only the AP's installation 
coordinates. In addition, Wi-Fi RTT is determined by Fine 
Timing Measurement (FTM). 

Fig. 7 shows the FTM is a ping-pong technique that 
measures the signals of RTT. Firstly, a smartphone needs to 
transmit the request to RTT AP [55]. The AP and smartphone 
then begin sending the FTM message and recording the 
transmission timestamp, as well as waiting for the 
acknowledgment packet and recording the receipt timestamp. 
As a result, ToA and Time of Departure (ToD) may be acquired 
and used to determine the ToF of the signal from transmitter to 
receiver. The distance between the AP and the smartphone is 
calculated using ToF. 

 
Fig. 7. RTT-based Localization. 

An Android system has RTT Application Programming 
Interface (API). It is used to obtain ToF using [55]: 

𝑻𝒐𝑭 = �𝒕𝟐𝑻𝒐𝑨−𝒕𝟐𝑻𝒐𝑫�+(𝒕𝟏𝑻𝒐𝑨−𝒕𝟏𝑻𝒐𝑫)
𝟐

          (10) 

where 𝑡𝑖𝑇𝑜𝐴(𝑖 = 1, 2, 3, . . )and 𝑡𝑖𝑇𝑜𝐷(𝑖 = 1, 2, 3, . . ) is ToA 
and ToD measurements. The distance between transmitter and 
smartphone then been calculated using the equation as follows: 

𝑑𝑟𝑡𝑡  =  𝑇𝑜𝐹 ∗ 𝑐            (11) 

c is representing the speed of light. Meanwhile, 𝑑𝑟𝑡𝑡 is the 
distance between transmitter and smartphone. 

VI. INDOOR POSITIONING ALGORITHMS DISCUSSION 
In summary, the signal-based is critical in determining 

position since it is used in the computation and estimation of a 
location. The algorithms that are commonly involved are AoA, 
ToA, TDoA, and RSSI positioning-based. However, due to 
complexity, high cost, and required additional hardware for 
AoA, ToA, and TDoA compared to RSSI. Therefore, the RSSI 
algorithm is the best solution for determining the user/ object 
position. The comparison of the indoor positioning algorithm is 
shown in Table II. 

TABLE II. SUMMARY OF ALGORITHMS IN IPS 

Algorithms   Advantages Disadvantages  

AoA 

• Easy to implement 
• Required at least 
two APs for 
localization 

• Low accuracy in a large area 
• Specialized antenna  
• High-cost implementation 
• Complex  

ADoA  • No need for an 
angle phase • Required additional sensor 

PoA • Signal change is 
easy to obtain 

• Require LoS for high 
accuracy 

PDoA 
• High accuracy 
• Reduce multipath 
effects 

• Accuracy is depending on the 
multipath effect 
 

RSRP • Provide more 
signal strength  

• Station interference and 
thermal noise have an influence  

RSSI 
• Low-cost 
implementation 
• Easy to implement 

• Low accuracy in a large area 
 

CSI • Good stability 
• High accuracy 

• High-cost implementation 
• Complex  

ToA 

• Easy to implement 
• Time measurement 
required for TDMA/ 
CDMA network 

• Need a synchronized network 
• High-cost of implementation 
• Complex  

TDoA 

• The receiver does 
not need the time of 
transmission 
• Time measurement 
required for TDMA/ 
CDMA network 

• Need a synchronized network 
• Complex  

RTT 

• High range 
measurement 
• No need a 
synchronize between 
nodes 

• Multipath effects 
• Complex  
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VII. INDOOR POSITIONING TECHNIQUES 
The current position or location of the target item was 

calculated using positioning techniques [56]. The algorithm and 
the output of the position are processed by the positioning 
technique. Triangulation, Trilateration, Proximity, Scene 
Analysis, Fingerprinting, and Pedestrian Dead Reckoning are 
the main technique for indoor positioning as shown in Fig. 8. 

 
Fig. 8. Types of Indoor Positioning Technique. 

A. Triangulation 
Triangulation is a method of calculating a position based on 

the predetermined distance between three measuring devices 
and the measured angles from those three locations of an object 
[57]. Triangulation provides high accuracy if AoA has good 
precision. By increasing the number of access points, high 
precision may be obtained. However, a small error in angle 
calculation may affect the location accuracy. 

This technique is particularly well suited to line-of-sight 
communication [58]. Calculating the angles and distance 
between reference points, as well as determining the position of 
a transmitter, are used to determine the position of an object. 
Triangulation can be divided into two categories: a) Lateration 
and b) Angulation. The basic localization for triangulation is 
shown in Fig. 9. From three access points, an angle 
measurement was made by the lines from distant points 
intersecting with the baseline. 

These angles are then utilized to calculate unknown 
distances and, as a result, distance place was found [59]. The 
equation is as follows [60]: 

𝑥  =  𝑑1𝑠𝑖𝑛(𝜃1) + 𝑥1 

𝑦  =  𝑑1𝑐𝑜𝑠(𝜃1) + 𝑦1           (12) 

𝑥  =  − 𝑑2𝑠𝑖𝑛(𝜃2) + 𝑥2 

𝑦  =  𝑑2𝑐𝑜𝑠(𝜃2) + 𝑦2 

 
Fig. 9. Triangulation Technique Localization. 

B. Trilateration 
Trilateration is a more widely used technology that GPS 

also employs [59]. Trilateration is a method to determine an 
object’s position using simultaneous range measurements from 
at least three reference nodes at known locations [61]. 
Measurements of angle do not involve trilateration [62]. Fig. 10 
shows the three access points used in the trilateration technique 
in an indoor positioning system. 

In practice, the edge-to-edge intersection of all reference 
circles is difficult to obtain due to the continuously changing in 
an indoor environment. The dependence of all three or more 
circles on edge-to-edge intersection reduces the estimation 
accuracy [63] of the trilateration technique. 

The distance can be estimated using this equation [60]. It 
can be solved by using the matrix method: 

𝑑1
2  =  (𝑥 − 𝑥1)2 + (𝑦 − 𝑦1)2 

𝑑2
2  =  (𝑥 − 𝑥2)2 + (𝑦 − 𝑦2)2 (13) 

𝑑3
2 =  (𝑥 − 𝑥3)2 + (𝑦 − 𝑦3)2 

C. Proximity 
Localization based on proximity is a type of range-free 

localization. Proximity is the simplest method for localization 
[64]. It also might be the primary option if the user doesn’t 
know the specific Mobile Devices (MD) radio settings or the 
architecture of the surroundings. Many researchers have utilized 
proximity-based localization to locate objects in ad hoc and 
wireless sensor networks. 

 
Fig. 10. Trilateration Technique Localization. 
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Fig. 11 shows the proximity method for indoor positioning. 
In proximity methods, the MD's position is determined relative 
to the AN position instead of explicit distances to the ANs. The 
precision needed for proximity detection in interior contexts is 
less than one meter, while it is roughly 5-10 meters for GPS 
[65]. This is because 5-10 meters precision is possible for street-
level navigation, and the substantial localization/ proximity 
mistake such as meter-wide library isle cannot be tolerated. 

In contrast to triangulation and trilateration, proximity offers 
location information, not an absolute or relative position 
prediction. A grid of antennas with known positions is used to 
identify the location. When a mobile device detects mobility, 
the closest antenna is used to compute the position. If a mobile 
device detects more than one antenna, the location is calculated 
using the strongest signal. To calculate the access distance 
between mobile devices and determine mobile location, RSSI is 
used. 

Apart from that, proximity is used in various systems that 
use Wi-Fi, Bluetooth, RFID, and UWB and requires minimal 
calibration. Larger spread readers are required to produce a 
dependable and wider coverage area. With huge spread readers, 
there is a risk of increased complexity. 

D. Scene Analysis 
Scene analysis is one of the most popular approaches, as it is 

based on the observation of space features, is independent of 
direct sight, and produces good results even in contexts with 
many impediments [66]. 

Most of the scene analysis that has been proposed is based 
on the IEEE 802.11 standard due to its broad application. The 
scene analysis technique has several benefits over previous 
techniques, including increased resistance to the multi-path 
fading problem and the fact that it is not dependent on spatial-
temporal variables like propagation time and signal reception 
angle. When there is NLoS between the radios in the network 
[67], these properties are extremely vulnerable to mistakes. 

However, memory requirements for data storage and the 
human effort necessary [66] to execute the training step in the 
operational environment are the technique's key flaws. 

E. Fingerprinting 
Environmental surveys are frequently required for scene 

analysis-based localization approaches to acquire fingerprints or 
properties of the environment where the localization system will 
be employed. One of the most often recommended ways for 
indoor positioning is the location fingerprinting approach. The 
potential of location fingerprinting is to reduce multipath and 
NLoS propagation difficulties [68]. Fingerprinting also has high 
accuracy compared to other methods [69]. Furthermore, 
because Wi-Fi access points (APs) are already installed indoors, 
and the RSSI data are easily available from mobile devices, 
Application Programming Interface (API), requires no new 
infrastructure gear. 

Fingerprinting technique includes offline (training) and 
online (positioning) stages [70]. It's necessary to develop a 
reliable fingerprinting database. Fig. 12 shows an illustration of 
fingerprinting in the offline and online stages. At an offline 
stage, each AP was collected at the Reference Point (RP) and 

extracted to generate fingerprints, which are then entered into a 
fingerprinting database. It is designed to learn the RSSI at each 
reference point. 

During the online stage, the RSS of the test point is 
measured in real-time and compared to the offline fingerprints 
to establish location. The set is then orthogonalized to fulfill the 
essential criteria for the compressive sensing technique. The 
RSSD between APs is used to determine the processed set. The 
distance between offline and online values can be determined 
using [69]: 

𝐷𝑗 =  � ��𝑅𝑆𝑆𝐼𝑖(𝑜𝑛𝑙𝑖𝑛𝑒) − 𝑅𝑆𝑆𝐼𝑖(𝑜𝑓𝑓𝑙𝑖𝑛𝑒)�
2

𝑚

𝑖=1

         (14) 

where, 𝑖 is the number of beacons ranging from 1 to the total 
number around tags, 𝑚. To compare the measured value to the 
database, determine the most similar fingerprint, and achieve 
localization, the RSSD value is utilized as the new fingerprint. 
Finally, precise localization is achieved using the compressive 
sensing theory. 

F. Pedestrian Dead Reckoning (PDR) 
The PDR positioning technique is a self-contained 

positioning system. Its main premise is to use an accelerometer, 
gyroscope, and geomagnetic meter to acquire real-time motion 
direction and step information to determine the location 
information of the moving target. PDR positioning achieves 
excellent positioning accuracy in a short amount of time; 
however, it can only produce relative positioning findings, and 
cumulative mistakes exist [71]. If the heading inaccuracy in 
PDR can be corrected, it is dependable for consistently precise 
positioning. 

 
Fig. 11. Proximity Technique Localization. 

 
Fig. 12. Illustration of Fingerprinting Technique. 
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Researchers in [72] proposed to enhance PDR with RSSI. 
Erroneous headings will be corrected based on linear regression 
of locations computed using RSSI data derived from Wi-Fi 
signals to assure PDR's high dependability for extended 
duration placement. The outcomes of the experiment proved 
that the proposed strategy is practicable. 

The user’s position is calculated by combining the user’s 
step length, several steps, and heading angle [73]. The step of 
the walking pedestrian can be expressed in [74]: 

�𝑥𝑘�𝑦𝑘�
� = �𝑥0

𝑦0
� + � 𝐿𝚤�

𝑘
𝑖=1 • �𝑠𝑖𝑛 (𝜃𝚤

�)
cos(𝜃𝚤�)

�          (15) 

Where �𝑥𝑘�𝑦𝑘�
� represent the estimated position of the step, 

�𝑥0
𝑦0
�represent an initial position, 𝐿𝚤�  is estimated step length, and 

𝜃𝚤�  is estimated heading angle. 

VIII. INDOOR POSITIONING TECHNIQUES DISCUSSION 
According to the discussion above, the signal property used 

in a positioning technique has a big impact on how effective the 
positioning approach is. As a result, it is critical to comprehend 
positioning algorithms and techniques to employ the most 
relevant attribute. The comparison of the indoor positioning 
technique is shown in Table III. The table stated that 
triangulation, proximity, scene analysis, and PDR techniques 
are complex. 

In addition, fingerprinting technique is complex because it 
involved offline (training) and online (positioning). Therefore, 
in this review, the Trilateration technique is suggested due to its 
low cost, ease of implementation, and high accuracy. 

TABLE III. SUMMARY OF TECHNIQUES IN IPS 

Technologies  Advantages Disadvantages  

Triangulation  

• Low-cost 
implementation 
• High accuracy 
within room level 

• Low accuracy in a large area 
• Complex 
• Required angle measurement 

Trilateration 

• Simple 
• Low-cost 

implementation 
• High accuracy 

• Accuracy may occur due to 
environmental changes 

Proximity • High accuracy • High-cost implementation 
• Complex  

Scene Analysis • High 
performance 

• High-cost implementation 
• Complex 
• Medium accuracy 

Fingerprinting 
• No 
infrastructure 
needed 

• Accuracy is depending 
on fingerprinting data 
resolution 
• Complex  

PDR 
• Accuracy within 
a short amount of 
time 

• Complex  
 

IX. CONCLUSION 
The overview of the positioning system and indoor 

positioning system was introduced. This review aims to provide 
a full understanding of indoor positioning technologies, 
algorithms, and techniques involved in an indoor environment. 
RF communication technologies such as Wi-Fi, BLE, RFID, 
and UWB are widely used in indoor positioning recently to 
develop location estimation. RSSI algorithm is the best 
algorithm to determine the user location estimation compared to 
AoA, ToA, and TDOA which required additional hardware, 
high cost, and are complex. Trilateration technique is suggested 
due to its low cost, ease of implementation, and high accuracy 
However, the use of technology, algorithm, and technique of 
indoor positioning are depending on many factors such as cost, 
available resources, type of environment, and the level of 
accuracy. 
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Abstract—The Internet of Things (IoT) represents a giant 
ecosystem where many objects are connected. They collect and 
exchange large amounts of data at a very high speed. One of the 
main parts of IoT is the Wireless Sensor Network (WSN), which 
is deployed in various critical applications such as military 
surveillance and healthcare that require high levels of security 
and efficiency. Authentication is a primary security factor that 
ensures the legitimacy of data requests and responses in WSN. 
Moreover, sensor nodes are characterized by their limited 
resources, which raise the need for lightweight authentication 
schemes applicable in IoT environments. This paper presents an 
informal analysis of the security of X. Li et al.’s protocol, which 
is claimed to be efficient and resistant to various attacks. The 
analysis results show that the reviewed protocol does not provide 
user anonymity and it is vulnerable to session key disclosure 
attack, many-time pad attack, and insider attack. To address all 
these requirements, a new three-factor authentication protocol is 
presented, which guarantees higher security using Physically 
Unclonable Function (PUF) and Elliptic Curve Cryptography 
(ECC). This protocol does not only withstand the security 
weaknesses in X. Li et al.’s scheme but also provides smart card 
revocation and is resistant to cloning attack. In terms of both 
computational and communicational costs, results demonstrate 
that the proposed scheme provides higher efficiency in 
comparison with other related protocols, which makes it notably 
suitable for IoT environments. 

Keywords—Mutual authentication; elliptic-curve cryptography; 
Physically Unclonable Function; wireless sensor networks; key-
agreement; internet of things 

I. INTRODUCTION 
It is widely believed that the Internet of Things (IoT) [1, 2] 

is the upcoming promising technology that will bring many 
revolutionary changes in different life sides. The IoT 
architecture connects a set of heterogeneous things belonging 
to our daily life use and enables them to exchange a huge 
amount of data, which are also processed and stored. One of 
the principal application domains of IoT is Wireless Sensor 
Networks (WSN)[3]. WSNs are generally deployed in 
unattended areas and consist of widely distributed autonomous 
sensing devices, gateway nodes (GWNs), and remote users 
communicating over the public channel. The GWN represents 
a bridge of communication between sensors and users. Sensors 
play an important role in WSN by monitoring environmental 
and physical conditions and providing real-time data, which are 

directly accessed by users as and when demanded. Therefore, a 
secure mutual authentication process represents a primary 
concern in WSNs allowing only legitimate users to access the 
sensed data. Moreover, WSN consists of many resource-
constrained sensor nodes having limited power, low bandwidth 
and battery, small storage space, and limited computational 
abilities. These two main issues related to security concerns 
and performance limitations in WSN deployment represent an 
important challenge that must be taken into consideration in 
every proposed protocol. ECC represents an important security 
solution in WSN [4] by offering the same security level 
compared to other cryptography mechanisms (e.g. RSA) with 
much smaller key size and less computational power 
requirements, which makes it suitable for resource-constrained 
environments. 

Contribution. Many authentication protocols are designed 
to ensure higher and efficient security in WSNs. However, 
some security and performance challenges are still not solved 
which makes these protocols vulnerable to several security 
attacks and not applicable in resource-constrained 
environments such as WSN. In this paper, an efficient three-
factor mutual authentication and key agreement protocol is 
proposed that overcomes critical security concerns found in the 
studied protocols such as impersonation attacks, cloning 
attacks, and insider attacks. In addition, it guarantees user and 
sensor anonymity and untraceability. In contrast with the 
existing protocols, no secure channel assumption is required by 
this protocol. It is also more efficient than all the studied 
schemes in terms of communications cost. It is also 
computationally more efficient than most of the studied 
protocols. As a result, it is more suitable for WSN than the 
studied schemes. Additionally, this protocol provides smart 
card revocation (in case of lost/stolen smart card) and identity 
and password update feature. Another interesting feature 
provided by this protocol, that does not exist in the studied 
protocols, is that the GWN cannot decrypt the communicated 
messages between the user and the sensor since it does not 
possess the session key. 

Organization of the paper. The remainder of this paper is 
organized as follows: Section II presents the related work. In 
Section III, an overview of the main preliminaries of the 
present paper is provided. Section IV, describes the principal 
weaknesses of X. Li et al.’s scheme [5]. The proposed protocol 
is described in detail in Section V. The security analysis of this 
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protocol and its performance analysis are described in 
Sections VI and VII respectively. Finally, some concluding 
remarks are given in Section VIII. 

II. RELATED WORK 
In the literature, there are various mutual authentication 

protocols designed to address the security and performance 
challenges in WSNs. In 2009, Das [6] proposed a hash-based 
two-factor user authentication protocol for WSN using the 
smart card. Subsequently, many authentication protocols have 
been proposed to improve the security of Das’ scheme [7–9]. 
He et al. (2010) [10] proposed an enhancement of [6] that 
overcomes insider and impersonation attacks. However, Kumar 
and Lee (2011) [11] have identified that He et al.’s protocol 
[10] lacks many security features such as no user anonymity 
and it does not establish a session key between the user and the 
sensor. In 2011, Yeh et al. [8] proposed an ECC-based 
authentication protocol for WSN to improve security with 
higher efficiency. Unfortunately, this protocol cannot provide 
mutual authentication and key agreement. To overcome the 
weaknesses detected in [8], Shi et al. (2013)[12] proposed a 
user authentication protocol based on ECC which improves 
security features, communicational, and computational costs. 
Nonetheless, [12] contains other weaknesses. Choi et al. (2014) 
[13] presented a review of [12] and have found that it is not 
secure since it cannot withstand session key attack and smart 
card attack. In the same year, Jiang et al. [14] proposed a two-
factor authentication scheme for WSN. In 2015, Wu et al. [15] 
pointed out some weaknesses in [13] and [14] such as being 
vulnerable to off-line guessing attack and user forgery attack. 
Wu et al. presented an enhanced protocol based on ECC that 
addresses the security weaknesses detected and provides higher 
security. Nam et al. (2014) [16] proposed an authentication 
scheme for WSN using ECC that provides user anonymity and 
perfect forward secrecy. In 2015, Jiang et al. [17] designed an 
ECC-based two-factor authentication protocol. After reviewing 
He et al.’s scheme (2015) [18] and presenting its main security 
weaknesses such as stolen smart card attack and tracking 
attack, Jiang et al. proved that their proposed scheme achieves 
mutual authentication and key agreement between the user and 
the sensor, it also guarantees user anonymity and 
untraceability. In 2016, Lu et al. [19] proposed a two-factor 
mutual authentication and key agreement protocol using a 
smart card. They claimed that their proposition is resistant to 
insider attack due to the use of the hashed value of the 
password. It is also claimed to be resistant to many attacks such 
as known session-specific temporary information attack and a 
denial-of-service attack. In 2022, Chander et al. [20] proposed 
an improved two-factor authentication scheme for WSN using 
ECC. 

To improve the security of two-factor authentication 
protocols, three-factor authentication has drawn researchers’ 
attention and many three-factor authentication protocols are 
proposed [5, 21–25]. Moreover, biometric recognition [26] 
presents many advantages that guarantee a higher security level 
in WSNs compared with passwords. For this reason, many 
biometric-based authentication protocols have been proposed 
[27, 28]. In 2016, Park et al. [22] proposed a three-factor ECC-
based authentication protocol using biometric information to 
overcome security weaknesses detected in Chang et al.’s 

scheme (2015) [23] such as incorrectness of password change 
and off-line guessing attack. Later on, Jung et al. (2017) [24] 
pointed out that [23] is vulnerable to password guessing attack 
and user impersonation. They also demonstrated that this 
protocol does not provide session key verification. To 
overcome these security weaknesses, Jung et al. proposed an 
improved authentication and key agreement protocol using the 
user’s biometric information. In the same year, S.Challa et al. 
[25] proposed a signature-based authentication and key 
agreement protocol in IoT using ECC. They claimed that their 
protocol is secure against several attacks such as privileged 
insider attack and stolen smart card attack. In 2018, X. Li et 
al.[5] proposed a fingerprint-based mutual authentication 
protocol for WSN, which they claimed provides user and 
sensor anonymity and untraceability and many other security 
features. 

As you can notice from the aforementioned literature, 
important research work has been done to detect and overcome 
security weaknesses in WSN environments for secure 
communication between different entities. Moreover, security 
issues are not the only factor that should be taken into 
consideration. Each security protocol should be efficient 
enough to be applied and suitable for IoT applications due to 
the resource-constrained feature of different devices used. To 
address the security and efficiency issues raised in the previous 
work, this paper proposes a three-factor mutual authentication 
and key agreement protocol for WSN based on ECC. 

III. PRELIMINARIES 
This section gives an overview of the main preliminary 

concepts used in the present paper. 

A. Physical Unclonable Function (PUF) 
A PUF [29–31] is a low-cost technology that extracts 

entropy from uncontrollable manufacturing variations in the 
physical structure of identically produced devices. Typically, it 
is physically impossible to recreate the same conditions in 
another device even if the same manufacturing process is 
performed again, and it is mathematically impossible to 
accurately predict the PUF's behavior as well. PUF uses this 
entropy to generate a unique sequence of bits (response) for 
each device given an input (challenge) acting as the device’s 
fingerprint that does not need to be stored in the device’s 
memory. To measure the performance of a given PUF, 
researchers use two main metrics: 

• Uniqueness (µinter): the average fraction of dissimilar 
bits between responses of different PUFs to a given 
challenge. The ideal value of µinter is 0.5 (random). 

• Reliability (µintra): the average fraction of dissimilar bits 
between responses of a fixed PUF to a given challenge. 
This metric measure the average error resulted in PUF’s 
output due to the undesirable noise. The ideal value of 
µintra is 0 (no error). 

In our protocol, we use a recently proposed PUF scheme. 
HBN-PUF [32] is a strong, chaos-enhanced, and asynchronous 
PUF. According to [33], the creators of HBN-PUF aim to 
move quickly to commercialize this technology. 
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B. Fuzzy Commitment Scheme 
The fuzzy commitment scheme was introduced by Juels 

and Wattenberg in 1999[34]. This technique is commonly used 
in biometric authentication schemes and it combines error-
correcting code techniques and cryptography. For an error-
correcting code over a message space M = {0,1}k, we consider 
a set of codewords C⊂{0,1}n where n > k to achieve 
redundancy. Before transmission, each message m∈M is 
mapped to a codeword c∈C. We define the translation function 
g: M→C, and the decoding function f: {0,1}n→C⋃{⌀} that 
maps arbitrary an n-bit string to the nearest codeword, else it 
outputs ⌀. Biometric-based applications use a reference 
template generated firstly at the registration phase. At the 
authentication phase, a new biometric sample is provided and 
compared to the reference template which needs to be securely 
and secretly stored. Due to many reasons, the provided 
biometric sample is not the same as the reference template. 

Let’s consider the secure one-way hash function 
h:{0,1}n→{0,1}l. The fuzzy commitment scheme is defined as 
follows: F: {0,1}n,{0,1}n→{0,1}l,{0,1}n. F commits a random 
codeword c∈C to the biometric template b provided at the 
registration phase to the server. The server computes then 
F(c,b) = (α,δ), where α=h(c) and δ=c⊕b. The server stores 
(α,δ) in its database. At the authentication phase, a noisy 
biometric data b’ is input by the user. To open the commitment 
F using b’, the server computes c’ = f(b’⊕δ), using the 
decoding function f. Then, it compares h(c’) with the stored 
value of α. If h(c’) = α, the commitment is opened successfully 
and the user is authenticated. 

IV. WEAKNESSES OF X. LI ET AL.’S SCHEME [5] 
This section describes the functional and security flaws of 

X.Li et al.’s three-factor anonymous authentication scheme [5]. 
It involves three main types of entities: the user Ui, the trusted 
gateway node GWN, and the sensor node Sj. 

A. GWN Master Key Update 
In the reviewed protocol, the GWN has its private key x and 

the master key KGWN. When the GWN updates KGWN, it must 
recalculate Bi =h(IDi || KGWN) ⊕h(RPWi || ci) for each Ui and 
KGWN-S=h(SIDj || KGWN) for each Sj. Moreover, when the GWN 
updates its private key x it must recalculate its public key X and 
send it to all users to be updated on their smart cards. Hence, 
the GWN master key update is a very expensive process. 

B. No Smart Card Revocation 
When a user’s smart card is lost/stolen, he/she should be 

able to send a revocation request to the GWN. However, X. Li 
et al.’s protocol does not provide this feature. 

C. No user Identity Change 
In real life, the user needs to change his identity but X. Li et 

al.’s scheme does not provide this feature. 

D. Insider Attack 
The protocol of X. Li et al. is exposed to an insider attack 

by a legitimate user, who can start by performing successfully 
a usual login phase by inputting his valid biometric 
information, IDi and PWi. Then the login request message 
{M2, M4, M5, M6, M7} is sent to the GWN, which calculates 

M8=IDi⊕KGWN-S and sends it explicitly over the public 
channel to Sj. Since the Ui knows his own IDi, he can compute 
the secret key KGWN-S=M8⊕IDi. By knowing this secret 
information, the adversary can perform many other attacks that 
we detail in the following paragraphs. 

E. Many-time Pad Attack 
In X. Li et al.’s scheme, the same sensor node  uses the 

One-Time Pad KGWN-S for all the users with whom it 
communicates: for user U1 we have M8

1=ID1⊕KGWN-S, for 
user U2 we have M8

2=ID2⊕KGWN-S, etc. If an attacker 
intercepts the message M8 corresponding to at least two 
different users U1 and U2, he can perform the Many-Time Pad 
attack (M8

1⊕ M8
2= ID1⊕ID2). Generally, the IDi chosen by 

users is a low entropy information, hence the attacker can 
perform a dictionary attack to recover ID1 (or ID2) and can 
then calculate KGWN-S= M8

1⊕ID1. 

F. User Anonymity 
X. Li et al. presumed that the user’s real identity IDi is 

shielded in their protocol; however, we proved in the 
aforementioned attack that user anonymity is not guaranteed. 
The adversary who has the secret key KGWN-S (from previous 
attacks) can easily reveal each user’s identity by catching the 
exchanged message {M8, M9, M10, M11} between the 
legitimate user and the GWN and computing IDi=M8⊕KGWN-S. 

G. Session Key Disclosure Attack 
From the insider attack, the adversary, who also knows 

SIDj, gets the sensor node secret key KGWN-S that allows him to 
calculate the session key as follows: the adversary obtains IDi 
from the user anonymity flaw, and calculates the GWN random 
number rg=M9⊕h(IDi || KGWN-S) from the message {M8, M9, 
M10, M11} sent by the GWN. The legal sensor Sj generates its 
private random number rj and calculates M12=rj⊕KGWN-S that 
it sends explicitly over the public channel to the GWN. The 
adversary can retrieve rj=M12⊕KGWN-S from M12 and 
ri=rg⊕M10 from M10. Hence, the attacker can easily calculate 
the session key SK=h(IDi || SIDj || ri || rj || rg). 

H. Sensor Impersonation Attack 
X. Li et al. presumed that Sj cannot be impersonated since 

the Sj’s secret key KGWN-S=h(SIDj || KGWN) is unknown. 
Through the previous attacks, we have shown that KGWN-S can 
be calculated, thus an attacker can impersonate Sj. 

I. Sensor Node Untraceability 
Any adversary can trace different sessions between a 

particular user Ui and a sensor node Sj since the exchanged 
message M8=IDi⊕KGWN-S stays the same in all sessions. 

V. PROPOSED PROTOCOL 
To overcome the functional and security flaws described in 

the previous section, the current paper proposes this improved 
protocol that involves three main entities: the Gateway Node 
(GWN) as a trusted entity, the Sensor Node (Sj), and the User 
(Ui). It consists of six phases: initialization phase, user and 
sensor registration, login and mutual authentication, user’s 
identity update, user’s password update, and smart card 
revocation. Table I summarizes the notations used throughout 
this section. 
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TABLE I. NOTATIONS USED IN THE PRESENT PAPER AND THEIR 
DESCRIPTIONS 

Parameter Description 

Ui User 

Sj Sensor node 

GWN Gateway node 

Fp Finite field of order p 

E(Fp) Elliptic Curve 

P Generator Point 

n Order of P 

h() Hash function 

C Set of codewords 

pni Ui’s phone number 

PUF() Physical Unclonable Function 

xGWN GWN’s private key (master key) 

XGWN =xGWNP GWN’s public key 

yi Ui’s private key 

Yi  = yiP Ui’s public key 

EAES()S AES Encryption using the key S 

DAES()S AES Decryption using the key S 

TS Timestamp 

statusi The status of the user (active or inactive) 

IDi Ui’s identity (64 bits) 

SIDJ Sensor identity (64 bits) 

SC Smart Card 

DB Database 

A. Initialization Phase 
Before the execution of the protocol, the initialization phase 

must be performed by the GWN. It selects an additive group G 

and its generator point P of order n (a large prime number) on 
an elliptic curve E(Fp) where Fp is a finite field. GWN chooses 
randomly its private key xGWN ∈ Zn

* and computes the 
corresponding public key XGWN = xGWN.P. At last, GWN stores 
its private key and publishes the system parameters {E(Fp), G, 
P, h(), XGWN} where h() is a 128-bit hash function. 

B. Registration Phase 
Unlike the reviewed scheme, the registration phase in this 

protocol does not require a secure channel to exchange data 
with the GWN neither for the user nor for the sensor. 

1) User registration: In the user registration phase, it is 
assumed that Ui already possesses a private key yi and 
published its corresponding public key Yi=yi.P. This key pair 
is needed to encrypt/decrypt the parameters IDi, bi, and pni. 
This phase involves Ui and GWN. At the end of this phase, Ui 
becomes a legitimate user. The details of this phase are shown 
in Fig. 1. 

2) Sensor registration: This phase involves GWN and Sj. 
GWN should store some data in each Sj’s memory before 
deploying the sensors in the WSN. First, GWN selects SIDj for 
each Sj, generates a random number uj, and stores SIDj and uj 
in Sj’s memory. Moreover, each Sj has its own pre-
implemented PUFj().GWN calculates KGWN-S=PUFj(uj) and 
stores {SIDj,KGWN-S} in its DB. 

C. Login and Mutual Authentication 
To remotely access the sensed data of Sj, Ui should 

perform a successful login. Moreover Ui, Sj, and GWN must be 
mutually authenticated to exchange data. This phase is 
performed over a public channel as shown in Fig. 2. 

D. User’s Password Update 
The password update phase allows a legitimate user Ui to 

change his/her old password PWi
old to a new one PWi

new. The 
steps of this phase are shown in Fig. 3. 

 
Fig. 1. User Registration Phase. 
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Fig. 2. Login and Mutual Authentication Phase. 

 
Fig. 3. User’s Identity Update Phase. 
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Fig. 4. User’s Password Update Phase. 

E. User’s Identity Update 
In addition to password update, this scheme allows each 

legitimate user Ui to change his/her IDi whenever he/she 
wants, following the steps shown in Fig. 4. 

F. Smart Card Revocation and Re-registration 
A legal user Ui can revoke his/her lost or stolen SC through 

a secure process. Once Ui realizes the loss of his/her SC, he/she 
informs GWN to obtain a new one. SC revocation and re-
registration phase steps are described below: 

• Revocation request: it is performed remotely over the 
public channel. The main purpose of this step is to 
deactivate the stolen/lost SC immediately when the Ui 
sends a revocation request to the GWN. Therefore, the 
re-registration step can be performed later on. First, the 
revocation request is sent by Ui to GWN which verifies 
the user’s identity through a one-time password 
mechanism using Ui’s phone number pni which was 
already stored in the GWN’s database at the user’s 
registration phase. Then, GWN checks if statusi=active. 
If it holds, GWN updates Ti=Null and statusi=inactive 
in its DB. Else, the revocation request is terminated. 
From then on, the lost/stolen SC is no more valid. 

• Re-registration: this step aims to securely authenticate 
Ui who wants to re-register in the system after the 
revocation of his/her old SC. At the end of this step, a 
new active SC is delivered to the legitimate user by the 
GWN. First, Ui presents in person his/her Personal 
Identification Card to GWN for verification. Then the 
authenticated user inputs his IDi, chooses PWinew, and 
calculates HPWinew=h(PWinew || uinew) (uinew is 
generated randomly). Then, Ui imprints binew. The 
GWN checks if IDi exists in its DB and 
statusi=inactive. If this is true, GWN chooses a 
codeword cinew∈C, calculates F(cinew, binew)=(αnew, 

δnew) where αnew=h(cinew) and δnew= cinew⊕ 
binew. Then GWN computes Ainew=h(IDi||HPWinew|| 
cinew), Binew=h(HPWinew||cinew), and 
Tinew=PUFinew(Binew).P. After performing these 
operations, GWN updates Tinew and sets statusi=active 
in its DB. Then GWN stores the parameters 
{αnew,δnew,Ainew,PUFinew(),f()} in the new SC. 
Finally, GWN delivers the new SC to Ui. When 
receiving the SC, Ui stores the random number uinew 
in his/her new SC. From then on, Ui can use his new 
active SC securely over the public channel. 

VI. SECURITY ANALYSIS OF THE PROPOSED PROTOCOL 

A. Informal Security Analysis 
This section informally discusses the security features of 

the current protocol. This scheme provides important security 
features and resists many security attacks in WSN. Remember 
that all communications in this protocol are performed over the 
public channel and no secure channel assumption is required. 
Moreover, Table II presents the security features comparison 
between the proposed protocol and the following schemes: 
X.Li et al. [5], Choi et al. [13], Zhang et al. [35], and S.Challa 
et al. [25]. The first 12 evaluation criteria are proposed in [36]. 
In addition, proposed three new criteria are provided: 

• C13. SN Anonymity: the sensor’s identity is protected 
and its activity cannot be traced. 

• C14. Freely Identity Change: the identity is memorable, 
and can be chosen freely and changed by the user. 

• C15. Suitable for IoT: no direct communication 
between the users and sensors, the communication 
should be through a gateway. 

Table II shows that all the studied schemes satisfies C1, C2, 
and C3 except [35] that does not satisfies C2 since it does not 
support password update feature. Except for [35] that does not 
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support smart cards, all the studied protocols are resistant to SC 
loss attack (C4). For instance, in the current protocol, when an 
adversary steals a legitimate user’s smart card, he needs Bi to 
calculate ti=PUF(Bi). However, Bi=h(h(PWi ||ui)||ci) is not 
stored in SC, so the attacker has to compute it. This is not 
possible, because he needs to know the password PWi and the 
codeword ci. Moreover, when Ui’s SC is stolen, the GWN 
changes the parameter statusi to inactive after performing a SC 
revocation, as explained previously, making it no more valid. 

TABLE II. COMPARISON OF SECURITY FEATURES OF THE STUDIED 
PROTOCOLS 

Evaluation Criteria [5] [13] [35] [25] Our 
protocol 

C1. No password verifier-table Yes Yes Yes Yes Yes 

C2. Password friendly Yes Yes No Yes Yes 

C3. No password exposure Yes Yes Yes Yes Yes 

C4. No smart card loss attack Yes Yes - Yes Yes 

C5. Resistance to known attacks 
- Replay Attack 
- Offline Password Guess 
- User Impersonation attack 
- SN Impersonation attack 
- GWN Impersonation 

attack 
- Cloning Attack 
- Insider Attack 

 
Yes 
Yes 
Yes 
No 
Yes 
 
No 
No 

 
Yes 
Yes 
No 
Yes 
Yes 
 
No 
Yes 

 
Yes 
Yes 
Yes 
Yes 
Yes 
 
No 
Yes 

 
Yes 
Yes 
Yes 
Yes 
Yes 
 
No 
Yes 

 
Yes 
Yes 
Yes 
Yes 
Yes 
 
Yes 
Yes 

C6. Sound repairability No No - Yes Yes 

C7. Provision of key agreement Yes Yes Yes Yes Yes 

C8. No clock synchronization Yes No No No No 

C9. Timely typo detection Yes Yes No Yes Yes 

C10. Mutual authentication Yes Yes Yes Yes Yes 

C11. User anonymity No No No Yes Yes 

C12. Forward secrecy Yes Yes Yes Yes Yes 

C13. SN anonymity No No No Yes Yes 

C14. Freely identity change No No No No Yes 

C15. Suitable for IoT Yes No Yes No Yes 

The C5 criteria consist of the following attacks: 

• Replay attack: as shown in Table II, all the studied 
schemes are resistant to replay attack. In this protocol, 
timestamps are used to prevent this attack. 

• Offline password guess: Table II shows that all the 
studied protocols are resistant to the offline password 
guess. In this protocol, if an attacker has Ui’s SC, this 
means that he has access to four elements: α=h(ci), 
δ=ci⊕bi, Ai=h(IDi||h(PWi||ui)||ci), and ui. The goal of 
the attacker in this attack is to get PWi (we suppose that 
he already knows the IDi of SC owner). To guess PWi 
by performing a password dictionary attack on Ai, the 
attacker needs to know ci first. However, according to 
Juels and Wattenberg [34], it’s impossible to retrieve ci 
from α and δ. In addition, the attacker cannot guess ci 
from Ai using a dictionary attack because ci is a random 
number with high entropy. As a result, the current 
protocol resists the offline password attack. 

• User, GWN, and SN impersonation attack: this protocol 
is resistant to user, GWN, and SN impersonation attacks 
since the attacker cannot compute z1=h(IDi||SIDi 
||TSi||Ea||x2), z2=h(Ea||TSG2||x2), SG=h(Ea||TSG1|| 
KGWN-Sj), or SSN=h(Ea||TSj||KGWN-Sj). That is 
because he is not able to get KGWN-Sj or to compute 
x2 as long as he does not have access to Ui’s private 
key ti or GWN’s master key xGWN. In contrast, [5] is 
vulnerable to the SN impersonation attack as showed in 
the “Weaknesses of X.Li et al.’s scheme” section above 
and [13] suffers from user impersonation attack. 

• Cloning attack: In contrast with the other studied 
schemes, this protocol is resistant to cloning attack. To 
protect SC from the cloning attack, PUF is used to 
compute Ui’s private key ti. Suppose that an attacker 
somehow succeeded to get the PWi and ci and cloned 
Ui’s SC, then the attacker will try to compute 
ti’=PUFicloned(h(h(PWi||ui)||ci)). However, the 
computed ti’ will be different from Ui’s private key ti 
because the cloned PUFicloned is different from the 
original PUFi as explained previously in the 
preliminaries. Moreover, the current protocol is 
resistant to sensor cloning attack since if an attacker 
clones the sensor he will get uj and will try to compute 
K’GWN-S=PUFjcloned(uj). However, the computed 
K’GWN-S will be different from the original KGWN-S 
because the cloned PUFjcloned is different from the 
original PUFj. 

• Insider attack: This attack is performed by a legitimate 
user Ua to gain additional privileges. The author in [5] 
is the only scheme that suffers from insider attack as we 
described in the “Weaknesses of X.Li et al.’s scheme” 
section above. In the following, a proof that this scheme 
is resistant to the insider attack is given. In this analysis, 
the goal is to prove that an insider attacker has no 
advantage compared with an outsider attacker. That is, 
all the insider attacker’s additional information, that an 
outsider attacker does not possess, does not give him 
any additional power as an attacker. First, all the data 
that an insider attacker Ua possesses and outsider 
attackers do not have are specified as follows: IDa, 
PWa, ba,αa=h(ca),δa=ca⊕ba,ua,Aa=h(IDa||h(PWa||ua) 
||ca),ta=PUFa(h(h(PWa||ua)||ca)), and in each session he 
has: ea and SIDj of the targeted sensor Sj. Notice that 
these data, except SIDj, are unique to Ua and do not 
consist of any information that is used by other users, 
sensor nodes, or GWN. Thus, these data give Ua no 
advantage to attack other users, sensor nodes, or GWN 
compared to an outsider attacker. Next, it is important 
to make sure that these data do not help Ua to extract 
some useful information from the messages exchanged 
in his sessions. In the following, the messages 
exchanged in each session of Ua are cited (excluding 
the messages generated by Ua): SG=h(Ei|| 
TSG1||KGWN-S),Ei,TSG1,SSN=h(Ej||TSj||KGWN-
S),Ej,TSj, z2=h(Ej||TSG2||x2), TSG2. Obviously, the 
public elements Ei, TSG1, Ej, TSj, and TSG2 can be 
retrieved by any attacker not only an insider attacker; 
thus, they represent no advantage of an insider attacker 
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over the outsider attackers. Besides, since the messages 
SG, SSN, and z2 are unique to each session, the insider 
attacker cannot use them to attack other sessions. 
Additionally, assuming that the used hash function is 
secure, the insider attacker cannot extract KGWN-S or 
x2 from SG, SSN, or z2. As a result, you can conclude 
that an insider attacker does not possess and cannot 
extract any additional useful information as an attacker 
compared to an outsider attacker. Thus, insider and 
outsider attackers have the same capabilities. 

According to [36], sound repairability (C6) means that the 
scheme provides SC revocation without requiring the user to 
change her identity. As you can see in the smart card 
revocation and re-registration sub-section, this protocol 
perfectly fits to this criteria and does not require any identity 
update after SC revocation. The authors in [5] and [13] do not 
support the SC revocation feature at all and [35] does not 
support smart cards. Table II also shows that all the studied 
schemes guarantee mutual authentication (C10) and provision 
of a key agreement (C7). In [5], the generated session key 
consists of a hash of the user ID, the sensor SID, and three 
fresh nonces that are new for each session. As a result, if an 
attacker disclosed one or more session keys, he would not be 
able to guess the other session keys as long as the hash function 
is secure. Thus, [5] satisfies the forward secrecy criteria (C12). 
The rest of studied protocols, including our protocol, satisfy 
C12 as well since the generated session key depend on a fresh 
ECDH shared key and by knowing some session keys the 
attacker will not be able to affect the other sessions except if he 
can resolve the ECDH problem which is cryptographically 
hard. 

Only [5] satisfies the “No clock synchronization” (C8) 
criteria since all the other protocols employ timestamps to 
prevent replay attacks. Timely typo detection criteria (C9) 
require that the user will be timely notified if she inputs wrong 
credentials by mistake when login. This is satisfied by all the 
studied schemes except [35] which do not employ any 
checking locally in the login phase. The credentials in [35] are 
checked afterward by the gateway node. The current protocol 
and [25] meet the user and sensor node anonymity criteria 
(C11 and C13). In this protocol, The user and sensor 
anonymity is guaranteed by the fact that IDi and SIDj are not 
sent clearly over the public channel, and they are encrypted 
Enci=EAES(IDi ||SIDj)h(x1). Thus, no adversary can reveal the 
user’s or sensor’s real identity from the exchanged messages. 
The untraceability of the user and the sensor node is provided 
in this scheme through the fact that all exchanged data vary 
from one session to another. This is because iE  and jE  are 
generated in each session randomly, thus Enci, z1, SG, SSN, and 
z2 vary from a session to another since they are computed 
based on Ei or IDj. In contrast, [5] does not fulfill this criteria 
as showed in the “Weaknesses of X.Li et al.’s scheme” section 
above. The authors in [13] and [35] do not guarantee this 
criteria either since they communicate the user’s ID and 
sensor’s SID in clear during the authentication phase. 

In addition to the abovementioned features, the current 
protocol is the only protocol that supports freely identity 
change (C14). Besides, it is suitable for IoT (C15) since there 

is no direct data exchange between the user and the sensor 
node, unlike [13] and [25], where the sensor node contacts the 
user directly. 

B. Formal Security Analysis using AVISPA Tool 
This section formally analyzes the security and 

authentication logic of the current protocol using the widely 
used AVISPA Tool. The implementation of this protocol in the 
HLPSL is provided. The analysis results will show that this 
protocol is safe. In this HLPSL specification, three basic roles 
representing the protocol’s principals are defined: user, 
gateway, and sensor. In addition, there are two composed roles, 
session and environment, and a goals section where the 
security goals are specified. Table III contains the notations 
used in the specification and their corresponding notations in 
the protocol’s login and authentication phase provided in 
Fig. 2. 

TABLE III.  HLPSL SPECIFICATION'S NOTATIONS AND THEIR 
CORRESPONDING PROTOCOL NOTATIONS 

HLPSL Specification’s Notations Corresponding Protocol’s 
Notations 

U, GWN, and S The agents’ IDs 

TS1, TS2, TS3, TS4 TSi , TSG1, TSG2, TSj 

UU, US ui, uj 

DELTA δ 

B, PW bi, PWi 

P The generator point P 

XGWN, PXGWN xGWN, XGWN 

Hash, F, PUFU, PUFS h, f, PUFi, PUFj 

E1, PE1, E2, PE2 ei , Ei, ej , Ej 

C, A ci , Ai 

T, PT t i , Ti 

SK SK 

KGWNS KGWN-S 

 
Fig. 5. User Role's HLPSL Specification. 
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Fig. 5 describes the user role specification. The gateway 
role’s specification is provided in Fig. 6. The sensor role’s 
specification is described in Fig. 7. In Fig. 8, the HLPSL 
specification of the session and environment roles is provided. 
Fig. 9 shows the analysis results obtained using the OFMC and 
CL-AtSe backends. Currently, AVISPA Tool provides four 
backends: OFMC, CL-AtSe, SATMC, and TA4SP. However, 
SATMC, and TA4SP do not support operations like xor() and 
exp(). Both OFMC and CL-AtSe analysis results show that this 
protocol is safe against active and passive attacks. 

 
Fig. 6. Gateway Node Role's HLPSL Specification 

 
Fig. 7. Session, Environment, and Goals’ HLPSL Specification. 

 
Fig. 8. Sensor Node Role's HLPSL Specification. 

 
Fig. 9. Analysis Result using OFMC and CL-AtSe Backends. 

VII. PERFORMANCE COMPARISON 
This section presents the computational and 

communicational costs of this proposed protocol in comparison 
with other related schemes [5, 13, 25, 35]. To calculate the 
communication costs of the current protocol in comparison 
with the other related schemes, assume that the length of each 
element is as follows: user identity (64 bits), sensor identity (64 
bits), hash (128 bits), timestamp (64 bits), ECC point (320 
bits), AES (128 bits). From Table IV, you can obviously see 
that this protocol communication cost is the best compared to 
the other protocols. In terms of computation costs, the 
following notations are used: TEPM denotes the time cost of one 
point multiplication computation on ECC, Th denotes the time 
cost of one hash function computation and TAES denotes the 
time cost of one AES encryption/decryption operation [37]. 
Note that TAES requires much less time compared to TEPM [38]. 
Note also that compared to hash functions, PUFs require much 
less hardware overhead to implement [39], thus the negligible 
execution time of PUF will not be included in the comparison. 
Table IV provides a summary of the computation costs 
comparison. The computation cost of this protocol is 
considerably higher than the computation cost of X.Li et al.’s 
scheme [5]. This is explained by the fact that the reviewed 
protocol does not use ECC point multiplication operations in 
all steps of the mutual authentication phase, which makes it 
vulnerable to many attacks as previously discussed in 
Section IV. This protocol requires slightly more computational 
costs than Choi et al.’s scheme [13], but it is more secure as 
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shown previously in Table IV. In addition, note that at the 
sensor side, which is a resource-constrained device, the current 
protocol generates less computation cost compared to Choi et 
al.’s scheme. Compared to the protocols proposed by S.Challa 
et al. [25] and Zhang et al. [35], this protocol achieves a better 
efficiency level since it only requires the execution of 8 ECC 
point-scalar multiplications in total, while the former protocols 
require the execution of 14 ECC point-scalar multiplications. 

VIII. CONCLUSION 
After reviewing X.Li et al.’s protocol and finding it to be 

vulnerable to many serious attacks such as insider attack, many 
time pad attack, lack of anonymity, and impersonation attacks, 
this paper presented a new mutual authentication and key 
agreement scheme that strengthens its security using three 
factors: password, smart card, and biometrics. The informal 
security analysis proved that this protocol resists all the attacks 
found in the studied protocol including X.Li et al.’s protocol. 
Additionally, a formal security analysis was given using 
AVISPA tool, which shows that the protocol is safe. In contrast 
with the studied protocols, this protocol also provides a freely 
identity change feature in addition to the password update. 

TABLE IV. COMPARISON OF COMPUTATION AND COMMUNICATION COSTS 
OF THE STUDIED PROTOCOLS 

 [5] [13] [35] [25] Our 
protocol 

Computation time 
of Ui 

2TEPM+ 
8Th 

3TEPM+ 
9Th 

5TEPM+ 
4Th 

5TEPM+ 
5Th 

4TEPM+ 
8Th+ 
TAES 

Computation time 
of GWN 

TEPM+ 
9Th 

TEPM+ 
5Th 

5TEPM+ 
5Th 

5TEPM+ 
4Th 

2TEPM+ 
5Th+ 
TAES 

Computation time 
of Sj 

4Th 
2TEPM+ 
6Th 

4TEPM+ 
4Th 

4TEPM+ 
3Th 

2TEPM+ 
2Th 

Total of 
computation costs 

3TEPM+ 
21Th 

6TEPM+ 
20Th 

14TEPM+ 
13Th 

14TEPM+ 
12Th 

8TEPM+ 
15Th+ 
2TAES 

Communication 
costs (bits) 2368 3072 3168 2464 2176 

On the other side, the proposed protocol achieved better 
results in terms of communication compared to the studied 
protocols. Computationally, X.Li et al.’s protocol is the most 
efficient. However, this efficiency advantage comes at the 
expense of security as shown previously. In terms of security-
efficiency ratio, the current protocol can be considered better 
than all the studied schemes. In the future, it will be interesting 
to improve this protocol to be suitable for mobile IoT 
applications where objects can jump from a gateway node zone 
to another in the same session without repeating the 
authentication process. 
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Abstract—Aiming at the low efficiency of magnetic column 
surface defect detection, the vulnerability to human influence, 
and the insufficient anti-noise performance of existing 2D-OTSU 
threshold segmentation algorithm, an improved artificial fish 
swarm algorithm combined with 2D-OTSU algorithm was 
proposed to improve the accuracy and real-time of magnetic 
column surface defect detection. Firstly, the weight coefficient 
was added on the basis of the original 2D-OTSU algorithm, and 
the distance function was set to optimize the weight coefficient. 
The objective function was established by combining the inter-
class discrete matrix and the intra-class discrete matrix, and the 
optimal threshold was obtained. Secondly, logistic model was 
used to optimize the perceptual range and moving step size of the 
artificial fish swarm algorithm, so as to balance the local and 
global search ability of the algorithm and improve the 
convergence speed of the algorithm. Finally, the optimal 
segmentation threshold is used to segment the image, and 
compared with other algorithms on four benchmark functions. 
Experimental results show that the improved algorithm can 
effectively reduce the time complexity of threshold segmentation 
and improve the efficiency of the algorithm. At the same time, the 
segmentation accuracy of the improved algorithm for magnetic 
column defects reaches 93%, which has good practicability. 

Keywords—Defect detecting; threshold segmentation; artificial 
fish swarm algorithm; improved 2D-OTSU algorithm 

I. INTRODUCTION 
In the process of magnetic column production, the surface 

of magnetic column will produce scarring, edge drop, black 
film and crack. At present, magnetic column surface defects 
are mainly detected and classified by inspection ,which may 
result in missed detection and error detection in the detection 
process, affecting the economic benefits of enterprises [1-2]. 

In recent years, image processing technology has developed 
vigorously, and defect detection using image processing 
technology has the advantages of security, reliability and 
strong adaptability. How to rapidly and accurately segment 
images by using image processing technology has become a 
hot topic [3]. Otsu [4] proposed the dynamic threshold method, 
also known as Otsu segmentation algorithm, to determine the 
threshold value of image segmentation by the maximum 
variance between the target region and background region. 
Zhang et al. [5] used Canny edge detection and Otsu to 
segment the filtered image, effectively removing the noise of 
abnormal points. Bo et al. [6] and Wang et al. [7]proposed to 
use the maximum entropy method to select segmentation 

threshold, when the image background is more complex, image 
segmentation is easy to cause partial information loss in the 
image and requires a large amount of calculation. The 
traditional Otsu algorithm only calculates the gray level of a 
single pixel without using the surrounding pixels, so there is a 
large error in the image threshold segmentation. On the basis of 
one-dimensional Otsu algorithm, 2D-OTSU algorithm is 
proposed to establish two-dimensional histogram based on the 
original image and the surrounding pixel smoothing 
information, which reduces the error in image segmentation 
and improves the accuracy of the algorithm. 

In this paper, a threshold segmentation method of 2D-
OTSU magnetic column image based on DLAFSA is 
proposed. By adding weight coefficient, the performance of 
2D-OTSU algorithm is improved. The artificial fish swarm 
intelligence algorithm was introduced to improve its sensing 
range and moving step size, and the effectiveness of the 
improved artificial fish swarm intelligence algorithm was 
verified through performance test experiments. 

II. RELATED WORK 
Liu et al. [8] proposed 2D-OTSU algorithm, which 

extended Otsu method to the case of two-dimensional 
histogram. The optimal segmentation threshold was obtained 
by taking the maximum straight of two-dimensional measure 
criterion. As the one-dimensional space changed to two-
dimensional space, the amount of computation increased and 
the calculation speed slowed down. He et al. [9] established the 
one-dimensional straight-line intercept histogram and the 
corresponding threshold selection criterion, which improved 
the anti-noise performance of the algorithm, but could not 
distinguish the low-light position information well. Xiao et al. 
[10] reduced the search space of threshold by mapping the 
pixel set of two-dimensional histogram to the trapezoidal 
region, thus improving the computing efficiency. However, 
some information was lost when the threshold space was 
compressed, which reduced the segmentation accuracy. Zeng et 
al. [11] combined the directional fuzzy reciprocal with the 
straight intercept histogram, replaced the gray information of 
the neighborhood with the fuzzy reciprocal, strengthened the 
details of the weak light position, and improved the 
segmentation accuracy of the model. Yang et al. [12] added 
local variance into 2D-OTSU, which not only took into 
account the degree of data dispersion between each pixel point 
and the central pixel point, but also improved the segmentation 
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accuracy while reducing noise interference, but its operation 
speed was still slow. 

 In order to solve such problems, many studies [13-15] use 
swarm intelligence to improve the traditional algorithm. For 
example, Ma [16] proposed the swarm intelligence whale 
algorithm, which uses swarm intelligence to conduct local 
search for threshold mechanism and then further search for 
global extreme value, thus improving the operation speed of 
the algorithm. Liu et al. [17] proposed to use the improved 
firefly algorithm to optimize the two-dimensional Otsu 
algorithm. In order to enable each firefly to find its own 
optimal position in the global, the mobile strategy was 
improved and global information was introduced in the 
iteration to enable firefly to have global search ability, avoid 
falling into local extremum and improve the operation 
efficiency. 

III. THRESHOLD SEGMENTATION 
Threshold segmentation model has three parts, including 

establishing segmentation model, determining threshold 
criterion and solving threshold. As shown in Fig. 1(a) is the 
image of magnetic column surface defect to be segmented, and 
Fig. 1(b) is the result of segmentation of magnetic column 
surface image by selecting an appropriate threshold value. 
When the threshold value of image segmentation is an 
appropriate value, the target area of image defect is obvious, 
and the defect is completely separated from the background. 
When the segmentation threshold is too small, the defect 
region of magnetic column cannot be completely segmented, 
and the defect target region of magnetic column surface defect 
image is smaller than the actual defect area, as shown in 
Fig. 1(c). When the segmentation threshold is too large, the 
magnetic column surface defect image is over-segmented, and 
part of the background region of the magnetic column image is 
segmented into the defect region, as shown in Fig. 1(d). 
Therefore, determining the appropriate threshold algorithm is 
the key to image threshold segmentation. 

 
(a)Image1  (b)Image2  (c)Image3  (d)Image4. 

Fig. 1. Segmentation Results of different Thresholds. 

A. Improved 2D-OTSU Algorithm 
In order to get the best threshold value, threshold 

segmentation method is very important. OTSU method is the 
maximum inter-class variance method, which is the criterion to 
determine the threshold of image segmentation [18]. However, 
the noise resistance of this method is weak, and the magnetic 
column image with low contrast is easily affected by noise, so 
the image segmentation effect is not obvious. In view of this, 

one-dimensional OTSU (1D-OTSU) method has no significant 
effect. Compared with 1D-OTSU, 2D-OTSU has lower 
sensitivity to noise and is more significant for defect image 
segmentation on magnetic column surface [19]. In order to 
eliminate the influence of isolated noise, weight coefficient is 
introduced, 2D-OTSU algorithm is improved to optimize the 
image segmentation effect. 

Digital image ( , )f x y  , its field smooths the image for 
( , )g x y  , ( , )f x y is the abscissa in a two-dimensional 

histogram, ( , )g x y is the ordinate, two-dimensional element 
( , )i j is composed of pixel gray value i and field gray value j, 
The probability is ij

ij

f
p

N
=  . ijf is the number of ( , )i j ’s, 

therefore. 
1 1 1 1

0 0 0 0
, 1

L L L L

ij ij
i j i j

f N p
− − − −

= = = =

= =∑∑ ∑∑
         (1) 

If two-dimensional element is selected as the threshold 
value in the two-dimensional histogram, the two-dimensional 
histogram can be divided into four types of regions. Region 1 
and region 3 are target and background region respectively, 
and region 2 and region 4 are noise and edge region, 
respectively. The two-dimensional histogram is shown in 
Fig. 2. 

 
Fig. 2. Two-dimensional Histogram. 

Set the probability of target and background area as 0ω  and 

1ω  , then 

1 1 1 1
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The corresponding mean values 0η and 1η are 
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The mean value of the total gray scale is 

( )
1 1 1 1

0 0 0 0
, ,

T
L L L LT

i j ij ij
i j i j

ip jpη η η
− − − −

= = = =

 
= =  

 
∑∑ ∑∑

         (5) 

The various internal discrete matrices is 

( )( )
1

0
0,1

L
T

k k k k
h

S h h kω η η
−

=

 = − − = ∑
          (6) 

The discrete matrix between classes is 

( )( )
1

0

T

k k k
k

S ω η η η η
=

 = − −  ∑
          (7) 

The distance function between 0ω  and 1ω is  

( )( )
1 2

0

0 0

( )
(1 )

k ki i kj j
k

trr S
ω η η η η

ω ω
=

 − −  =
−

∑

        (8) 

When ( )trr S  is the maximum of ( , )i j  , two-dimensional 
element ( , )u v  is selected as the optimal threshold. However, 
isolated noise still exists. In order to eliminate the influence of 
isolated noise, this paper introduces weight coefficient β  on 
the basis of 2D-OTSU algorithm to determine the final 
comprehensive objective function and obtain the optimal 
threshold. The objective function is determined by studying the 
inter-class discrete matrix and the intra-class discrete matrix: 

max min( ) ( ) ( )tr tr tr kr S r S r Sβ= −           (9) 

( )trr S  is the maximum value of ( )trr S  between classes, 

min( )tr kr S is the minimum value of ( )tr kr S  within classes, and β  
is the weight coefficient, which is related to the grayscale 
characteristics of the image and can be described by kω  . The 
calculation formula of weight coefficient β  is as follows: 

1 exp( )=1+
1 exp( )

k

k

a b
a b

ωβ
ω

− −
+ −         (10) 

Through 200 experiments, when a=0.6, b=0.045, the best 
weight coefficient β is obtained, and the weight coefficient β
is added into the 2D-OTSU algorithm to eliminate the 
influence of isolated noise. 

B. 2D-OTSU Image Threshold Segmentation Method based 
on DLAFSA 
Artificial fish swarm algorithm has strong ability to solve 

the optimal solution, high precision and fast convergence 
speed[20]. However, due to the characteristics of magnetic 
column defects, the traditional artificial fish swarm algorithm 
cannot completely meet the threshold segmentation of 
magnetic column surface defect image. In this paper, the 
artificial fish swarm algorithm is improved to improve the 

accuracy of threshold segmentation algorithm of magnetic 
column surface defect image. 

1) Adjustment of perception range: The size of visual 
represents the size of the search area of the individual fish. 
When the perceptual range of visual is larger, the search range 
of individual fish will be larger, which is conducive to the 
global search. When the perceptual range is small, the local 
range search is more accurate. 

Carry on dynamic adjustment to visual, use dynamic 
change form to change visual original determination way. At 
the beginning of the algorithm, the whole magnetic column 
surface image is searched globally, and the range of Visual 
should be enlarged to improve the convergence of the 
algorithm. In the later stage of the algorithm, the local search is 
carried out in the magnetic column surface image, and the 
range variation of Visual should be reduced to improve the 
search speed of the algorithm. The Logistic model with 
dynamic transformation is used to dynamically adjust Visual, 
set the maximum and minimum value of visual change range 
as 

maxvisual and minvisual , visual dynamic adjustment formula 
is:  

min

max

(1 )

(0)

dvisual visual visual
dt visual

visual visual

a = −

 =       (11) 

According to the logistic model, formula (11) is simplified as 

min

min

max

( )
1 ( 1) t

vidualvisual t visual e
visual

a−
=

+ −
       (12) 

Where, a  is the initial decay rate, and t  is the number of 
iterations of the algorithm. The initial decay rate a  is used to 
adjust the speed of visual descent. When a  is larger, it 
indicates that visual attenuation speed is faster, when a  is 
smaller, it indicates that visual attenuation speed is slow. 

According to (11), when the number of iterations is zero, 
the value of Visual is the maximum 

maxvisual . After t 
iterations, Visual approaches from the maximum value 

maxvisual  to the minimum value minvisual  . With the 
increasing number of iterations, Visual slowly converges from 
the maximum value 

maxvisual  to the minimum value minvisual  
. Thus realized the algorithm from the beginning to the end of 
the visual value by the larger value dynamic conversion to the 
smaller value function. 

2) Move step size adjustment: In the process of algorithm 
iteration, the larger step is, the faster the search speed is in the 
same visual. The smaller step is, the slower the search speed is 
and the more iterations are. At the beginning of the algorithm, 
visual range is larger, at this time, take a larger value of step, 
reduce the workload of searching the best position state, 
improve the convergence speed of the algorithm; In the later 
stage of the algorithm, the local area of the best position state 
has been determined, visual is a smaller search range, a 
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smaller step is needed to carry out a more detailed local search, 
improve the accuracy of the algorithm. 

The adjustment requirements of parameter step are the 
same as those of Visual, in that a larger value is required at the 
beginning and a smaller value is required later. The parameters 
change dynamically during the algorithm, from large to small. 
Logistic model is also used to dynamically adjust parameter 
step, and the formula is as follows: 

min

max

(1 )

(0)

dstep step step
dt step

step step

a = −

 =        (13) 

According to the Logistic model, formula (13) is simplified as: 

min

min

max

( )
1 ( 1) t

stepstep t step e
step

a−
=

+ −
       (14) 

Where, maxstep is the maximum value of step and minstep  
is the minimum value of step. 

According to the experiment, 
maxvisual  =10, 

minvisual  =1, 

maxstep  =8, minstep  =0.5, a  =0.1, that is, the transformation 
range of Visual is [1,10], and the change range of step is 
[0.5,8]. The dynamic transformation curve of Visual and STEP 
is shown in Fig. 3. 

 
Fig. 3. Dynamic Transformation Curve of Visual and Step. 

In an iterative cycle of 50, when 10 generations, visual and 
step convergence to the minimum, that is to say, in the first ten 
generations for global search, the rest of the iteration cycle for 
local search, this artificial fish algorithm can quickly locate the 
optimal solution is not at the early stage of the iteration into 
local optimal solution, and can improve the accuracy of 
solution in the late iterations. 

In the 2D-OTSU algorithm, an optimal threshold ( , )u v  
should be found for image segmentation, and the optimal 
threshold ( , )u v  should be found through the distance measure 
function in the maximum inter-class variance method to 
achieve the purpose of image segmentation of magnetic 

column surface defects. In this paper, 2D-OTSU algorithm is 
improved by adding DLAFSA algorithm to improve the 
accuracy and anti-noise of 2D-OTSU algorithm. The objective 
function of 2D-OTSU algorithm was used as DLAFSA 
algorithm to obtain the optimal threshold of fish food 
concentration ( )f X , so as to carry out the threshold 
segmentation of magnetic column surface defect image. 

The specific steps of 2D-OTSU image threshold 
segmentation based on DLAFSA are as follows: 

• Initialize the algorithm parameters. 

• Take the objective function of 2D-OTSU algorithm as 
the food concentration of DLAFSA algorithm to find 
the maximum distance function. 

• Update the searcher position in the bulletin board to 
find the best position. 

• Judge whether the optimal position or the condition of 
maximum iteration value of the algorithm is reached, 
and output the result; otherwise, continue to perform the 
previous step. 

• Image threshold segmentation of magnetic column 
surface defects is carried out according to the optimal 
threshold value. 

The 2D-OTSU image threshold segmentation flow chart 
based on DLAFSA is shown in the Fig. 4. 

Start

Image to be segmented

Initialize algorithm parameters

Update bulletin board searcher 
location

Find the best position and get 
the corresponding position

Whether global 
optimization is 

achieved

The output searcher's 
final position is the 
optimal threshold

Image segmentation 
according to the optimal 

threshold

Whether the maximum 
number of iterations is 

reached

The output image

Yes No

Yes No

 
Fig. 4. 2D-OTSU Image Threshold Segmentation Flow Chart based on 

DLAFSA. 

IV. ALGORITHM PERFORMANCE TEST 
In order to verify the effectiveness of the improved 

artificial fish swarm algorithm, the improved adaptive artificial 
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fish swarm algorithm DLAFSA and the standard artificial fish 
swarm algorithm AFSA are compared and tested by 
Benchmark function [19]. In DLAFSA algorithm, set 
parameters, = 20, 

maxvisual  =10, minvisual  =1, 
maxstep =8, 

minstep =0.5, λ  =2. In the AFSA algorithm, visual=2, step=2, 
and other parameter settings are the same as those in the 
DLAFSA algorithm. The four selected test benchmark 
functions are shown in Table I. 

TABLE I. SELECTED FOUR TEST BENCHMARK FUNCTIONS 

The 
function 
name 

Test functions Variable 
scope 

The 
optimal 
value 

Rastrigin 2
1

1
( ) [ 10cos(2 ) 10]

n

i i
i

f x x xπ
=

= − +∑
 

[-5.12,5.12] 0 

Ackley 2

1 1

1 10.2 cos(2 )

2 ( ) 20 20

n n

i i
i i

x x
n nf x e e e

π
= =

− ∑ ∑
= − − + +

 
[-50,50] 0 

Rosenbrock 1
2 2 2

3 1
1

( ) [100( ) ( 1) ]
n

i i i
i

f x x x x
−

+
=

= − + −∑

 
[-32,32] 0 

Schaffer 2 2 2

4 2 2 2

sin 0.5
( ) 0.5

[1 0.001( )]
x y

f x
x y
+ −

= +
+ +

 
[-10,10] 0 

The parameters of DLAFSA algorithm and AFSA 
algorithm are set. During the performance comparison test, 
both algorithms are executed for 30 times. The performance of 
DLAFSA algorithm is verified by comparing the mean and 
variance of solutions obtained by DLAFSA algorithm and 
AFSA algorithm after the test of four selected benchmark 
functions, as well as the number of successful iterations of 
algorithm on the benchmark function and the average number 
of iterations required after successful iteration. 

In the four classical benchmark functions, DLAFSA and 
AFSA algorithms set the number of iterations to 2000. 

1( )f x  
is a unimodal function

2 ( )f x , 
3 ( )f x  , and

4 ( )f x  are multimodal 
functions. Test results of DLAFSA and AFSA on the 
benchmark function are shown in Table II. 

As can be seen from the data results in Table II, the mean 
values of solutions obtained from four different benchmark 
functions are smaller than those obtained from AFSA 
algorithm. Compared with AFSA algorithm, the variance of 
solutions obtained by DLAFSA algorithm in four different 
benchmark functions is smaller. From the comparison of mean 
and variance, DLAFSA algorithm has higher accuracy, and 
DLAFSA algorithm is better than AFSA algorithm. 

TABLE II. TEST RESULTS OF DLAFSA AND AFSA ON THE BENCHMARK 
FUNCTION 

Benchmark 
functions 

DLAFSA AFSA 

The mean The variance The mean The variance 

f1 1.4203 0.2912 12.6237 2.7212 

f2 5.6e-16 8.1e-16 2.8e-10 1.9e-12 

f3 1.7e-28 2.7e-72 0.00681 0.0143 

f4 3.5231 2.7873 6.6372 3.8221 

TABLE III. SUCCESSFUL ITERATION RESULTS OF DLAFSA AND AFSA 

Benchmark 
functions 

DLAFSA AFSA 

Number of 
successful 

Average 
number of 
iterations 

Number of 
successful 

Average 
number of 
iterations 

f1 21 1074 15 1829 
f2 16 1527 9 1672 
f3 23 982 23 1082 
f4 28 609 19 695 

Table III shows the average iteration times required by 
DLAFSA algorithm and AFSA algorithm for successful 
iteration on benchmark functions when the test results and 
algorithm convergence are successful. It can be seen from the 
table that the successful iteration times of DLAFSA algorithm 
on four benchmark functions are more than the successful 
iteration times of AFSA algorithm on four benchmark 
functions. The average iteration times of DLAFSA algorithm 
on the successful iteration of the four benchmark functions are 
also less than that of AFSA algorithm on the successful 
iteration of the four benchmark functions. The performance of 
DLAFSA algorithm is better than that of AFSA algorithm. 

V. EXPERIMENTAL RESULTS AND ANALYSIS 
In order to verify the effect and accuracy of the improved 

2D-OTSU image threshold segmentation method on magnetic 
column surface defect image threshold segmentation, the 2D-
OTSU image threshold segmentation method based on 
DLAFSA was compared with the traditional 2D-OTSU method 
and the improved firefly algorithm in literature [21]. The image 
segmentation of four magnetic column surface defects, namely, 
magnetic column scar, black slice, edge drop and crack, was 
analyzed by comparative experiment. The image threshold 
segmentation and comparison effect of magnetic column 
surface defects is shown in Fig.  5. 

As can be seen from the comparison figure, magnetic 
column surface defects are complex and have many kinds of 
defects. For scarring and black spot defects, the traditional 2D-
OTSU algorithm will produce many noise points. Although the 
algorithm in [21] effectively reduces noise points, the edge 
segmentation effect of magnetic column is poor. For side drop 
defects, the 2D-OTSU algorithm has more noise points, and 
both the algorithm in [21] and the algorithm in this paper can 
be well segmented. However, for crack defects with low 
contrast, the traditional 2D-OTSU image segmentation 
algorithm and the algorithm in [21] are still affected by isolated 
noise and cannot effectively extract magnetic column surface 
defects. However, the algorithm in this paper can effectively 
eliminate isolated noise and extract magnetic column surface 
defects. Table IV shows the comparison of optimal thresholds 
and time for processing magnetic columns with different 
defects using three threshold segmentation algorithms. It can 
be seen that the running time of 2D-OTSU using firefly 
algorithm is 32.2% of that of traditional 2D-OTSU. Although it 
can effectively reduce the running time, the running speed is 
still relatively slow. The proposed algorithm reduces the 
running time of the traditional 2D-OTSU algorithm by 82.45%, 
and ensures the accuracy of the algorithm while reducing the 
running time. 

n
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(a) Scar (b) Black piece (c) Off the edge (d) Cracks 

（1）Image to be segmented 

 
(a) Scar (b) Black piece (c) Off the edge (d) Cracks 

(2) Traditional 2D-OTSUalgorithm 

 
(a) Scar (b) Black piece (c) Off the edge (d) Cracks 

(3) Literature [21] improved firefly algorithm 

 
(a) Scar (b) Black piece (c) Off the edge (d) Cracks 

(4) Algorithm in this paper 
Fig. 5. Threshold Segmentation Effect of different Methods. 

TABLE IV. THE OPTIMAL THRESHOLD AND SEGMENTATION TIME OF 
DIFFERENT ALGORITHMS ARE COMPARED 

Algorithm Scar Black 
piece 

Off the 
edge Cracks 

Mean 
Spent 
time/ms 

2D- 
OTSU (96,109) (102,123) (94,115) (103,117) 508.43 

Firefly 
algorithm 
+ 
2D-OTSU 

(103,112) (109,120) (106,112) (102,115) 163.59 

Ours (103,108) (113,119) (108,112) (107,111) 89.23 
The threshold segmentation of 500 magnetic column 

images with defects is carried out by the method in this paper, 
and the images obtained are used as classification recognition 
samples after feature extraction. 300 of them are selected as 

KNN classifier training sample set, and the remaining 200 as 
KNN classifier test sample set. The test samples are classified 
by the KNN classifier successfully trained. The classification 
recognition results are statistically analyzed, and the 
classification results are shown in Table IV. 

TABLE V. CLASSIFICATION RESULTS 

 Scar Black 
piece 

Off the 
edge Cracks total 

Actual sample 
size 45 55 48 52 200 

Correct 
identification 
number 

41 52 44 49 186 

Leaving out the 
number 0 0 0 0 0 

Mistakenly 
identified 
several 

2 2 1 1 6 

Recognition 
accuracy% 91.1 94.5 91.7 94.2 93 

Table V shows that the classification accuracy of four types 
of magnetic column surface defects reaches 93%, including 
94.5% for black piece defects, the accuracy of cracks defect 
classification was 94.2%. Due to the difficulty in 
distinguishing edge defect from scar defect, the classification 
accuracy is lower than the other two defect types, but the 
recognition accuracy can reach more than 90%. The 
recognition accuracy of scar is 91.1%, the recognition accuracy 
of off the edge is 91.7%. In particular, the missing rate is 0, and 
all defects can be detected, which can meet the requirements of 
magnetic column surface defect detection. 

VI. CONCLUSION 
Aiming at the problems of low segmentation efficiency and 

weak anti-noise ability of traditional 2D-OTSU algorithm, this 
paper proposes a 2D-OTSU image threshold segmentation 
algorithm based on DLAFSA. In this paper, a weight 
coefficient is added to 2D-OTSU algorithm to eliminate 
isolated noise and distinguish background and target 
effectively. The artificial fish swarm algorithm is improved to 
improve the convergence and search speed of the algorithm 
and effectively reduce the time complexity of threshold 
segmentation by adjusting the perceived range and moving step 
size of fish swarm. By comparing the performance of adaptive 
artificial fish swarm algorithm DLAFSA with the standard 
artificial fish swarm algorithm AFSA using the benchmark 
function, it is concluded that the improved algorithm has 
higher accuracy, shorter convergence time and stronger overall 
performance than the original algorithm. Finally, the proposed 
algorithm is compared with the traditional 2D-OTSU method 
and the improved firefly algorithm in terms of segmentation 
accuracy and running time. Experimental results show that the 
proposed algorithm can better segment magnetic column edge, 
effectively eliminate isolated noise, improve the running speed 
of the algorithm, and ensure the segmentation accuracy. 
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Abstract—Accurate diagnosis of lung cancer has been critical, 
and image segmentation and deep learning (DL) techniques have 
made it easier for medical people. Yet, the concept's effectiveness 
is extremely limited due to a scarcity of skilled radiologists. 
Although emerging DL-based methods frequently necessitate 
accordance with the regulation, such as labelled feature map, to 
train such networks, which is difficult to terminate on a big scale. 
This study proposed a swarm intelligence based modified DL 
model called MSCOA-DSCN to classify and forecast various 
Lung Diseases through anterior X-rays. Image enhancement with 
a modified median filter and edge enhancement with statistical 
range applied for better image production. The disparity 
between min and max pixels focused on the Statistical range from 
each 3×3 input image cluster. Utilized Enriched Auto-Seed Fuzzy 
Means Morphological Clustering for segmentation (EASFMC); 
they could function together to identify edges in X-Ray imaging. 
Used A deep separable convolution network (DSCN) was in the 
created system to predict the class of lung cancer, and Modified 
Butterfly Optimization Algorithm (MBOA) applied for the 
feature selection procedure. This present study compared with 
various state-of-the-art classification algorithms using the NIH 
Chest-Xray-14 database. 

Keywords—Lung diseases; X-rays; deep learning; filtering; 
edge detection; segmentation and swarm intelligence 

I. INTRODUCTION 
In recent times, Lung cancer (LC) is the main leading 

causes of mortality among the most dangerous tumours that 
can harm a person's health. It has the highest mortality rate, 
including all tumours, and is the prominent basis of cancer 
death in human [1]. LC accounts for roughly 1.8 million 
people infected each year, or 13% of all cancer cases, and 1.6 
million fatalities globally, or 19.4% of all cancer-related 
deaths. In 2020, the expected mortality of cancer patients in 
developing countries [2] was 679,421 men and 712,758 
females, particularly in India. Around one in 68 men suffers 
this form of LC; about one in 29 women suffer breast cancer, 
therefore around one in nine Indians suffering cancer between 
the decades of 0 and 74.Increasing the risk of LC, the 
discovery in the early stages will improve survival rates 
significantly. Still, it is also impossible to discern the early-
stage prediction of LC due to fewer symptoms [3]. 

Computer-based technology has significantly grown in 
importance around the globe. As of early January 2019, 

COVID-19 causes causing substantial respiratory problems 
and severe health issues, leading to the possibility of the 
COVID-19 pathogenic virus and other such bacterial or viral 
infections [4]. As a result, the accurate intervention of lung 
disorders is rather critical than ever. Machine learning (ML) 
and DL can be beneficial throughout this case. The 
recognition of medical images in ML-based detection 
approaches necessitates a specific stage to isolate 
malignancies, automatic localization, and identification in 
internal organs, as well as particular processing, which is 
highly useful [5]. "DL approaches" that perform well in cancer 
categorization advance current trends. 

Various studies have focused on how DL schemes might 
be used [6,7] with both the expansion of computer 
programming for medicine and social research initiatives, this 
approach has the potential to lower medical expenditures. The 
NIH chest X-ray image database is obtained mainly from the 
Kaggle repository [8] for use in development. A number of 
research works have been carried out on the diagnosis of chest 
diseases using artificial intelligence methodologies. In [9], 
multilayer, probabilistic, learning vector quantization, and 
generalized regression neural networks have been used for 
diagnosis chest diseases. The diagnosis of chronic obstructive 
pulmonary and pneumonia diseases was implemented using 
neural networks and artificial immune system [10]. In [11], 
the detection of lung diseases such as TB, pneumonia, and 
lung cancer using chest radiographs is considered. The 
histogram equalization in image segmentation was applied for 
image preprocessing, and feed forward neural network is used 
for classification purpose. The above research works have 
been efficiently used in classifying medical diseases; however, 
their performance was not as efficient as the deep networks in 
terms of accuracy, computation time, and minimum square 
error achieved. Deep learning-based systems have been 
applied to increase the accuracy of image classification [12]. 
These deep networks showed superhuman accuracies in 
performing such tasks. This success motivated the researchers 
to apply these networks to medical images for diseases 
classification tasks, and the results showed that deep networks 
can efficiently extract useful features that distinguish different 
classes of images [13]. Most commonly used deep learning 
architecture is the convolutional neural network (CNN). CNN 
has been applied to various medical images classification due 
to its power of extracting different level features from images 
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[14] [15]. This work presents a novel hybrid method for 
classifying lung illness in the aforementioned dataset. The 
research's significant contribution is the invention of a 
different hybrid DL system appropriate for detecting lung 
illness from X-ray pictures. 

The study discusses the architectures of DSCN further 
with MBOA to help determine whether use individuals to 
diagnose LC in this research would work. The NIH chest X-
ray image database is initially pre-processed images after that 
trained using the suggested DSCN-MBOA model to assess the 
percentage of lungs directly impacted by cancer and network 
image preparedness for LC. The networks in this translucent 
classification structure have achieved equivalent performance, 
latency (time), recall, f-measure, precision, and accuracy 
metrics. The following is the work's main contribution: 

• The input x-ray images are first pre-processed with a 
modified median filter for noise reduction and 
statistical range edge detection. 

• Enriched Auto-Seed Fuzzy Means Morphological 
Clustering is used for segmentation (EASFMC). 

• By using DSCN and the MBOA for feature selection, 
the created method identifies a certain kind of lung 
illness. 

The following is a conceivable structure for the 
manuscript: The second section discusses relevant research on 
lung classification and nodule identification and classification. 
Section 3 discusses the methodology of this study and a 
complete examination of the implemented dataset. Section 4 
describes the findings and experimental discussion with their 
appropriate outcome results, while Section 5 finishes the 
research work with recommendations for further research. 

II. RELATED WORK 
A complete examination of numerous LC detection 

approaches for forecasting cancer is an uncontrolled 
development in the lung region, notably in lung X-ray images 
described in this literature review. Liu et al. [16] developed a 
Convolutional Neural Network (CNN)-based cascade 
technique for lesion classification. To get the localization of 
the focal liver lesions, initially utilize the transfer learning 
(TL) method to learn the automatic recognition network on the 
experimental dataset. Peng et al., [17] utilized a parallel 
genetic algorithm (GA) to detect LC in chest X-ray images. 
The approach combines pattern matching and localized search 
strategies, and experiments have shown promising outcomes. 

The 121-layer CNN (DenseNet121) and the TL algorithm 
being investigated by Ausawalaithong et al., [18] are 
mechanisms for diagnosing LC via chest X-ray data. This 
classifier trained on the sample until moving on to the LC 
image database to overcome the difficulty of a short dataset. 
Yan et al. [19] suggested a weakly supervised DL architecture 

comprising squeeze-and-excitation blocks, multi-map transfer, 
and max-min pooling for grouping similar respiratory 
diseases, including identifying anomalous lesion locations on 
Chest X-ray14 dataset for diagnosing major lumbar spinal 
disorders. The extensive simulation shows that the proposed 
model has high effectiveness than the existing methods. 

Yan et al. [20] described a new weakly-supervised 
learning model for classifying pulmonary diseases based on 
the analysis of given chest X-rays and localizing disease 
patches on X-rays at pixel-level refinement. The suggested 
network's benefits come from the acquisition of disease-
specific characteristics during multi-map transfer layers and 
the cross-channel feature realignment provided by squeeze-
and-excitation blocks somewhere between dense partitions. 
Heat maps, which are the raw material for producing the 
network's range of processes, are another way to display it. 

The above X-ray scans are massive, containing 110,120 
images and weighing almost 44 GB. Including the Chest X-
ray-based LC expert systems, in [21] performed a thorough 
statistical study of different DL network models. The main 
objective is to obtain a performance evaluation for each DL 
network structure. It includes aspects of measurement, 
including accuracy performance, examination of training and 
validation time, memory utilization analysis, CPU and 
memory observation, graphics processing energy 
consumption, and some enhancement ideas. 

In [22] suggested a Modified AlexNet (MAN) DL 
architecture to assess the lung abnormalities, where a 
threshold filter to reduce artifacts from Lung CT images is 
applied. Besides combining in-depth features with handcrafted 
features, this study introduces a new Ensemble-Feature-
Technique (EFT). However, serial fusion and Principal 
Component Analysis (PCA)-based design to identify the 
significant feature set used. Compared to the other existing 
framework methods, experimental data show that MAN 
outperforms them. Bharati et al. [22] created new hybrid DL 
architecture (By merging data augmentation, VGG, and spatial 
transformer network (STN) into CNN) and denoted as 
VDSNet. Table I show the proposed methods' advantages and 
disadvantages in this literature review. 

Here the Inference from the existing works is considered 
as conventional DL algorithms are robust, they underachieve 
when images are slanted, flipped or otherwise abnormally 
oriented. Again, hybrid approaches to evaluate the accuracy 
while reducing the learning rate are applied. The presented 
hybrid technique named DSCN- MSCOA may detect 
suspicious problematic regions using chest X-ray images that 
are highly effective and enhance diagnosis when compared to 
standard methods. In a way, it can improve the therapy's 
effectiveness for the affected individual in terms of accuracy, 
precision, etc. 
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TABLE I. EXISTING PROPOSED METHODS WITH THEIR ADVANTAGES AND DISADVANTAGES 

Author Dataset Method  Advantages Disadvantages Performance metrics 

Liu et al., [9] 
2594 chest x-
rays and 
JSRT dataset 

Cascaded 
CNN 

Reduce the number of actions 
required to detect the condition and 
increase the learning duration. 

The issue with using CNN to 
diagnose LC is that it is highly 
effective when the sample size is 
too small. 

JSRT dataset: Precision of 
0.885 and recall of 0.858 
Chest x-ray: Precision of 
0.985 and recall 0.958 

Peng et al., [10] 
154 pieces of 
medical 
images 

GA 
This results in more accurate 
learning without having to spend 
more time on it. 

The reality that all tumor spots on 
chest X-rays were genetic 
conditions is overlooked because 
GA will not handle various 
diseases sequentially. 

optimal solutions 100%  
execution time 14814s 

Ausawalaithong 
et al., [11] 

JSRT Dataset 
and 
ChestX-ray14 
Dataset 

CNN with TL This suggested scheme is capable of 
resolving the issue of a small dataset. 

Owing to the unavailability of 
features which include genetic 
factors and tobacco consumption 
rate in learning, as well as images, 
accuracy is reduced. 

mean accuracy: 
74.43±6.01%, mean 
specificity: 74.96±9.85%, 
and mean sensitivity: 
74.68±15.33%  

Yan et al., [13] ChestX-ray14 
dataset 

weakly-
supervised DL 
framework 

As more of a result, using minimal 
samples can yield high accuracy. 

Using the minimal number of 
bounding boxes, re-investigate an 
effective representation of lesion 
regions. 

Average AUC 0.8302 

Wibisono et al., 
[13] 

110,120 
images 

five different 
CNN models 

In terms of execution rate and 
accuracy, this might be the most 
efficient DL conceptual model. 

The availability of sufficient 
labeling by a medical expert is a 
key barrier to applying DL models 
to serious health concerns. 

AUROC scores 0.80 - 
0.82, CPU utilization 
527% - 940% memory 
usage 23.39 GB - 38 GB 
and execution time 2.91 
hours - 7.6 hours.  

Bhandary et al., 
[14] 

chest X-Ray 
images and 
LIDC-IDRI 

modified 
AlexNet  

It is essential because it could be 
viewed as a program that helps 
physicians in doing further 
diagnostic procedures. 

Though the recognition rate was 
improved by 0.05 on the ROC-
AUC scoring system, there was 
always scope for change. 

classification accuracy 
97.27% 

Bharati et al., 
[15]  

NIH chest X-
ray VDSNet 

It takes a lot less time to train, but 
the accuracy rate is significantly 
worse. 

Unfortunately, this should result in 
a lengthy period of training. 

validation accuracy of 
73% 

III. PROPOSED METHOD 
 An optimized DL-based technique opts to classify and 

extract LC regions on X-ray images. The proposed framework 
is composed of various successive components shown in 
Fig. 1. After pre-processing X-ray images using a modified 
median filter, the undesired LC components are masked using 
Enriched Auto-Seed Fuzzy Means Morphological Clustering 
(EASFMC) based segmentation and removal. After that, the 
features are extracted from the final fully-connected layers for 
the DSCN architecture, which are then optimized using 
MBOA. The optimized feature set input for DSCN for LC 
classification. Pre-processing is required because this 
technique requires an X-Ray image representation that could 
have noise, inappropriate blurring, or being out of perspective. 

A. Dataset Description 
 The dataset [8] file comprises a random sample of 5% of 

the whole dataset, with 5606 photos with a resolution of 1024 
x 1024 pixels each. To build a .csv (comma-separated values) 
file with patient data in addition class labels for the entire 
dataset. The following is a description of the class. There are 
15 "No findings" classes, as well as 14 diseases such as 
Edema type images (118), Emphysema type images (127), 
Cardiomegaly type images (141), Fibrosis type images (84), 
Pneumothorax type images (271), Consolidation type images 
(226), Pleural Thickening type images (176), Mass type 
images (284), Effusion type images (644), Infiltration type 
images (967) and Nodule type images (313). Also, technique 
classifies "No finds" for 3044 images. 

 
Fig. 1. General Framework Diagram. 

B. Image pre-processing and Edge Detection 
Modified Median Filter for noise Removal: The median 

filter [23] is the most widely utilized image-enhancing filter. It 
blurs and distorts images by modifying noisy, denoted as 
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corrupted pixels, and noiseless, indicated as uncorrupted 
pixels. The modified median filters incorporate a switching 
mechanism to replace several pixels when it is determined to 
be contaminated. These results of pixels in an image are 
computed by Algorithm 1. A three × three window across the 
image stretches by starting in the upper left corner. Its 
function is associated with the maximum and minimum image 
pixels within the window to determine whether a pixel 
remains uncorrupted or corrupted. When a pixel's value is 
between the top and minimum, it is uncorrupted. A refined 
pixel is left alone within a specified filtering window, whereas 
corrupted pixels swap by the median image pixel or an 
effectively understood immediate adjacent pixel; is done for 
each pixel value. Determine the absolute value ϑ by the 
difference between both the window's centre pixel as well as 
its neighboring pixels with n=8, which is expressed as in 
Eq. (1-2): 

𝜗 = ∑ |𝜑(𝑖,𝑗)|𝑛
𝑖=1

𝑛
 where 𝑖, 𝑗 = 1,2, … ,𝑛           (1) 

𝑡ℎ𝑒𝑟𝑠ℎ𝑜𝑙𝑑 = 𝜇 � 𝑎𝑣𝑔
𝑎𝑣𝑔+𝑣𝑎𝑟

�             (2) 

where the 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 is the ideal threshold in the proposed 
algorithm and is the mean of (i,j). In the filtering window, the 
mean avg, as well as variance var of n neighbor pixels nearest 
to the center pixel, as well as variance var of n neighbor points 
adjacent to the center pixel is determined. It can be explained 
simply: 

𝑣𝑎𝑟 = ��∑ 𝑥(𝑖,𝑗)𝑛
𝑖=1 −𝑎𝑣𝑒�

2

𝑛
 and 𝑎𝑣𝑔 = ∑ 𝑥(𝑖,𝑗)𝑛

𝑖=1
𝑛

          (3) 

Algorithm 1. The modified median filtering algorithm 
Input:Corrupted Input chest X-ray Image by noise 

Output:Noise removed Image, using a 𝑀 ×  𝑁 window 

1. The𝑀 ×  𝑁  window is skimmedin excess of the entire 
image.  

2. Category the pixels, denoted by 𝑆𝑖𝑗  inside the window in 
ascending order.  

3. Find minimum𝑆𝑚𝑖𝑛 , maximum𝑆𝑚𝑎𝑥  and median 𝑆𝑚𝑒𝑑 of 
the pixel values 

4. If (𝑆𝑚𝑖𝑛 < 𝑆𝑒𝑝𝑖𝑐𝑒𝑛𝑡𝑒𝑟 < 𝑆𝑚𝑎𝑥 )  
5. denote the medium pixel as uncorrupted such that no 

filtering required  
6. Else  
7. denote the medium pixel as corrupted  
8. If (𝑆𝑒𝑝𝑖𝑐𝑒𝑛𝑡𝑒𝑟  is not an noise which is marginsignificance)  
9. Substitute𝑆𝑒𝑝𝑖𝑐𝑒𝑛𝑡𝑒𝑟 through𝑆𝑚𝑒𝑑 
10. Else  
11. Substitute𝑆𝑒𝑝𝑖𝑐𝑒𝑛𝑡𝑒𝑟 through𝑆𝑖−1,𝑗 
12. End If  
13. End If  
14. Recurrence step 2 to 9 for the complete image and obtain 

noise removed image. 

Statistical Range for Edge detection: The measures of 
dispersion between every maximum and minimum value of a 
specified collected data, matrix, or linear data in massive 
volumes of data, the variety can be used to detect edges. Every 
pixel is supplanted with a variety of grey values from the 

surrounding area. The variety also gives meaning to the mean, 
median, as well as mode, it can gain a piece of deeper 
knowledge through a variety of facts. In this study, the 
statistical range (SR) from each of the 3 ×  3 matrix partitions 
from the lung input image was examined. The equation for 
determining SR is as follows: 

𝑆𝑅 = 𝑆𝑚𝑒𝑑  _ 𝑆𝑚𝑖𝑛              (4) 

C. EASFMC for Segmentation 
The lung segmentation technique is a prerequisite in 

classifying lung images and yet is essential for effective 
cancer diagnoses. Earlier, used Otsu's approach [24] to 
determine a global specified threshold, then image edge 
detection was employed to extract the bounding box of the 
image's centre, i.e., the malignancy location on an image. The 
region is segmented using regions of interest with an 
EASFMC clustering methodology, a density-based technique 
for detecting spontaneously generated clusters in more 
extensive coverage of large databases with imperfection. 
EASFMC additionally clusters sites only in high-density 
areas, whereas endpoints in specific areas are considered 
outliers or interference. So the amount of segments is 
determined dynamically. 

Based on EASFMC, the study proposes a method for 
extracting the characteristic features of cancer areas. The 
fuzzy concept, commonly employed in the classification 
process, is being used here for segmentation—the given image 
segments into several clusters due to specific fuzzified data 
clusters by keeping their geometric placements—the measure 
of similarity of each pixel to the precedent cluster's centre 
value using the membership degree. The method has indeed 
been designed in this study to determine its initial centroids 
reference value on its own, making the segmentation 
procedure automatic. The EASFMC Segmentation steps are 
explained in detail as follows. 

Step 1: The ROI I(x,y) was obtained initially, which 
comprises the cancer area and the ordinary location, two 
reference cluster numbers must be specified for this. Those 
two main clusters 𝑐 were generated sequentially in an attempt 
to implement this segmentation quickly and easily. 

𝑐1 =
∑�∑ max�𝐼(𝑚, : )�𝑖

𝑚=1 �
𝑁

 

𝑐2 =
∑�∑ max�𝐼(𝑚, : )�𝑗

𝑛=1 �
𝑁

 

Where 𝑚 =  1,2, … , 𝑖and 𝑛 = 1,2, … , 𝑗.           (5) 

Where 𝑖 is the amount of rows, 𝑗 is the amount of columns 
in image 𝐼(𝑚,𝑛) and N is the complete number of non-zero 
pixels. 

Step 2: The differentiation between each pixel as well as 
clusters was computed, therefore two distance 
matrices,𝑑𝑖𝑠𝑡1and 𝑑𝑖𝑠𝑡2, respectively built for both 𝑐1 and 𝑐2 
using the formulae below. 

𝑑𝑖𝑠𝑡1 = [𝑐1 − 𝐼(𝑚,𝑛)]2 and 

 𝑑𝑖𝑠𝑡2 = [𝑐2 − 𝐼(𝑚,𝑛)]2             (6) 

512 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 6, 2022 

Step 3: The distance matrices acquired in the initial state 
were smooth fuzzified using the following equations, and even 
the coefficients were therefore normalised as well as fuzzified 
using a constant variable 𝕣 >  1 as then their summation was 
1 , as well as the resultant smooth fuzzified output was 
preserved in 𝐹1 and 𝐹2. 

𝐹1 = 1

(𝑑𝑖𝑠𝑡1)
2
𝕣−1

 and 

𝐹2 = 1

(𝑑𝑖𝑠𝑡2)
2
𝕣−1

              (7) 

This seems to be comparable to simply normalising the 
coefficients to achieve their summation 1 for 𝕣 = 2. 

Step 4: Around an image 𝐹(𝑚,𝑛) , fuzzy rule-based 
assignment was conducted prior to 𝐹1 and 𝐹2, as well as the 
segmented images 𝑠𝑒𝑔1 (the segmented image with respect to 
initial cluster 𝑐1  ) and 𝑠𝑒𝑔2 (another segmented image with 
respect to cluster 𝑐2)were generated as follows: 

𝑠𝑒𝑔1(𝑖, 𝑗) = 𝐼(𝑚,𝑛), 𝑖𝑓 𝐹2(𝑖, 𝑗) < 𝐹1(𝑚,𝑛)and 

𝑠𝑒𝑔2(𝑖, 𝑗) = 𝐼(𝑚,𝑛), 𝑖𝑓 𝐹2(𝑚,𝑛) > 𝐹1(𝑚,𝑛)          (8) 

Step 5: The𝑠𝑒𝑔1  and𝑠𝑒𝑔2  were refined through updating 
the cluster value 𝑐1  and 𝑐2 consuming the subsequent 
equations. 

𝑐1𝑢𝑝𝑑𝑎𝑡𝑒 = ∑(𝑠𝑒𝑔1(𝑖,𝑗)≠0)
𝑁1

 and 

𝑐2𝑢𝑝𝑑𝑎𝑡𝑒 = ∑(𝑠𝑒𝑔2(𝑖,𝑗)≠0)
𝑁2

             (9) 

Where 𝑁1  and 𝑁2  are the complete amount of non-zero 
pixels in 𝑠𝑒𝑔1 and 𝑠𝑒𝑔2correspondingly. 

Step 6: Step 1 to 5 were repetitive once more with the new 
cluster centre values such as𝑐1𝑢𝑝𝑑𝑎𝑡𝑒  and 𝑐2𝑢𝑝𝑑𝑎𝑡𝑒up to the 
difference between two sequential restructured clusters were 
minimum. 

Step 7: Mathematical morphology is used for the binary 
image, and the cancer regions are improved in the processed 
binary image. Formerly, DSCNN is applied for feature 
extraction yields the final results of feature extraction then 
also classification after X-ray image segmentation. 

D. Feature Extraction and Classification using DSCNN 
In DSCNN, image features are extracted from the fully 

connected (FC) layers and then optimized utilizing the 
MSCOA method. The system gave a 2-dimensional feature 
map containing the retrieved image features as input. Provide 
N filters to every convolutional network layer to identify 
cancer region abnormalities across data points. Every neural 
inference produced a probability function in maintaining the 
likelihood of every output class. Fig. 3 depicts the DSCNN 
classifier's architectural framework. The network's initial layer 
was a normal convolutional layer throughout all situations. 
Another batch-normalization layer including activation 
function (rectified linear unit (ReLU) [25]) followed the 
convolutional layer. 

 
Fig. 2. General Architecture of the DSCNN for LC Detection. 

Sophisticated features are represented efficiently by 
DSCNNs. Meanwhile, the number of convolution layers 
(Conv) and its type, pooling function, kernel size and 
activation function, and fully connected layers model. The 
primary goal is to acquire outstanding raw pixel information 
to identify the detection efficiency of the overall architecture. 
Following the DSCNN process of learning, MSCOA is used to 
isolate the optimal feature selection, just the most essential 
attributes that maximize classification performance. The 
DSCNNs fundamental aim of sharing weights over multiple 
layers is to reduce the curse of dimensionality. Can summarize 
entire network as (Conv1: 1 × 3@64) → (DSConv2: 1 × 
3@64) → (FC1: 128) → (FC2: 128) → (FC3: 64) → (BN: 64) 
→ (FC4: 64) and Fig. 2 shows the suggested DSCNN 
architecture into four layers: (1) Conv (2) Deep Separable 
Convolution layer (DS Conv), (3) Pooling layers, and (4) FC. 

Conv: This is the first conv, with 64 filters, a kernel of 
dimension 3, as well as a stride of value 1, and it employs the 
ReLU as a non-linear function, followed by dropout 
regularization with a rate of 0.5 and then a size two max-
pooling operations. 

DS Conv: This is the second DS Conv, similar to Conv1, 
except that instead of max-pooling, this uses an adaptive 
average pooling layer. 

FC: FC1, FC2, and FC3 are feature extraction and feature 
selection layers that output learned features from raw input, 
with 128, 128, and 64 neurons. 

BN and FC4: FC4 is the final FC layer to produce the 
classification predictions, and BN (batch normalization) 
operation. 
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BN was used to speed up the training process while also 
reducing the risk of overloading due to regularization. After 
BN and ReLU activations, the input image array to the first 
conv layer. each of the DS conv layers 1 to N starts with a 
deep convolution, then BN and ReLU, before moving on to a 
pointwise conv, BN, and ReLU activation again. The 
application determines average pooling and FC layer 
containing soft max activations after the conv layers. Great 
learning rates can be employed when the activation patterns 
since the strength of the biases of each layer are much more 
equivalent, resulting in rapid system divergence. 

The small number of features in the mini-batch creates a 
regularization effect since the activations of a single image file 
are not normalized by the mean and variance of each image 
file but rather by the mean and variance of the mini-batch 
wherein it occurs. Following the BN layer, a series of DS 
convs consisted of a deep wavelet convolution (DW conv) and 
a pointwise convolution (PW conv). A BN followed each one 
with ReLU activation. After that, an average pooling layer 
decreases the number of activations by introducing an 
averaging window to every input cable network's complete 
time-frequency feature map. Finally, the probabilities for 
every class label using an FC layer with softmax activations. 

E. Feature Selection using MBOA 
The food gathering behavior of butterflies [26] inspired the 

Butterfly Optimization Algorithm (BOA) used to find and 
identify the best solution in a multi-dimensional domain. To 
reach a local and global optimum solution, certain unique 
places are allocated to butterflies in the ecosystem, including 
some input values. The calibration period starts after this, and 
the method runs like a virtual environment, optimizing the 
location of the features (butterflies) by tweaking its parameter. 
The primary three variables of the butterfly algorithm are used 
to move features (butterflies) from its random position to the 
optimal solution whereas butterflies use their keen sense of 
smell and scent to detect the presence of other butterflies. 

Each scent in BOA has its unique distinct, enticing aroma 
and unique touch. This is one of the guiding features that set 
BOA apart from other meta-heuristics. To understand how 
fragrance is regulated in BOA [26], first understand how a 
technology such as music, lighting, or warmth is computed. 
The entire concept of identifying and managing the method is 
based on three key terms: stimulus intensity ( ℐ ), power 
exponent (ℰ) and sensory modality (ℳ). Sensation implies 
measuring the variety of energy and processing it by 
comparing methods in sensory modality technique, while 
methodology implies the basic information used by the 
sensors. 

Currently, numerous modalities include lighting, music, 
and warmth. In BOA, while sI is the strength of the physical 
stimulus, when a butterfly emits a more visible smell, other 
butterflies in the area can sense be drawn towards it. The 
power of the butterfly or rational response represents an 
improvement in intensity, where pE is the parameter that 

considers regular expression, which accounts for fluctuating 
levels of absorption. This part conducted several stimuli 
estimating experiments on bugs, critters, and individuals, and 
they have hypothesized that as the number increases, insects 
become less sensitive to changes in the environment. Using 
these ideas, the fragrance 𝔉ℜ𝑖 (fragrance is smell by 𝑖 th 
butterfly) in BOA is computed as [27]: 

𝔉ℜ = ℳ ∗ ℐℰ            (10) 

The global and the local search stage are utilized to assert 
that fragrance levels rise in a well-liked situation. A butterflies 
B would produce a smell that may be sensed from every 
location in the region in this manner. The butterfly finds the 
fitness values ℱ, which can be depicted as in the global search 
stage. 

𝑥𝑖𝑖𝑡𝑒𝑟+1  =  𝑥𝑖𝑖𝑡𝑒𝑟  +  (ℛ2 × ℱ −  𝑥𝑖𝑖𝑡𝑒𝑟  ) × 𝔉ℜ𝑖        (11) 

where𝑥𝑖𝑖𝑡𝑒𝑟  is the way out vector 𝑥𝑖  for ith butterfly in 
iteration number 𝑖𝑡𝑒𝑟. Fragrance of 𝑖th butterfly is represented 
by 𝑓𝑟𝑎𝑔𝑖  and ℛ is a random number which would be in 
between 0 and 1, also hereℛ < 𝑃, where 𝒫 is the switching 
probability. Neighborhood or local search stage can be 
represented as 

𝑥𝑖𝑖𝑡𝑒𝑟+1  =  𝑥𝑖𝑖𝑡𝑒𝑟 + �ℛ2 ×  𝑥𝑗𝑖𝑡𝑒𝑟 −  𝑥𝑘𝑖𝑡𝑒𝑟�  × 𝔉ℜ𝑖         (12) 

 where𝑥𝑗𝑖𝑡𝑒𝑟  and 𝑥𝑘𝑖𝑡𝑒𝑟  are 𝑗th and 𝑘th butterflies from the 
search space. On the off chance that 𝑥𝑘𝑖𝑡𝑒𝑟  has a place with a 
similar swarm and𝑥𝑖𝑖𝑡𝑒𝑟+1  turns into a neighborhood random 
walk. Scan for nourishment and mating accomplice by 
butterflies can happen at both neighborhood and global level 
and thus𝒫  is utilized as a part of BOA to switch between 
normal globe searches to concentrate local search. 

By researching the scent and separating it from the poor 
one, the DSCNN-based feature findings contribute in the 
examination of fragrance in the movement of numerous 
butterflies and the transmittance of smell to interact to each 
other and go beyond the optimal butterfly. A butterfly with a 
little more fragrance and a higher fitness value can attract 
more butterflies in that region, and a butterfly with plenty of 
fragrance and sometimes a based on the fitness value can 
attract more butterflies in that area. Particles in the region can 
compress their replies by using the parameter ℰ. The 𝔉ℜ and 
ℐ are the main issues to get the variance of ℐand formulation 
of𝔉ℜ . The values of ℐ  which are encoded with objective 
function and 𝔉ℜ is relative which is calculated as 

𝔉ℜ = ℳ ∗ ℐℰ �1 − 𝑁𝑡𝑓−𝑁𝑓𝑠
𝑁𝑡𝑓

�          (13) 

The accuracy of the DSCNN classifier has been employed 
as an efficiency analyzer in the creation of objective functions 
with a large number of features. Where (𝑁𝑡𝑓 ) denotes the 
overall quantity of features (𝑡𝑓), (𝑁𝑓𝑠) denotes the dimension 
of the feature subset (𝑓𝑠). The BOA's Sensory Modality ℳ 
parameter instructs the butterflies to sense the fragrance 
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generated from other butterflies within the search region and 
direct their search to those providing the most scent [23]. Like 
the value of the ℳ , the parameter is increased, and the 
algorithm's performance improves throughout execution. As 
the number of iterations increases, the algorithm's 
performance improves for the period of the iterative search 
process. A significant impact on the efficiency of BOA and 
the performance will be enhanced considerably in comparison 
to the conventional BOA with Eq. (14), it is analyzed that the 
new values of ℳ will have. 

ℳ𝑖𝑡𝑒𝑟  =  ℳ𝑖𝑡𝑒𝑟−1  ∗
�10.0− 5

0.9�
2

𝑀𝑎𝑥𝐺𝑒𝑛
          (14) 

where 𝑖𝑡𝑒𝑟 is the current iteration number and MaxGen is 
the maximum number of iteration in the algorithm. In this 
suggested work, the adaptive mechanism of M is designed and 
used in the algorithm, which adds useful elements to the 
algorithm's performance and aids in acquiring alternative 
discoveries in the search space, enabling the BOA approach to 
achieve better results. The flowchart of MBOA is given in 
Fig. 3 and the pseudo code of MBOA is clarified in 
Algorithm 1. 

 
Fig. 3. Flowchart of Proposed MBOA based Optimal Feature Selection. 

Algorithm 2. Pseudo-Code for MBOA for optimal feature 
selection 

Input: Features extracted by DSCNN 

Output: Feature subset selection (optimal features) 

Begin  
Do initial population of 𝑁 butterflies 𝑥𝑖 =  (𝑖 =  1, 2, . . . ,𝑛) 
Determineℐ at 𝑥𝑖 is determined by 𝔉ℜ(𝑥𝑖) 
Outlineℳ, ℰ and 𝒫 
while ending criteria not encountered do  
for each butterfly in population do  
Determine𝔉ℜfor butterfly using Eq. (10)  
end for  
Discover the paramountℱ 
ensure for each butterfly in population  
Derive a random number 𝑟𝑎𝑛𝑑 from [0, 1]  
if 𝑟𝑎𝑛𝑑 < 𝒫 
Interchange in the direction of best solution using Eq. (12)  
else  
Interchange arbitrarily using Eq. (13) 
end if  
end for  
Apprise the worth of ℳ 
end while 
while ending criteria reached do  
Determine objective function (accuracy of the test set by DSCNN 
classifier) of butterflies are evaluated depend on Eq. (15);  
return optimal butterflies (the selected optimal feature subset);  
End while 
End 

IV. EXPERIMENTAL RESULTS AND DISCUSSION 
The proposed work DSCNN-MBOA classifies the 

collected features into two class labels: normal and cancerous. 
The lung X-ray images are generally contained the noise, so, 
the first step of the work is applying pre-processing techniques 
to remove unwanted and noisy information for further 
analysis. After that, these images will be passed via an 
operation of segmentation in which the cancer region is 
extracted. Then the segmented image will be the given input 
of the proposed DSCNN-MBOA for detection of the LC, 
MBOA used for feature selection and various parameters are 
then utilized to assess the performance of the proposal such as 
accuracy, precision, F1-score, execution time, specificity and 
sensitivity and compare with exiting methods such as VDSNet 
[22], modified AlexNet [21] and CNN with TL [20]. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 𝑇𝑃+𝑇𝑁
𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁

∗ 100          (15) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑇𝑃
𝑇𝑃+𝐹𝑃

∗ 100           (16) 

𝐹1 𝑠𝑐𝑜𝑟𝑒 = 2∗𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙

          (17) 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 = 𝑇𝑁
𝑇𝑁+𝐹𝑃

∗ 100          (18) 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 = 𝑇𝑃
𝑇𝑃+𝐹𝑁

∗ 100          (19) 
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Here, FP described as False Positive, which is the total 
number of lung images that are presently negative and 
classified as positive. Where TP described as True Positive, 
which is the total number of lung images that are currently 
positive and classified as cancerous, FN described as False 
Negative, which is the total number of lung images that are 
presently positive and classified to be harmful as normal. TN 
described as True Negative, which is the total number of lung 
images that are currently negative and classified to be 
negative. 

A. Accuracy Comparison Results 
Fig. 4 gives the accuracy of proposed and existing models 

for the number of features in a shared database. The proposed 
DSCNN-MBOA increases the accuracy with a value of 
98.45%. The reason for this is that the threshold is primarily 
used to alter the size of the sub training dataset, but it is also 
utilized for other purposes. The lower the value, the more 
likely the raw dataset samples are dispersed among the sub 
training datasets. The incorporation of the MBOA mechanism 
in the proposed model improves accuracy performance 
because it increases the convergence speed of DSCNN. 

B. Precision Comparison Results 
Fig. 5 indicates the precision of proposed and existing 

models for the number of features in a given database. As 
increasing the number of features, the precision is also 
maximized. E.g., the DSCNN-MBOA attains a precision of 
98.5% compared to the VDSNet, modified AlexNet and CNN 
with TL. Because the DSCNN-MBOA combines feature 
extraction and classification into a single DSCNN-MBOA 
structure, it decreases the time necessary to compute the 
derived factors, resulting in a higher precision rate. DSCNN-
MBOA performs best with high-speed converges, which is 
likely due to a lack of data on the features of the huge images, 
speeding up convergence time over the entire dataset. 

 
Fig. 4. Accuracy Performance Comparison. 

 
Fig. 5. Precision Performance Comparison. 

1) F1-sore comparison results: From Fig. 6, it indicates 
the F1-sore of proposed and existing models for the number of 
features in given databases. E.g., the DSCNN-MBOA 
provides an f-measure of 98.85% compared to all other 
models such as VDSNet, modified AlexNet and CNN with 
TL. The reason is that the MBOA is effectively optimizing the 
features with high convergence speed, and thus DSCNN-
MBOA has good validation results with a high F1-sore rate. 
The combined power of CNN, modified AlexNet and attention 
mechanism prove advantageous in LC detection. 

2) Execution time comparison results: From Fig. 7, it 
indicates the execution time of proposed and existing models 
for the number of features in a given database. As increasing 
the number of features, the execution time is also maximized. 
E.g., the DSCNN-MBOA attains a recall of 527.15s compared 
to the VDSNet, modified AlexNet and CNN with TL. Because 
the proposed model can reduce more bias in all datasets and 
reduce minor variance and thus the model is simple to process 
the LC. 

3) Specificity comparison results: From Fig. 8, it indicates 
the recall of proposed and existing models for the number of 
features in a given database. As increasing the number of 
features, the recall is also maximized. E.g., the DSCNN-
MBOA attains a recall of 89.65% compared to the VDSNet, 
modified AlexNet and CNN with TL. Because existing 
methods are simple models that are ineffective for high-
dimensional datasets, they are under fitting. EASFMC has the 
advantage of good segmentation of cancer regions, thus 
increasing the classification rate of the proposed DSCNN-
MBOA. Existing techniques generally perform not well when 
images are rotated, tilted, or otherwise strangely oriented. As a 
result, hybrid approaches have improved accuracy while 
decreasing training time. The study's findings imply that DL 
models can be utilized to strengthen diagnosis when compared 
to standard methods. 
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Fig. 6. F1-score Performance Comparison. 

 
Fig. 7. Execution Time Performance Comparison. 

 
Fig. 8. Specificity Performance Comparison. 

4) Sensitivity comparison results: From Fig. 9, it gives the 
accuracy of proposed and existing models for the number of 
features in a shared database. The DSCNN-MBOA increases 
the accuracy and attains the sensitivity 95% when compared to 
VDSNet, modified AlexNet and CNN with TL. Thus the 

proposed algorithm is more significant than the existing 
algorithms for better good validation results for predicting 
cancer. The proposed DSCNN-MBOA model was utterly 
independent of the abrupt feature changes. Thus, it could be 
helpful for LC n X-ray images. As can be seen from the 
results, the average max pooling is beneficial for the DSCNN 
model. Better performance can be achieved can reduce the 
influence of class imbalance on the training process and 
making the model pay more attention to classes that are 
difficult to recognize. 

 
Fig. 9. Sensitivity Performance Comparison. 

V. CONCLUSION AND FUTURE WORK 
 On the basis of chest X-ray images, this study presents a 

hybrid DL (DSCNN-MBOA) based approach for LC 
identification. In order to improve cancer detection 
performance, the phases of background segmentation, feature 
set extraction, feature optimization, and DSCNN-based LC 
classification are used. The proposed method achieves a 
precision of 98.45% and a time complexity of 527.15s while 
maintaining a tradeoff with network performance. In chest X-
ray images, the proposed hybrid technique may effectively 
detect the cancer zone. When working with a large dataset, 
this research project faces a number of problems. As a result, 
while small datasets can generate great accuracy, they are 
impractical for real-world applications. Besides applying 
improved DL or other innovative TL algorithms for the 
sample, then combining GoogLeNet, AlexNet, and ResNet-
152 architecture to create a hybrid algorithm in the future, this 
study will combine GoogLeNet, AlexNet, and ResNet-152 
architecture to create a hybrid algorithm. The use of image 
data augmentation techniques such as color space 
augmentations, feature space augmentations, hyper parameter 
optimization, and other methods to improve the accuracy of 
automated chest X-ray diagnosis systems will be explored. In 
future research, even though the dual dataset method is 
successful, a more advanced deep learning method will be 
proposed for lung disease detection. In the first study, more 
datasets will be collected to increase efficacy. As is common 
knowledge, deep learning success is strongly influenced by 
the quantity of labeled data available. So this research will 
combine hybrid deep neural networks. A study is also planned 
to develop novel robust optimization based hybrid CNN-based 
lung segmentation with multiple datasets. 
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Abstract—Face recognition technology is used in biometric 
security systems to identify a person digitally before granting the 
access to the system or the data in it. There are many 
kidnappings or abduction cases happen around us, however, the 
kidnap suspects will be set free if there is lack of evidence or 
when the victims are not able to testify in court because they 
suffer from post-traumatic stress disorder (PTSD). The 
objectives of this study are, to develop a device that will capture 
the image of a kidnapper as evidence for future reference and 
send the captured image to the family of the victim through 
email, to design a face recognition system to be used in searching 
kidnap suspects and to determine the best training parameters 
for the convolution neural network (CNN) layers used by the 
proposed face recognition system. The accuracy of the proposed 
system is tested with three different datasets, namely the AT&T 
database, face database from [23] and a custom face dataset. The 
results are 87.50%, 92.19% and 95.93% respectively. The overall 
face recognition accuracy of the proposed system is 98.48%. The 
best training parameters for the proposed CNN model are kernel 
size of 5x5, 32 and 64 filters for first and second convolutional 
layers and learning rate of 0.001. 

Keywords—Face recognition system; biometric identification; 
face detection; image processing; convolutional neural networks 

I. INTRODUCTION 
There are many kidnappings or abduction cases happen 

around us. The fate of the victim remains unknown until the 
suspect is found and arrested. In the cases of victims being 
rescued in time by the authorities, it is likely that the victims 
who suffer from post-traumatic stress disorder (PTSD) could 
not recognise or remember the face of the kidnapper during 
their testimony in court. Therefore, the purpose of this work is 
to develop a device to capture the image of a kidnapper and 
reduce the time taken for the authorities to find the suspect. 

One of the most widely used technologies in the world 
today is the facial recognition technology. With the use of 

facial recognition, a biometric system can identify a person 
digitally before granting the access to it or the data in it. 
Complicated and unrealistic biometric security systems are 
often portrayed by computer graphics in many futuristic 
movies; however, Apple had taken one step forward and 
release a face unlock feature for its iPhone X in 2017. This 
breakthrough uses a sensor to scan the face of the user and 
saves it as the face ID. The phone can be unlocked when the 
face of the person unlocking the phone matched with the face 
ID. The release of this new authentication method has made a 
big impact in the smartphone industry and all the latest 
smartphones have started to implement the same face unlock 
feature in their systems. Facial recognition technology is also 
used in other systems, for instance, it is used in airport security, 
law enforcement, attendance systems and to search for a 
person. This system uses neural network in the development 
and implementation of face recognition system. Neural 
network can be trained to process and analyse data, recognise 
patterns, and make prediction about specific operations. 
Generally, the programmer needs to provide numerous 
examples to train neural network, in order for it to learn the 
patterns [1]. 

We proposed an idea which combines both hardware and 
software, where the hardware will capture image of the suspect 
and the software will perform facial recognition. Our approach 
allows the hardware to not only capture the image of the 
suspect but also send the captured image to notify the victim's 
family that the victim is in danger so that the family can report 
to the authorities and rescue the victim in a shorter period. The 
image is then be used as an input to the face recognition system 
to identify the suspect. The accuracy of the proposed system is 
87.50% when tested with the AT&T database, 92.19% with 
face database from [23] and 95.93% with custom face 
database. The potential users of the proposed system could be 
women and children as they are often the target of abduction. 

*Corresponding Author. 
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The device can be attached to the users’ belongings and the 
users can press the button to activate the device when they are 
in danger and their family will be notified in no time. In 
addition to all this, the best training parameters for the 
convolutional neural network layers used by the proposed face 
recognition system will be determined. 

The remain of this paper has been organized as follows: 
Section 2 discusses the related works. The background of the 
study is described in Section 3. Section 4 described the results 
and discussion and finally, the conclusion is described in 
Section 5. 

II. RELATED WORK 
In [2], the factors that might affect the accuracy of face 

recognition systems are classified into two main categories, 
intrinsic and extrinsic factors. Physical conditions of the human 
faces are considered as intrinsic factors, for example, aging and 
facial expressions. Extrinsic factors are made up of partial 
occlusion, pose variance and illumination. The authors in [3] 
stated that a useful face recognition system must fulfill the 
following characteristics: firstly, it must be able to work well 
with both images and videos, secondly, it must be capable to 
process in real time, thirdly, it must be robust in illumination 
variation, fourthly it needs to perform its task without being 
affected by hair, ethnicity or gender of a person and lastly, it 
must be able to work with faces detected from all angles. They 
also stated that a robust face recognition system is made up of 
three basic steps: face detection, feature extraction and face 
recognition. There are various techniques that can be used for 
face recognition, such as Eigenface, Neural Network, Hidden 
Markov Model (HMM) and Support Vector Machine (SVM). 

The Eigenface technique is used in [4] for building face 
recognition software and the average accuracy for their face 
recognition software is 85%. Next, a hybrid approach which 
consists of the Haar Cascades and Eigenface methods that can 
detect multiple faces in a single detection process is proposed 
in [5]. The accuracy of this proposed solution was reported to 
be 91.67%. 

Another technique that can be used to develop a face 
recognition system is called the neural networks. This 
technique was used in [6] and the average accuracy of the 
proposed system was 96.84%. The authors in [7] proposed to 
improve the backpropagation artificial neural network (BP-
ANN) for a better performance of the face recognition system. 
The proposed system yielded a success ratio of 82%. In [8], the 
researchers used a hybrid approach which includes Elman 
Neural Network, Curvelet transform and HSI colour space. The 
resulting accuracy obtained by the authors was 94%. In 
addition, the authors of [9] proposed an effective method for 
face recognition that uses Principal Component Analysis 
(PCA) and models trained with Feed Forward Back 
Propagation Learning (FFBPL) and Elman Neural Network. 
The results of FFBPL were 98.33% and 98.80% while the 
results of Elman Neural Networks were 98.33% and 95.14%. 

Next, convolutional neural networks are widely used in 
research these days, in [10], a real-time face recognition system 
is built using CNN. The maximum accuracies of the proposed 
system are 98.75% for standard datasets and 98.00% for real-

time inputs. An algorithm for face detection and recognition 
based on the same concept in [11][12] gives the accuracy of 
97.9%. Besides, to develop a face recognition with small 
dataset, the authors proposed a method that uses a modified 
deep learning neural network in [13][14]. The accuracy of the 
proposed system achieved 99.6%. A deep convolutional neural 
network-based face recognition system that uses transfer 
learning approach is proposed in [15][16]. The accuracy of the 
proposed algorithm was 99.06%. In [17], an attendance system 
with face recognition based on deep learning technique. The 
overall accuracy obtained by the proposed system in a real-
time environment was 95.02%. Similarly, an intelligent face 
recognizing attendance system that can identify several people 
simultaneously that is built based on CNN is proposed in [18]. 
The proposed system was tested with frontal view, side view 
and downwards view. The accuracies obtained for these three 
conditions were 81.25%, 75.00% and 43.75% respectively. A 
multi-face recognition system is proposed by the researchers in 
[19][20] to detect the prisoners in jail and the accuracy was 
87%. Next, the researchers proposed a face recognition using a 
CNN model in [21][22]. The highest accuracy achieved by the 
proposed system was 98.3%. The authors in [23] proposed a 
deep CNN based face recognition system that can identify an 
individual in all possible conditions that might affect the 
accuracy of the face recognition system. The accuracies of the 
proposed system were 99.7% and 94.02% respectively. The 
authors of [24] proposed a home security system that uses face 
recognition technology developed by CNN. The Raspberry Pi 
was used as a microcontroller so that when the face of the 
homeowner was detected, the door will be unlocked 
automatically. The proposed system was able to achieve 97.5% 
accuracy. 

A combination of 2D Hidden Markov Model (2DHMM) 
and Expectation-Maximalization (EM) algorithm is used in the 
face recognition system in [25] and its recognition rate was 
99%. Besides that, in [26], two-dimensional Hidden Markov 
Models was used for face recognition. The recognition rates for 
2D images were 93% and 95%. Next, the recognition rates for 
3D images achieved 94% for both UMB-DB and FRGC 
databases. Lastly, the recognition rate for 2D+3D images was 
96% for both databases. 

By using wavelet Gabor filter and SVM, the authors in [27] 
have successfully built a 3D facial recognition system. The 
highest accuracy that the proposed system achieved was 
97.3%. The authors in [28] proposed a face recognition that 
uses SVM with implementation of kernel as the classification 
method to identify lookalike faces. Two types of kernels were 
used in the proposed system, namely, the Radial Basis 
Function kernel and the polynomial kernel. The accuracy for 
both kernels is 94%. 

III. BACKGROUND OF THE STUDY 
This system two uses publicly available face databases, 

namely AT&T database and a database provided by the author 
of [29]. Besides, a hardware device is used to capture the 
image of the kidnapper, the image will be used as input to the 
face recognition system, therefore a custom face dataset needs 
to be created to test the accuracy of the proposed system. The 
components used for the hardware are the ESP32-CAM, FTDI 
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adapter and push button. The block diagram of the ESP32-
CAM is shown in Fig. 1. The hardware is programmed using 
Arduino IDE while the face recognition system is built in 
MATLAB. 

 
Fig. 1. ESP32-CAM Block Diagram. 

The proposed system is developed according to the 
flowcharts shown in Fig. 2 to Fig. 4. Fig. 2 shows the flowchart 
of creating a custom face dataset. A custom face dataset is 
created because an ESP32-cam will be used to capture images 
of people, it is certain that during the testing process, the face 
captured by the device is not in the pre-curated face databases, 
such as the AT&T Database that contains a total of 400 images 
of 40 individuals. Hence, in order to yield higher accuracy, 
other than using the publicly available face dataset, we decided 
to create a custom face dataset for the system. After creating a 
face dataset, the face recognition system can be trained. The 
images in the face dataset created manually will be separated 
into two folders, one for testing purpose and another for 
training purpose. The same image cannot exist in both folders, 
in other words, all images of each individual in both folders 
must be different in terms of postures, lighting condition, facial 
expressions. The proposed system will be trained and tested 
with the images available before testing with the image 
captured directly from the ESP32-CAM. 

 
Fig. 2. Flowchart of Creating a Custom Face Dataset. 

 
Fig. 3. Face Recognition System Programming Flowchart. 

Fig. 3 shows the programming flowchart of the ESP32-
CAM using Arduino IDE. The initialization process includes 
assigning the SSID and password to the device so that it can 
connect to the Wi-Fi or mobile hotspot and setting up the email 
account that will be receiving the captured image. Initially, the 
device will be in deep sleep mode and when it is triggered by a 
button, it will wake from the deep sleep mode to perform its 
function, which is capturing images. After an image is 
captured, the image will be sent to the assigned email account 
through SMTP server. After sending the email successfully, the 
device will go back to deep sleep mode again. 

Fig. 4 shows the programming flowchart of the proposed 
face recognition system. Firstly, the image captured by the 
ESP32-CAM must be downloaded from the email account 
before it can go through the face detection process. In face 
detection process, if the program detected a face, it would draw 
a rectangle around the face to mark it as a region of interest 
(ROI) so that the program can omit other unwanted parts to 
focus on features extraction. After extracting the facial 
features, the program will perform the face recognition process 
which uses the Neural Network as foundation. When the 
captured image matches the faces from dataset, the system will 
identify and verify the identity of the person being captured in 
the image. If the image does not match any of the faces from 
the dataset, it is an unknown face to the system and the 
program will terminate. 
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Fig. 4. ESP32-CAM Programming Flowchart. 

Fig. 5 shows the circuit connection between ESP32-CAM, 
FTDI Adapter and an external push button. A jumper wire is 
connected from GPIO 0 to GND for programming purpose and 
can be removed once the programming is finished. The push 
button is used to wake the ESP32-CAM from deep sleep mode 
and it is connected to the GPIO 13 pin. The TX pin of ESP32-
CAM is connected to the RX pin of the FTDI Programmer and 
the RX pin of ESP32-CAM is connected to the TX pin of the 
FTDI Programmer so that data can be exchanged between 
these two devices in serial communication. 

 
Fig. 5. Circuit Design. 

IV. RESULTS AND DISCUSSION 
A good face recognition system must fulfill several criteria; 

the most important is the accuracy of the result. Face 
recognition systems are widely used in law enforcement, a 
slightly inaccurate result might cause an innocent person being 
wanted and wrongly accused of crime that he or she did not 
commit. To test the functionality of a face recognition system, 
face datasets are used. There are many different face datasets 
available publicly such as LFW, Yale and AT&T databases. 
This system uses AT&T databases and a custom face dataset. 
This section explains the development of a face recognition 
system and the combination of the system with some hardware 
that will be discussed in the following section. 

A. Hardware Implementation 
The hardware device is configured so that when the 

external button is pressed, the ESP32-CAM will take a picture, 
connect to the internet and send the picture to an assigned 
email address. Fig. 6 shows the image taken by the ESP32-
CAM being sent to the assigned email address. 

 

 
Fig. 6. Image Taken by the ESP32-CAM Sent to an Assigned Email 

Address. 

B. Training Parameters for the Proposed System 
The researcher carried out an experiment to find out the 

values of the parameters that will give the CNN model the best 
accuracy in face recognition. The parameters chosen are the 
kernel size, the number of filters for convolutional layers and 
the learning rate. 

Fig. 7 shows the validation accuracy and average elapsed 
training time of the CNN model. For easier understanding, the 
four values of the x-axis from the graph will be referred as set 
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A, B, C and D in the following discussion. From the graph, it 
can be concluded that in general, the validation accuracy for 
learning rate of 0.03 is the lowest compared to other learning 
rates, except for set B because the learning rate that gives the 
lowest validation accuracy for set B is 0.001. Thus, learning 
rate of 0.03 is the first to be eliminated. 

Next, the total time elapsed for training range between 4 
minutes and 9 minutes. The CNN model that uses the shortest 
average training time is set A while the longest is set D. Set C 
has the second shortest average training time, and compared to 
set A, the validation accuracy of set C is higher in overall. The 
aim is to find the value that will give the highest accuracy 
without compromising the training speed, set C meets the 
requirements, and from all the learning rates in set C, 0.001 
gives the highest accuracy, 90.48%. Therefore, the parameters 
that will be used for training the CNN model are, kernel size of 
5x5, 32 filters on the first convolutional layer and 64 filters on 
the second convolutional layer and learning rate of 0.001. 

 
Fig. 7. Validation Accuracy and Average Training Time of the CNN Model 

with different Training Parameters. 

TABLE I. LAYERS OF THE PROPOSED CNN MODEL 

Layer Type Activations Learnable 

1 Input 112 x 92 x 1 - 

2 Convolution 112 x 92 x 32 
Weights 5 x 5 x 1 
x 32 
Bias 1 x 1 x 32 

3 Batch 
Normalization 112 x 92 x 32 Offset 1 x 1 x 32 

Scale 1 x 1 x 32 
4 ReLU 112 x 92 x 32 - 

5 Max Pooling 56 x 46 x32 - 

6 Convolution 56 x 46 x 64 
Weights 5 x 5 x 
32 x64 
Bias 1 x 1 x 64 

7 Batch 
Normalization 56 x 46 x 64 Offset 1 x 1 x 64 

Scale 1 x 1 x 64 
8 ReLU 56 x 46 x 64 - 

9 Max Pooling 28 x 23 x 64 - 

10 Fully Connected 1 x 1 x 57 
Weights 57 x 
41216  
Bias 57 x 1 

11 Softmax 1 x 1 x 57 - 

12 Classification 
Output 1 x 1 x 57 - 

Table I shows the CNN structure made up of 12 layers, 
which are the input layers, two convolutional layers, two batch 
normalization layers, two ReLU layers, two pooling layers, a 
fully connected layer, a Softmax layer and an output layer. 

C. Software Implementation 
Face detection is the first task to be done by a face 

recognition system after getting the input image. The proposed 
system uses the built-in cascade object detector for face 
detection. This detector uses Viola-Jones algorithm and it can 
be called by the vision.CascadeObjectDetector function. By 
default, the classification model of this function detects upright 
face that is facing forward, the classifiers used in this model are 
the weak classifiers based on classification and regression tree 
analysis (CART). There is another classification model that 
detects the same object but with classifiers which use local 
binary patterns (LBP) for facial features encoding. The 
difference between CART and LBP based classifiers is, the 
classification model that uses CART has the ability to model 
higher-order dependencies between facial features while the 
classification model that uses LBP is more robust to variation 
in illumination. There are others classification models to detect 
upper body, eyes, mouth and nose. Since the proposed system 
focuses on the face area, therefore the default classification 
model is used. 

Next, to test the accuracy of the proposed face recognition 
system, folders of testing images which are not seen by the 
trained model were created. Fig. 8 shows some of the face 
recognition outcomes of the proposed system. The results 
obtained for testing the proposed system with three different 
face databases are recorded in Table II to Table IV while the 
comparison of the results is shown in Table V. 

 
Fig. 8. Face Recognition Outcomes of the Proposed System. 

The results of the proposed system are classified into three 
groups, the true positive (TP), false negative (FN) and false 
positive (FP). The result is a TP when the predicted identity 
matches the actual identity. FP happens when the system 
predicted person A but the actual identity is person B, or in 
other words, the input image is the face of person B but the 
output result returns person A. Lastly, the FN result is caused 
by failure in detecting and recognising faces that are known by 
the system, that is, when the input image is person A which is 
known by the system, the proposed system failed to detect and 
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recognise the face of the person and return the face recognition 
result as “Unknown”. 

The face recognition accuracy is calculated by the 
following formula. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 𝑇𝑃+𝑇𝑁
𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁

         (1) 

There are two classes in the custom face dataset, Class 1 is 
made up of images of celebrity while Class 2 is made up of the 
images of one of the authors. From Table II, Class 1 is tested 
by 20 images and the accuracy is 100%. On the other hand, the 
proposed system is able to recognise 239 out of 250 testing 
images correctly from Class 2, the accuracy is 95.60%. There 
are four FN results, and these might be caused by the low 
image resolution as the images are taken by a 2-megapixel 
ESP32-CAM. The average accuracy of the proposed system 
when tested with custom face dataset is 95.93%. 

The proposed software system is also tested with two 
different pre-curated face databases that are publicly available. 
Table III shows the face recognition result when the system is 
tested with the dataset from reference [23]. The dataset is made 
up of 16 classes and the proposed system is tested by four 
images of each class. There are 59 TP and 5 FN results, 
yielding an average accuracy of 92.19%. Lastly, Table IV 
shows the face recognition result of AT&T database with total 
of 40 classes. The proposed system was tested with two images 
of each class and successfully recognized 70 out of 80 images. 
The average accuracy is 87.50%. 

TABLE II. FACE RECOGNITION RESULT OF CUSTOM FACE DATASET 

Class Testing Images TP FN FP Accuracy 
1 20 20 0 0 100.00% 
2 250 239 4 7 95.60% 
Total 259 4 7 - 
Average Accuracy 95.93% 

TABLE III. FACE RECOGNITION RESULT OF DATASET FROM REFERENCE 
[23] 

Class Testing Images TP FN FP Accuracy 
1 4 3 1 0 75.00% 
2 4 4 0 0 100.00% 
3 4 4 0 0 100.00% 
4 4 4 0 0 100.00% 
5 4 4 0 0 100.00% 
6 4 4 0 0 100.00% 
7 4 4 0 0 100.00% 
8 4 4 0 0 100.00% 
9 4 4 0 0 100.00% 
10 4 4 0 0 100.00% 
11 4 4 0 0 100.00% 
12 4 4 0 0 100.00% 
13 4 2 2 0 50.00% 
14 4 2 2 0 50.00% 
15 4 4 0 0 100.00% 
16 4 4 0 0 100.00% 
Total 59 5 0 - 
Average Accuracy 92.19% 

TABLE IV. FACE RECOGNITION RESULT OF AT&T DATABASE 

Class Testing Images TP FN FP Accuracy 

1 2 2 0 0 100.00% 

2 2 2 0 0 100.00% 

3 2 1 1 0 50.00% 

4 2 2 0 0 100.00% 

5 2 2 0 0 100.00% 

6 2 2 0 0 100.00% 

7 2 2 0 0 100.00% 

8 2 1 1 0 50.00% 

9 2 2 0 0 100.00% 

10 2 2 0 0 100.00% 

11 2 2 0 0 100.00% 

12 2 2 0 0 100.00% 

13 2 2 0 0 100.00% 

14 2 2 0 0 100.00% 

15 2 2 0 0 100.00% 

16 2 1 1 0 50.00% 

17 2 2 0 0 100.00% 

18 2 2 0 0 100.00% 

19 2 1 1 0 50.00% 

20 2 2 0 0 100.00% 

21 2 2 0 0 100.00% 

22 2 2 0 0 100.00% 

23 2 2 0 0 100.00% 

24 2 2 0 0 100.00% 

25 2 2 0 0 100.00% 

26 2 1 1 0 50.00% 

27 2 2 0 0 100.00% 

28 2 2 0 0 100.00% 

29 2 2 0 0 100.00% 

30 2 2 0 0 100.00% 

31 2 1 1 0 50.00% 

32 2 2 0 0 100.00% 

33 2 2 0 0 100.00% 

34 2 0 2 0 0.00% 

35 2 1 1 0 50.00% 

36 2 2 0 0 100.00% 

37 2 1 1 0 50.00% 

38 2 2 0 0 100.00% 

39 2 2 0 0 100.00% 

40 2 2 0 0 100.00% 

Total 70 10 0 - 

Average Accuracy 87.50% 
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TABLE V. COMPARISON BETWEEN THE FACE RECOGNITION ACCURACY 
OF DIFFERENT FACE DATABASES 

Face Database Total Training 
Images 

Total Testing 
Images Accuracy 

AT&T 320 80 87.50% 

Dataset from reference [23] 244 64 92.19% 
Custom face dataset 1250 250 95.93% 

From Table V, the face recognition result for the images 
from the custom dataset is the highest, with the accuracy of 
95.93%, while face recognition result using AT&T database is 
the lowest, with 87.50%. The accuracy of the face recognition 
for the custom face dataset is the highest because the two other 
face databases were trained with less than 20 images for a 
subject while the custom face dataset created by the researcher 
has 90 training images for the first class and 1160 for the 
second class. This is to ensure the result for images taken by 
the ESP32-CAM to have a higher accuracy. Therefore, with the 
face recognition result, it can be concluded that the goal is 
achieved. In short, the overall accuracy of the proposed system 
is 98.48%. 

Furthermore, an experiment is carried out to find out the 
maximum distance between the camera and the face so that the 
face can be detected and recognised by the proposed system. 
The ESP32-CAM is placed at a certain distance from the face 
and five images are taken for each distance. The effect of 
distance between face and the ESP32-CAM on face detection 
rate and face recognition accuracy is recorded in Table VI. The 
results show that when the distance is beyond 200 cm, the face 
cannot be detected by the proposed system and the face 
recognition process cannot be carried out. This limitation could 
be overcome in future research by using a higher resolution 
camera module. 

Table VII shows the accuracies of different face 
recognition systems that use custom face dataset. The proposed 
system is made up of hardware to capture the image of a 
kidnap suspect and software to identify the kidnap suspect, 
therefore a custom face dataset is created to test the 
functionality of the whole system. The accuracy of the 
proposed system is higher than the previous studies shown in 
Table VII. 

TABLE VI. EFFECT OF DISTANCE BETWEEN THE FACE AND THE ESP32-
CAM ON FACE DETECTION RATE AND FACE RECOGNITION ACCURACY 

Distance 
(cm) 

Testing 
Images 

Images with 
detected face 

Face detection 
success rate 

Face recognition 
Accuracy 

30 5 5 100.00% 100.00% 

40 5 5 100.00% 100.00% 
50 5 5 100.00% 100.00% 

60 5 5 100.00% 100.00% 
70 5 5 100.00% 100.00% 
80 5 5 100.00% 100.00% 

90 5 5 100.00% 100.00% 
100 5 5 100.00% 100.00% 

110 5 5 100.00% 100.00% 
200 5 5 100.00% 100.00% 

300 5 0 0% 0% 

TABLE VII. ACCURACY OF FACE RECOGNITION SYSTEMS WITH CUSTOM 
FACE DATASET 

Method Accuracy 

Eigenface [3] 85.00% 

BPANN [6] 82.00% 

ENN, Curvelet transform, HSI 
Colour Space [7] 94.00% 

Deep learning [13] 95.02% 

Deep CNN [14] 
81.25% (Frontal view) 
75.00% (Side view) 
43.75% (Downwards) view) 

CNN [15] 87.00% 

Proposed method 95.93% 

V. CONCLUSION 
This article presents the development and implementation 

of face recognition system using neural networks. The 
proposed system is made up of a hardware that can capture a 
picture and send it to an assigned email; and a software built in 
MATLAB for face recognition process. The findings of this 
research suggested that the best training parameters for the 
proposed system are kernel size of 5x5, number of filters of 32 
for first convolutional layer, number of filters of 64 for second 
convolutional layer and initial learning rate of 0.001. The 
proposed system is robust as its overall face recognition 
accuracy is 98.48%. The limitation of the system is when the 
distance between face and ESP32-CAM is beyond 200 cm, 
face detection and recognition process cannot be carried out. 
The recommendations for future research include, using a 
higher resolution camera module, larger custom face dataset 
and hybrid approach of face recognition techniques that can 
increase the face recognition accuracy of the system. 
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Abstract—Medical Resonance Imaging (MRI) is non-
radioactive-based medical imaging that provides a super-
resolution of tissues. However, because of its complex nature 
using existing Deep Learning-based noise removal (i.e., 
Denoising) techniques, the reconstruction quality is poor and 
time-consuming. An extensive study shows very limited work has 
been done on Brain Multiple Sclerosis (MS) Lesions MRI. 
Designing an efficient noise removal technique will aid in 
improving MRI quality; thereby will aid in achieving better 
segmentation classification performance. In reducing computing 
time and enhancing image quality (i.e. reduce noise) this paper 
presents the Sparse Feature Aware Noise Removal (SFANR) 
technique for Brain MRI using Convolution Neural Network 
(CNN) architecture. A sparse-aware feature is incorporated into 
the patch-wise morphology learning model for removing noise in 
large-scale MRI MS lesion datasets. Experimental results 
demonstrated that our model SFANR outperforms all other 
state-of-art noise removal techniques in terms of Peak-Signal-
Noise-Ratio (PSNR), Structural Similarity Index Metric (SSIM) 
with less running time. 

Keywords—Convolution neural networks; deep learning; 
denoising; magnetic resonance imaging; morphology learning; 
multiple sclerosis; sparse features 

I. INTRODUCTION 
With the advancement in sensor and computer 

technologies, medical imaging such as MRI, Positron Emission 
Tomography (PET), and Computed Tomography (CT) plays a 
very significant part in diverse diagnostic applications such as 
treating a serious ailment, radiosurgery, clinical diagnosis [1]. 
This MRI is used to obtain detailed information on soft tissues, 
and CT is used to obtain information on implants and bones. 
This work focuses on Multiple Sclerosis (MS) Lesion brain 
MRI data. Generally, the multi-contrast MRI provides the 
radiologists with additional information for studying different 
pathologies. In [1] demonstrated that for reducing time and 
redundancy, multi-echo saturation recovery MRI sequences are 
obtained at different inversion times and echo times to 
reconstruct a single MRI sequence [1]. Further, different 
parameter-map (PM) and parameter weighted (PW) contrasts 
can altogether be reconstructed. The state-of-art reconstruction 
methodologies employ pixel-wise least-square fitting of motion 
of macroscopic nuclear magnetization equation for obtaining 
relaxation parameter (i.e., by summing up all nuclear magnetic 
moment). Later, the PW contrasts are reconstructed through 

PMs. However, due to patient motion, over-simplified models, 
non-linear fitting operations, flow, and partial volume 
significantly impact the quality of MS lesion brain MRI 
reconstruction [2]. In particular, the T2-FLAIR (T2-weighted 
fluid-attenuated inversion recovery) MS lesion brain MRI, low 
SNR (Signal-to-Noise-Ratio), chemical shift artifacts, and 
edge-enhancement are seen [3]. 

The CNNs-based model has attained very good results in 
medical imaging, especially for CT and MRI. In improving the 
quality of the image cross-modality between MR/PET [4], [5] 
and MR/CT [6] has been emphasized. Further, CNN is applied 
for MRI contrast enchantment. In [7], [8] contrast of T2-
weighted MRI is improved using T2-weighted MRI, similarly, 
in [9] using T1-weighted and T2-weighted the FLAIR MRI is 
generated, and in [10] using 3T inputs construct 7T high-
resolution MRI. All the above-mentioned methods use an 
encoder-decoder framework using Deep learning Techniques 
such as ResNets [11] and U-net [12]. 

In [13] for representing neighborhood features introduced 
localized network. In [14] the author enhances the texture of 
the image employed generative adversarial network (GAN). 
Further, in increasing the sharpness the author in [8] introduced 
an edge similarity loss function into the generative adversarial 
network. In [15] reduced the scanning time by combining 
contrast and under-sampling reconstruction. Additionally, [16] 
introduce feature structure to resolve unknown contrast 
problem during image reconstruction [17]. In [18] presented a 
new noise removal technique through multi-task deep GAN; 
However, poor correlation among different layers impacts the 
quality of the feature constructed. In addressing [1] designed an 
ensemble convolution neural network [19] to obtain high-
quality feature sets [20], [21]. However, weights of a 
convolutional network [22] are updated individually for the 
entire MRI information; thus, the final reconstructed image 
exhibit higher noise, poor contrast, and limited sparse feature 
representation. In [23] addressed the above issues by 
employing morphology-based [24] feature construction using 
CNN. The model is efficient in eliminating noise with very 
good reconstruction quality; however, there exist optimization 
constraints in obtaining good quality sparse features. 

In addressing the research problem, this paper presents 
sparse feature-aware noise removal technique for MS lesion 
MRI data. The patch-wise CNN framework can extract features 
in a parallel manner aiding in reducing training overheads. 
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Further, the SFANR model can remove different types of noise 
such as Rician, Gaussian, and Speckle more efficiently through 
the adoption of the morphological-based feature construction 
mechanism adopted in SFANR. The proposed noise removal 
technique helps in reducing redundant features and 
computation overheads; thus, significantly SFANR improves 
PSNR and SSIM. 

The significance of SFANR is described below: 

• The work presented a CNN-based noise removal 
technique using sparsity-aware morphological features. 

• No prior work has considered denoising the brain MS 
lesions MRI. 

• The SFANR achieves much higher PSNR and SSIM in 
comparison with existing denoising methodologies. 

• The model achieves very less running time in 
comparison with other noise removal methodologies. 

The rest of the manuscript is arranged as described. In 
Section II, the literature survey is discussed. In Section III, the 
proposed sparse feature aware noise removal technique for MS 
lesion Brain MRI is presented. In Section IV, the outcome i.e., 
MS lesion brain MRI reconstruction quality achieved using 
proposed SFANR and existing noise removal models is 
studied. In Section V, the significance of SFANR is concluded 
and future enhancement of the SFANR model is given. 

II. LITERATURE SURVEY 
This section presents a survey of various noise removal 

techniques presented in recent times for brain MS lesions MRI. 
In [1], the author presented a fully-connected CNN-based 
denoising method by optimizing the loss layer. The three-
dimensional CNN and residual network are merged for 
extracting multi-dimensional features. Finally, ensemble 
feature extraction along two models constructed by varying 
noise levels. The model is efficient in eliminating Gaussian-
like noise. 

In [17], the author designed a deep learning model through 
multi-task learning for extracting association among spatial and 
relaxation features. The model utilizes association mapping 
among different T2-weighted MRI with varying contrast for 
enhancing the reconstruction quality such as low SNR (Signal-
to-Noise-Ratio), chemical shift artifacts, and edge-
enhancement are seen [3] as shown in Fig. 1. Similarly, [18] 
designed a denoising model using GAN by extracting features 
from Multi-Contrast MRI. 

In [20], the author designed a denoising method using end-
to-end residual CNN. The image is reconstructed using a loss 
function employing mean square error to optimize the feature 
extraction process. In [21] an autonomous CNN-based model 
has been employed for removing noise in Diffusion tensor MRI 
data. The model denoising accuracies are not dependent on 
high SNR MRI input. Similarly, [22] presented a new noise 
removal technique that works with a single-subject dataset 
encompassing with low-noise of voxel-by-voxel Diffusion 
tensor MRI sequence by employing one-dimensional CNN and 
deep learning models. 

 
Fig. 1. Low-quality Reconstruction Outcome Obtained using Standard Noise 

Removal Technique (a): T1-FLAIR (b): T2-FLAIR (c): T1-weighted [1]. 

In [23] a denoising model is presented to remove Rician 
noise from MRI using a sparse dictionary learning mechanism. 
The dictionary is constructed leveraging Maximum posterior 
combined using noisy MRI. Similarly, [24] used morphological 
features to address the impact of noise due to non-uniform 
illumination. Further, employed principal component analysis 
retains detailed features such as textures, smooth edges, etc. 
during RGB to grey conversion. The extracted features are 
trained using CNN. However, poor feature correlation during 
training significantly impacts noise removal accuracies. 

An extensive survey shows exploiting sparse features and 
morphology construction, and CNN aided in improving noise 
removal performance; however, existing models are not 
efficient in adaptively removing different noises such as 
speckle, Rician, and Gaussian. In addressing the limitation in 
the next section, a novel methodology namely the sparse 
feature aware noise removal technique has been presented. 

III. PROPOSED METHODOLOGY 
The proposed methodology for efficiently removing noise 

from brain MS lesions MRI is given. The proposed 
methodology employs a convolution neural network for 
eliminating noise in brain MS lesions MRI. A sparse feature-
aware noise removal technique using CNNs improve the 
quality of MS lesion MRI data. The proposed methodology is 
composed of three stages morphology construction stage, 
aggregating sparsity-aware features into the patch-wise 
morphology stage, and validating the quality of image 
reconstructed image. First, in the morphological construction 
stage, a different sparsity feature-aware layer is created by sub-
dividing the input MRI (i.e., each MRI is segmented into 
multiple patches; then, those patches are given as input to the 
SFANR-CNN model). The outcome i.e., sparse feature weight 
variance among different layers is used during the training 
process for the construction of morphology structure. In the 
subsequent stage, the sparsity-aware feature is used for the 
creation of morphology, and the information is trained with 
CNN and later used during the testing stage for removing noise 
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from MS lesion MRI data; thus, aiding in improving the quality 
of reconstructed MS lesion MRI images. In our work, the 
quality of noise removal technique is validated using Peak-
Signal-to-Noise-Ratio (PSNR) and Structural Similarity Index 
Metric (SSIM). A significant amount of work has been done 
for removing noise in MRI datasets. Nonetheless, the standard 
noise removal methodologies exhibit poor performance due to 
issues like large dataset size, time consumption, high slew rate, 
large power absorption, and temporal dimension. The 
aforementioned issues are addressed through the construction 
of sparsity feature-aware CNN architecture using patch-wise 
morphological learning for designing an effective noise 
removal model with good processing efficiency. 

A. Convolution Neural Network 
The CNN is widely used for removing noise from MRI and 

CT [19], [20]. The CNN-based noise removal techniques [21], 
[22], provide an effective way of eliminating a different kind of 
noise [23] from MRI and improving its reconstruction quality 
[24], [25], and enhancing segmentation [26], [27] and 
classification outcomes as well [28], [29]. The CNN employs a 
hierarchical learning mechanism where a feed-forward network 
is used for the extraction of different features and a hidden 
layer is used to optimize the feature learning weights. 
However, in this work sparsity-aware feature using CNN is 
modeled as shown in Fig. 2 shows removing noise from brain 
MS lesion MRI data. The proposed SFANR-CNN adopts a 
patch-wise morphological learning mechanism using prior 
information; thus, is very fast and efficient in removing a 
different kind of noise present in brain MS lesion MRI. 

B. Noise Removal Framework 
This section presents a framework for removing noise from 

brain MS lesion MRI as shown in Fig. 2. Initially, the brain MS 
lesion MRIs are segmented into different patches. Later, the 
segmented brain MS lesion MRI is given as input to SFANR-
CNN for extraction of sparsity-aware features. The sparsity-
aware feature weights are optimized during the training process 
for the construction of morphology. Later, during the testing 
process, the constructed morphology is used for removing 
noise from brain MS lesion MRI. The quality of reconstructed 
brain MS lesion MRI using SFANR-CNN is measured in terms 
of PSNR and SSIM. 

C. Patch-wise Learning Model 
Patch-wise morphological learning technique is presented 

for eliminating noise from MS lesion MRI data. Let noise 𝑘 be 
aggregated to the input brain MS lesion MRI patch signal 𝑖, 

𝕐 = 𝑖 + 𝑘,              (1) 

where the value of parameter 𝑘 is generally set in the range 
of 8 and 12. Here, the patch-wise noise removal method is 
established considering the patch size of 𝑚 × 𝑚. The noise in 
MS lesion MRI data is individually removed from all the 
patches, and later MRI is reconstructed through the integration 
of entire patches within a frame; later, using the averaging 
function, the overlapped patches are optimized. In this work, 
the size of Morphology 𝔻 is set to 𝑚2 × 𝑛 where 𝑛 is greater 
than 𝑚2. 

 
Fig. 2. Architecture of Sparse Feature aware Noise Removal (SFANR) 

Technique. 

D. Sparse Feature Aware Patch-wise Learning Model 
In a patch-wise morphology construction-based noise 

removal mechanism the atomic element [28] is used as the 
basis function. A sparsity-aware linear noise removal 
mechanism is used to remove the noise within entire patches 
constructed from brain MS lesion MRI data. The additive 
white Gaussian noise error is minimized through the following 
mathematical representation. 

min‖𝛼‖0 𝑠. 𝑡. ‖𝔻𝛼 −  𝕐‖2  ≤ ∈,            (2) 

where 𝕐 represents brain MS lesion MRI patch with the 
presence of noise, 𝑙0 defines a pseudo normalization parameter 
that is used for estimating ‖∙‖  , and ∈  defines pre-defined. 
Using 𝑙0 the sparsity-aware feature can be optimized at the cost 
of convex normalization problem. The parameter ∈  is 
optimized for approximating the normalization error  ‖𝔻𝛼 −
 𝕐‖2  through its variance. Then, using a sliding window the 
quality of denoised brain MS lesion MRI can be enhanced; 
similarly, the optimization of overlapping patches is done by 
employing averaging function as defined. 

𝔻 ← 𝜂 △ △‖𝑖−𝔻𝛼‖2
∆𝔻

,             (3) 

where 𝜂 defines a parameter of the sliding window. Using 
the below equation the minimization of overlapping patches is 
done. 

min‖𝑖 − 𝔻𝛼‖2 𝑠. 𝑡.−1 ≤  𝛼 ≤ 1,            (4) 

Here, we evaluate the pixel mean of different patch sizes 
of 𝑚 × 𝑘, where 𝑚 and 𝑘 are hyper-parameters and 𝑖  denotes 
local mean estimates for an image. 

𝑖 =  𝔽{𝑖} =  𝔽{𝕐 − 𝑘} = 𝔽{𝕐} − 𝔽{𝑘} = 𝔽{𝕐} = 𝕐,          (5) 
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where 𝔽 is function to obtain pixel mean 𝕐,. We estimate 
that the actual input image is corrupted using Rician, Speckle, 
and Additive White Gaussian noise and which can be described 
using equation (6). 

log 𝑞(𝕐|𝑖) =  1
2𝜎2

∑ �𝕐𝑟,𝑛 − 𝑖𝑟,𝑛�
2,𝑟,𝑛            (6) 

Here, the indexes 𝑟 and 𝑛 represent all positions of an MS 
lesion MRI data. 

min𝛽 𝒫 =  𝔽 ��𝑖 − 𝑖 − 𝛽�𝕐 − 𝑖���,            (7) 

where 𝛽 is a decision factor that defines if 𝛽 is close to 1 
then the MS lesion MRI data will be noisy type 𝕐 and if 𝛽 is 
near to 0 then it is the de-noised image  𝑖 . Equation (7) 
demonstrates the minimization of squared error. 

Patch-wise morphology learning is constructed 
encompassing distinctive sparse-aware features for both 
noiseless and noisy brain MS lesion MRI datasets. The patch-
wise morphology learning methodology is very efficient in 
solving the complexity of optimization of sparsity feature 
construction; thus, improving brain MS lesion MRI 
reconstruction outcomes. The morphology construction is 
extremely fast which takes about 20% time and reaming time it 
takes for training the model for removing noise from brain MS 
lesion MRI. No heuristic knowledge is required for the 
construction of morphology; thus, one can learn sparse feature-
based morphologies more adaptively. The constructed 
morphology is later used during the testing process to obtain a 
very good denoised brain MS lesion MRI. 

E. Training Patch-wise Learning Model for Removing Noise 
in MRI 
Designing an efficient training model aid in detecting a 

different kind of noise and improves the brain MS lesion MRI 
reconstruction quality. However, the brain MS lesion MRI is 
extremely large and complex; thus, is time-consuming for 
performing the training process. In this work, the training time 
is reduced by adopting parallel execution of patch-wise 
morphology construction. The parameter selection for training 
is set as a random process where parameter estimation is 
carried out considering different patches and noise types. The 
small normalization vectors can be optimized easily where the 
regularization parameter is optimized using pre-training. Using 
CNN variance among different layers to optimize weight and 
morphology is constructed. The training efficiency for 
removing noise from brain MS lesion MRI is measured using 
PSNR and SSIM. 

F. The Testing Patch-wise Learning Model for Removing 
Noise in MRI 
In the testing for removing noise from brain MS lesion 

MRI in this work the noise is detected patch-wise. Further, in 
avoiding the over-fitting problem the patch-wide weight 
variance is minimized. The morphology constructed during the 
training stage is used during the testing process for reducing 
noise in brain MS lesion MRI. 

𝚤̂ =  𝑖 + �𝔽�(𝕐−𝕐)2�−𝜎2��𝕐−𝑖�

𝔽��𝕐−𝕐�
2
�

,            (8) 

where 𝜎  defines the level of noise present in brain MS 
lesion MRI and the Eq. (8) defines noise removed MS lesion 
dataset mathematical representation. The testing process 
encompasses the estimation of 𝑖  and  𝔽 ��𝕐 − 𝕐�

2
� . The 

effectiveness of estimation of 𝑖 is enhanced through reduction 
of noise from brain MS lesion MRI using patch-wise 
morphology information with a patch size of  𝑚 × 𝑘 . The 
model aids in minimizing sparse error and overhead reduction. 
The improved probability distribution function using logarithm 
for removing noise in brain MS lesion MRI is given as. 

𝑖(𝑡+1) =  𝑖(𝑡) +  𝜂 �∑ 𝑁𝑟− ∗ 𝜓𝑟�𝑁𝑟 ∗ 𝑖(𝑡)� + 𝜆
𝜎2
�𝕐 − 𝑖(𝑡)�𝐾

𝑟=1 �     (9) 

where 𝜂 defines step size estimation, convolution is defined 
by ∗ sign, and 𝑁𝑟− describes the central pixel. To bring trade-
off among likelihood and prior 𝜆 is used. The outcome of 𝜆 
depends according to the presence of noise level  𝜎 . The 
experiment conducted in the next section shows the proposed 
SFANR-CNN is effective in removing a different kind of noise 
and enhancing the quality of brain MS lesion MRI in terms of 
PSNR and SSIM. 

IV. SIMULATION ANALYSIS AND RESULTS 
This section studies the performance efficiency of the 

proposed SFANR technique and existing noise removal 
techniques [1], [17]. This work uses brain MS lesion MRI data 
used in [30] which is very similar to brain MRI used [1], [17]. 
In this work noise such as Speckle, Gaussian, and Rician is 
added to the brain MS lesion MRI. The performance of 
different noise removal techniques is measured in terms of 
PSNR and SSIM. The PSNR and SSIM are computed using the 
equation defined in [1]. The experiment is conducted on 
Windows 10 operating system running an I-5 quad-core 
processor with 16 GB RAM equipped with a dedicated 4GB 
CUDA GPU. Fig. 3 shows the input, MRI with noise, and 
reconstructed MS lesion brain MRI using the SFANR 
technique. 

The graphical representation of PSNR is shown in Fig. 4. 
The graphical representation of SSIM is shown in Fig. 5. A 
higher value indicates better performance; thus, the SFANR 
achieves much better outcomes than existing methods, namely, 
a U-NET [1], Multi-Task Deep Learning (MTDL) [1], Deep 
Parallel Ensemble Denoising (DPED) [17]. Thus, are very 
efficient in removing Gaussian, Speckle, and Rician noise from 
MS lesion MRI. 

The Table I shows the computation outcome achieved 
using proposed SFANR over existing noise removal methods 
such as DPED [1], Morphology learning CNN (ML-CNN) 
[24], and noise removal using dictionary learning (NRDL) [1]. 
The SFANR achieves much lesser running time than other 
existing methodologies; thus, are very efficient. 

The Table II shows the SSIM and PSNR performance 
achieved using SFANR considering different noise. No prior 
work has considered such evaluation. 
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Fig. 3. The Outcome was achieved using the SFANR-CNN Model. 

 
Fig. 4. PSNR achieved using SFANR-CNN and other Noise Removal 

Technique. 

TABLE I. COMPUTATION TIME STUDY 

Methodology Running time (seconds) 

NRDL [23], 2019 143.97 

DPED [1] 2021 3.11 

ML-CNN [24], 2022 11.3 

SFANR 2.98 

 
Fig. 5. SSIM achieved using SFANR-CNN and other Noise Removal 

Technique. 

TABLE II. NOISE STUDY OF SFANR 

Methodology PSNR (dB) SSIM 

Speckle  37.34 0.901 

Gaussian  39.63 0.925 

Rician 38.54 0.903 

The Table III shows comparative study of proposed 
SFANR with other methodologies. The table shows no prior 
work have worked on detecting and removing noise for brain 
MS lesion MRI. Then, each method is modeled to remove only 
one particular noise; however, SFANR are trained with 
multiple noise type such as Rician, Speckle, and Gaussian; 
thus, are adaptive to remove different noise. 

TABLE III. COMPARATIVE ANALYSIS 

Methodology Method Noise Type Metrics 
MS 
Lesion 
MRI 

Jian et al., [23], 
2019 

Dictionary 
learning Rician 

SSIM, 
PSNR, & 
time 

No 

Aetesam et al., 
[1], 2021 

Parallel 
Ensemble 
Denoising 

Gaussian-
Impulse 

SSIM, 
PSNR, 
&running 
time 

No 

Wang et al., 
[17], 2020 

Multi-task 
deep learning 
model 

Gaussian 
HFEN, 
SSIM, & 
PSNR 

No 

Bhutto et al., 
[24], 2022 

Morphology 
learning and 
CNN 

Background 
noise 

SNR & 
time No 

SFANR 
Sparse-
morphology 
using CNN 

Rician, 
Speckle, and 
Gaussian 

SSIM, 
PSNR, 
running 
time 

Yes 
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V. CONCLUSION 
MRI is a widely used detection technique; however, image 

detection is a complex and time-consuming procedure as data 
is not clear because of its noisy nature. Therefore, we have 
implemented a sparsity-based noise removal technique using 
CNN architecture for the high-quality reconstruction of thermal 
and ultrasound images with improved time efficiency. In our 
model SFANR-CNN, we implemented a patch-wise 
morphology learning algorithm by producing morphology 
while training for efficient denoising for various types of 
noises. We have used various parameters to define the high 
quality of our reconstructed MS lesion MRI namely PSNR and 
SSIM. Experimental outcomes show that our model SFANR-
CNN outperforms all other state-of-art-algorithms in terms of 
PSNR and SSIM. Our model produces high PSNR results of 
39.63 dB which is much higher than any other algorithm. 
Similarly, SSIM outcomes are 0.92 using our model SFANR-
CNN. Alongside, a running time of 2.98 seconds is attained for 
removing noise. These results demonstrate the superiority of 
our model SFANR-CNN. 

Future work would consider evaluating performance by 
introducing a different kind of noise. Designing a better noise 
removal technique will aid in detecting and segmenting MS 
lesions more efficiently which in the future will be considered. 
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Abstract—Along with the development of the Covid-19 
pandemic, many responses and news were shared through social 
media. The new Covid-19 vaccination promoted by the 
government has raised pros and cons from the public. Public 
resistance to covid-19 vaccination will lead to a higher fatality 
rate. This study carried out sentiment analysis about the Covid-
19 vaccine using the Support Vector Machine (SVM). This 
research aims to study the public response to the acceptance of 
the vaccination program. The research result can be used to 
determine the direction of government policy. Data collection was 
taken via Twitter in the year 2021. The data then undergoes the 
preprocessing methods. Afterward, the data is processed using 
SVM classification. Finally, the result is evaluated by a confusion 
matrix. The experimental result shows that SVM produces 
56.80% positive, 33.75% neutral, and 9.45% negative. The 
highest model accuracy was obtained by RBF kernel of 92%, 
linear and polynomial kernels obtained 90% accuracy, and 
sigmoid kernel obtained 89% accuracy. 

Keywords—Covid-19; vaccination; support vector machine; 
twitter 

I. INTRODUCTION 
World Health Organization (WHO) announced that the 

Covid-19 virus has spread to countries since 2019. WHO 
officially set Covid-19 as a global pandemic on March 11, 
2020 [1][2]. Various steps were taken to overcome this 
pandemic. One of them is the manufacture of vaccines. In 
Indonesia, President Joko Widodo inaugurated Perpres Nomor 
99 Tahun 2020 About Vaccine Procurement and Vaccination 
Implementation In the Context of Combating the Corona Virus 
Pandemic Disease 2019 (Covid-19) [3]. 

The pros and cons of vaccination have attracted various 
groups to express opinions. Social media is a medium that is 
easy and fast to access. So, it is not uncommon for people to 
express their views on social media. According to APJII, 
around 51.5% of internet users in Indonesia use social media 
daily [4]. One of the social media that is often used in 
Indonesia is Twitter. Twitter has 152 million registered users 
worldwide and more than 500 million unregistered users per 
month[5]. 

The number of opinions and the ease of accessing social 
media allow researchers to research cyberspace. One of these 
studies is sentiment analysis. Sentiment analysis is a 
classification process to classify the text in the document into 
positive, negative, and neutral classes [6][7]. The results from 
sentiment analysis can be used for various purposes [8]. 

Based on that problem, this research will compare the 
sentiment analysis results regarding the Indonesian people’s 

point of view towards Covid-19 vaccination activities from 
Twitter. First, the data are taken from Twitter in Bahasa. 
Afterward, the data is preprocessed. Then, sentiment analysis is 
carried out using the Support Vector Machine. 

II. LITERATURE REVIEW 

A. Sentiment Analysis 
The opinion is a point of view or attitude of humans to a 

situation, entity, and others. The statement of each individual 
has a subjective nature. So that it can provide different points 
of view [9]–[12]. Differences of opinion can then be 
investigated, giving rise to a generalization of the field of study 
in the form of sentiment analysis. Sentiment analysis is an area 
of study that studies opinions, sentiments, evaluations, 
judgments, attitudes, and emotions towards an entity such as an 
organization, event, person, and goods [13]. 

B. Preprocessing 
Preprocessing is an activity that is carried out before further 

analysis of the data. In this process, entities and unnecessary 
information are removed. Preprocessing is done through 
several stages: cleaning, case folding, tokenizing, 
normalization, stopwords, and stemming[14]. Preprocessing 
aims to convert raw data into more structured data to be 
recognizable to the machine[15], [16]. 

C. TF-IDF 
TF-IDF consists of two interrelated matrices, namely TF 

and IDF. TF or Term-Frequency is a matrix that counts the 
number of times a word appears in a document [17]. IDF or 
Inverse Document Frequency is a matrix that counts the 
frequency of a word that appears throughout the document 
[17]. The purpose of TF-IDF is to calculate the importance 
level of words in a document [18][19]. The equation in TF-IDF 
can be seen in (1). 

TFIDF(t,d) = T(t,d) X IDF(t)            (1) 

t = the number of a term or word in the document. 

d = the number of document. 

D. Synthetic Minority Oversampling Technique 
The total of each dataset class determines the level of 

validity and accuracy of a model. The quality of a good dataset 
can be obtained with consistency and good trustworthiness. 
The imbalanced class dataset can be overcome by using 
SMOTE [20]. This technique utilizes the concept of K-Nearest 
Neighbor, which then SMOTE plays a role in making synthetic 
data from minority classes [21]. A new minority sample is 
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created using this method by linear interpolation between two 
minority samples [22]. 

E. Support Vector Machine 
Support Vector Machine is a method of machine learning 

used for data classification. This method is included in 
supervised learning. Therefore, labeling is required in the data 
[23][24]. Support Vector Machine works to separate data by 
finding the best hyperplane and margin maximum [25]. The 
hyperplane is a plane separator or differentiator between two 
classes, while the margin is the distance between the outermost 
samples of the class or which is called the Support Vector. The 
equation of Support Vector Machine can be seen in (2) [24]. 

𝑤. 𝑥 − 𝑏 = 0              (2) 

where w represents the weight vector, x denotes the input 
vector, and b indicates the bias. 

F. Performance Evaluation Measure 
Performance Evaluation Measure is a process for 

evaluating the performance or capability of a classification 
system or model [26]. Evaluations are displayed in a table with 
several entities called the confusion matrix. These entities 
include accuracy, precision, recall, and F1-Score. 

Precision is the match value between the answers system 
and the user’s information. The recall is the value of the 
accuracy of the unit of data with a previously called up team of 
information. Accuracy results from a comparison between 
correct information by the whole information. F1-Score is the 
value obtained from the weighted average between precision 
and recall. The equation of performance evaluation measure 
can be seen in (3), (4), (5), and (6) [27]–[29]. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  𝑇𝑃
𝑇𝑃+𝐹𝑃

             (3) 

𝑅𝑒𝑐𝑎𝑙𝑙 =  𝑇𝑃
𝑇𝑃+𝐹𝑁

              (4) 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  𝑇𝑃+𝑇𝑁
𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁

            (5) 

𝐹1 𝑆𝑐𝑜𝑟𝑒 =  2(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)(𝑅𝑒𝑐𝑎𝑙𝑙)
(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙)

            (6) 

The table is known as the Confusion Matrix used to 
describe PEM. This table contains the results of the dataset test 
with the model that has been made in the prediction class and 
actual class. The table of Confusion Matrix can be seen in 
Table Ⅰ [30]. 

True Positive indicates that the model previously predicted 
true proved true. True Negative suggests that the previous 
model was predicted wrong and proved wrong. False Positive 
shows that the previously predicted model true is proven false. 
False Negative indicates that the previously predicted model 
was proven wrong correct [27]–[29]. 

TABLE I. CONFUSION MATRIX 

 Actual True Actual False 

True Predicted True Positive (TP) False Positive (FP) 

False Predicted False Negative (FN) True Negative (TN) 

III. METHODS 

A. System Overview 
The system takes data through Twitter in Bahasa Indonesia 

with a total of 2000 tweets and the timeline between October 
19, 2021, and October 22, 2021. After that, the data is 
manually labeled after cleaning the tweet. Then, do the 
preprocessing to clean up data noise and simplify the 
classification process. After that, word weighting was done 
using the TF-IDF method and sentiment dataset class balancing 
using the SMOTE method. Then, divide the dataset into data 
training and data testing. Next, classification sentiment is done 
using the Support Vector Machine and Evaluating the value 
indicated through Confusion Matrix. The system of this 
sentiment analysis process can be seen in Fig. 1. 

B. Data Collection and Cleaning 
Data collection is done through Twitter using the Twitter 

API. Twitter API consists of Access Token, Access Token 
Secret, API Key, and API Key Secret. This process is written 
in Python using Tweepy library. Researchers use the keywords 
“vaksin” and “vaksinasi” as a reference for searching and used 
in a CSV file or Comma Separated Values. Results of the 
Crawling Tweets process can be seen in Table Ⅱ. 

The next process that needs to be done is cleaning to 
simplify the labeling process. Also, removes URLs, 
punctuation, and numeric, including in the cleaning process. In 
addition, eliminating mentions of users by @ and deleting 
duplicate tweets are included in the cleaning process. The 
results of the cleaning process can be seen in Table Ⅲ. 

 
Fig. 1. System Overview of Sentiment Analysis. 

TABLE II. RESULTS OF THE CRAWLING TWEETS 

Date and 
Time User Tweet 

2021-10-19 
22:58:43 

COVID PASTI 
BERLALU 

Para pelajar menyampaikan rasa terima 
kasih atas program vaksinasi yang terus 
dilakukan oleh pemerintah. #AyoVaksin 
#KaltaraSuksesVaksinasi 
#VaksinasiPulihkanRI #IndonesiaSehat 
#IndonesiaHebat https://t.co/h5x41UO3tF 
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TABLE III. RESULTS OF THE CLEANING PROCESS 

Tweet before Cleaning Tweet After Cleaning 
Para pelajar menyampaikan rasa 
terima kasih atas program vaksinasi 
yang terus dilakukan oleh 
pemerintah. #AyoVaksin 
#KaltaraSuksesVaksinasi 
#VaksinasiPulihkanRI 
#IndonesiaSehat #IndonesiaHebat 
https://t.co/h5x41UO3tF 

Para pelajar menyampaikan rasa 
terima kasih atas program vaksinasi 
massal yang terus dilakukan oleh 
pemerintah 

C. Data Labelling 
The labeling process needs to be done before the sentiment 

analysis process. This process is done manually conducted by 
researchers with several parameters. The parameter used is the 
positive sentiment with the number two symbol, a neutral 
sentiment with the number symbol one, and negative sentiment 
with zero. Results of the labeling process can be seen in 
Table Ⅳ. 

TABLE IV. RESULTS OF THE LABELLING PROCESS 

Tweet after Cleaning Label 

Para pelajar menyampaikan rasa terima kasih atas program 
vaksinasi massal yang terus dilakukan oleh pemerintah 2 

D. Data Preprocessing 
This stage is one of the most important carried out in 

sentiment analysis. At this stage, data is cleaned of noise to 
form the data according to the standard. This process makes it 
easier for the system to recognize and analyze a word. 

1) Case Folding: This process is changing each letter in 
the sentence to lowercase. The result of Case Folding process 
can be seen in Table Ⅴ. 

TABLE V. RESULTS OF CASE FOLDING PROCESS 

Tweet before Case Folding Tweet after Case Folding 
Para pelajar menyampaikan rasa 
terima kasih atas program vaksinasi 
massal yang terus dilakukan oleh 
pemerintah 

para pelajar menyampaikan rasa 
terima kasih atas program vaksinasi 
massal yang terus dilakukan oleh 
pemerintah 

2) Tokenizing: This process is splitting sentences into a 
piece of the word called tokens. The result of the Tokenizing 
process can be seen in Table Ⅵ. 

3) Normalization: This step is converting each word or 
token into a common phrase. The standard used in this case is 
the standard Indonesian word. This method was based on 
research published in the journal by Salsabila et al. [31]. The 
results of the Normalization process can be seen in Table Ⅶ. 

4) Stopwords or filtering: This process removes words or 
tokens that are unnecessary and unrelated for further analysis. 
The result of the Stopwords process can be seen in Table Ⅷ. 

TABLE VI. RESULTS OF THE TOKENIZING PROCESS 

Tweet before Tokenizing Tweet after Tokenizing 
para pelajar menyampaikan 
rasa terima kasih atas program 
vaksinasi massal yang terus 
dilakukan oleh pemerintah 

[‘para’,’pelajar’,’menyampaikan’,’rasa’,’ter
ima’,’kasih’,’atas’,’program’,’vaksinasi’,’m
assal’,’yang’,’terus’,’dilakukan’,’oleh’,’pe
merintah’] 

TABLE VII. RESULTS OF THE NORMALIZATION PROCESS 

Tweet Tokens Normalization 
[‘betul’,’vaksinasi’,’itu’,’penting’,’s
bg’,’benteng’,’pertahanan’,’diri’,’dr’
,’dalam’] 

[‘betul’,’vaksinasi’,’itu’,’penting’,’seb
agai’,’benteng’,’pertahanan’,’diri’,’dari
’,’dalam’] 

TABLE VIII. RESULTS OF THE STOPWORDS PROCESS 

Normalization Stopwords 
[‘para’,’pelajar’,’menyampaikan’,’rasa’,’te
rima’,’kasih’,’atas’,’program’,’vaksinasi’,’
massal’,’yang’,’terus’,’dilakukan’,’oleh’,’p
emerintah’] 

[‘pelajar’,’menyampaikan’,’rasa
’,’terima’,’kasih’,’atas’,’progra
m’,’vaksinasi’,’massal’,’terus’,’
dilakukan’] 

5) Stemming: This process changes words or tokens into a 
word form base. The results of the stemming process can be 
seen in Table Ⅸ. 

TABLE IX. RESULTS OF THE STEMMING PROCESS 

Stopwords Stemming 
[‘pelajar’,’menyampaikan’,’rasa’,’terima
’,’kasih’,’atas’,’program’,’vaksinasi’,’ma
ssal’,’terus’,’dilakukan’] 

[‘ajar’,’sampai’,’rasa’,’terima’,’ka
sih’,’atas’,’program’,’vaksinasi’,’
massal’,’terus’,’laku’] 

E. Feature Extraction 
Feature extraction or TF-IDF will calculate each word by 

the value against the number of documents used at this stage. 
This process aims to carry out the classification process easily 
and recognize words in the form of numbers. The results of the 
implementation of TF-IDF are as follows: 

• Document 1: Ayo dukung program vaksinasi masal 
capai target herd immunity nasional untuk Indonesia 
sehat. 

• Document 2: Mau sehat Ayo vaksinasi Indonesia 
bangkit. 

The calculation of TF-IDF can be seen in Table Ⅹ. 

TABLE X. RESULTS OF TF-IDF PROCESS 

Word 
TF 

IDF 
TF-IDF Score 

D1 D2 D1 D2 

Ayo 
1

13
 

1
13

 log �
2

2 + 1
�

= 0.18 
0.013 0.013 

Dukung 
1

13
 0 log �

2
1 + 1

� = 0 0 0 

Program 
1

13
 0 log �

2
1 + 1

� = 0 0 0 

Vaksinasi 
1

13
 

1
13

 log �
2

2 + 1
�

= 0.18 
0.013 0.013 

Masal 
1

13
 0 log �

2
1 + 1

� = 0 0 0 

Capi 1
13

 0 log �
2

1 + 1
� = 0 0 0 

Target 
1

13
 0 log �

2
1 + 1

� = 0 0 0 

Herd 
1

13
 0 log �

2
1 + 1

� = 0 0 0 
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Immunity 
1

13
 0 log �

2
1 + 1

� = 0 0 0 

Nasional 1
13

 0 log �
2

1 + 1
� = 0 0 0 

Untuk 
1

13
 0 log �

2
1 + 1

� = 0 0 0 

Indonesia 
1

13
 

1
13

 log �
2

2 + 1
�

= 0.18 
0.013 0.013 

Sehat 
1

13
 

1
13

 log �
2

2 + 1
�

= 0.18 
0.013 0.013 

Mau 0 
1

13
 log �

2
1 + 1

� = 0 0 0 

Bangkit 0 1
13

 log �
2

1 + 1
� = 0 0 0 

F. Synthetic Minority Oversampling Technique 
SMOTE will balance the dataset by taking advantage of the 

TF-IDF value. Balancing dataset class is a must because there 
is a gap in data between positive, neutral, and negative classes. 
SMOTE will create class neutral and negative belonging to the 
minority class synthetic data to match the majority class, 
positive class. Before and after the implementation of SMOTE 
can be seen in Fig. 2 and 3. 

 
Fig. 2. Before Implementation of SMOTE. 

 
Fig. 3. After Implementation of SMOTE. 

G. Support Vector Machine 
This research tested the model using four Support Vector 

Machine kernels, i.e., linear, polynomial, RBF, and sigmoid. 
Various kernels are utilized to change the level of data 
dimensions to be different depending on the kernel used. The 
equation of each Support Vector Machine kernel can be seen in 
Table Ⅺ [32]. 

TABLE XI. SUPPORT VECTOR MACHINE KERNEL EQUATION 

Kernel Equation  

Linear 𝐾(𝑥𝑖,𝑥) =  𝑥𝑖𝑇𝑥  

Polynomial 𝐾(𝑥𝑖,𝑥) =  (𝛾𝛾. 𝑥𝑖𝑇𝑥 + 𝑟)𝑝 𝑝 = degree 
𝑟 = coef() 

RBF 𝐾(𝑥𝑖,𝑥) = 𝑒𝑥𝑝 (−𝛾𝛾|𝑥𝑖𝑇𝑥|2) 𝛾𝛾 = gamma 

Sigmoid 𝐾(𝑥𝑖,𝑥) =  𝑡𝑎𝑛ℎ (𝛾𝛾. 𝑥𝑖𝑇𝑥 + 𝑟) 𝑟 = coef() 

IV. RESULT 

A. Sentiment Analysis 
Researchers analyze sentiment by manually labeling each 

tweet. The labeled sentiment is done after the cleaning process. 
As a result, there are 1136 tweets (56.80%) with positive 
sentiment, 675 tweets (33.75%) with the neutral sentiment, and 
189 (9.45%) tweets with negative sentiment. In the case of the 
imbalanced dataset, researchers implement SMOTE to balance 
the minority class and majority class. 

B. Performance Evaluation Measure 
The evaluation of the model in this research is presented in 

a confusion matrix table which consists of prediction class and 
actual class. The comparison of each kernel also becomes an 
evaluation parameter in this research. 

1) Linear kernel: Parameters used in the test of the linear 
kernel, i.e., the complexity and maximum iterations. Increased 
complexity causes accuracy to decrease, and increasing the 
maximum iteration value tends to give a constant value with 
low volatility. The best accuracy result is 90% with C = 1 and 
max iteration = “default”. The confusion matrix table of the 
linear kernel can be seen in Table Ⅻ, and the performance 
evaluation measure can be seen in Table XIII. 

2) RBF Kernel: Parameters used in the test of RBF kernel, 
i.e., complexity and gamma. Testing the complexity value of 
more than five tends to produce high accuracy values constant, 
and increases in the value of gamma cause accuracy to 
decrease. The best accuracy result is 92% with C = 1 and 
gamma = 1. The confusion matrix table of the RBF kernel can 
be seen in Table XIV, and the performance evaluation measure 
can be seen in Table XV. 

TABLE XII. CONFUSION MATRIX OF LINEAR KERNEL 

Actual 
Predicted 

Negative Neutral Positive 

Negative 88 0 0 

Neutral 4 117 13 

Positive 3 15 101 

TABLE XIII. PERFORMANCE EVALUATION MEASURE OF LINEAR KERNEL 

Sentiment Precision Recall F1-Score 

Negative 0.93 1.00 0.96 

Neutral 0.86 0.87 0.88 

Positive 0.89 0.85 0.87 

TABLE XIV. CONFUSION MATRIX OF RBF KERNEL 

Actual 
Predicted 

Negative Neutral Positive 

Negative 88 0 0 

Neutral 2 115 17 

Positive 1 8 110 
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TABLE XV. PERFORMANCE EVALUATION MEASURE OF RBF KERNEL 

Sentiment Precision Recall F1-Score 

Negative 0.97 1.00 0.98 

Neutral 0.93 0.86 0.89 

Positive 0.87 0.92 0.89 

3) Polynomial Kernel: Parameters used in the test of 
Polynomial kernel, i.e., complexity, gamma, and degree. 
Testing on three parameters causes a decrease in accuracy as 
the value increases. The best accuracy result is 90% with C = 
1, gamma = “scale”, and degree = 1. The confusion matrix 
table of the Polynomial kernel can be seen in Table XVI, and 
the performance evaluation measure can be seen in 
Table XVII. 

TABLE XVI. CONFUSION MATRIX OF POLYNOMIAL KERNEL 

Actual 
Predicted 

Negative Neutral Positive 

Negative 88 0 0 

Neutral 4 118 12 

Positive 3 16 100 

TABLE XVII. PERFORMANCE EVALUATION MEASURE OF POLYNOMIAL 
KERNEL 

Sentiment Precision Recall F1-Score 

Negative 0.93 1.00 0.96 

Neutral 0.88 0.88 0.88 

Positive 0.89 0.84 0.87 

4) Sigmoid Kernel: Parameters used in the test of the 
sigmoid kernel, i.e., complexity and gamma. Increasing the 
value of complexity and gamma produces an accuracy value 
that tends to decrease. The best accuracy result is 89%, with C 
= 1 and gamma = “scale”. The confusion matrix table of the 
sigmoid kernel can be seen in Table XVIII, and the 
performance evaluation measure can be seen in Table XIX. 

TABLE XVIII. CONFUSION MATRIX OF SIGMOID KERNEL 

Actual 
Predicted 

Negative Neutral Positive 

Negative 88 0 0 

Neutral 7 114 13 

Positive 5 13 101 

TABLE XIX. PERFORMANCE EVALUATION MEASURE OF SIGMOID KERNEL 

Sentiment Precision Recall F1-Score 

Negative 0.88 1.00 0.94 

Neutral 0.90 0.85 0.87 

Positive 0.89 0.85 0.87 

V. CONCLUSION 
Sentiment class classification generates positive sentiment 

1136 tweets (56.80%), neutral sentiment 675 tweets (33.75%), 
and negative sentiment 189 tweets (9.45%). The dataset class 
number gap is balanced through the SMOTE method, which 
generates 1136 tweets in all class sentiments. The classification 
results using the Support Vector Machine have the best 
accuracy result obtained on the RBF kernel by 92%, followed 
by Linear kernel and Polynomial kernel by 90%; lastly, the 
Sigmoid kernel by 89%. 
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Abstract—Support vector machines (SVM) have unique 
advantages in solving problems with small samples, nonlinearity 
and high dimension. It has a relatively complete theory and has 
been widely used in various fields. The classification accuracy 
and generalization ability of SVMs are determined by the 
selected parameters, for which there is no solid theoretical 
guidance. To address this parameter optimization problem, we 
applied random selection, genetic algorithms (GA), particle 
swarm optimization (PSO) and K-fold cross validation (k-CV) 
method to optimize the parameters of SVMs. Taking the 
classification accuracy, mean squared error and squared 
correlation coefficient as the goal, the K-fold cross validation 
method is chosen as the best way to optimize SVM parameters. 
In order to further verify the best performance of the SVM 
whose parameters are optimized by the K-fold cross validation 
method, the back propagation neural network and decision tree 
are used as the contrast models. The experimental results show 
that the SVM-cross validation method has the highest 
classification accuracy in SVM parameter selection, which lead 
to SVM classifiers that outperform both BP neural networks and 
decision tree method. 

Keywords—Support vector machine; parameter optimization; 
K-fold cross validation; sample classification 

I. INTRODUCTION 
Support Vector Machine (SVM) is a theory that studies the 

rule of machine learning in the case of limited sample based on 
the statistical learning theory including Vapnik-Chervonenkis 
Dimension (VCD) and Structural Risk Minimization (SRM). 
SVM has many unique advantages in solving the problem of 
high-dimensional pattern recognition. It can use the limited 
sample information to compromise the complexity and learning 
ability of the model, and avoid the problems caused by over-
learning and under-learning as much as possible, so that the 
system has a better ability to extend. SVM has attracted the 
attention and research interests of experts and scholars in 
various fields, and made a lot of research results in practical 
application, which has promoted the development of various 
fields [1-3]. 

Although SVM has been widely used in text classification 
[4], image recognition[5], prediction[6] and so on, its 
performance is mainly dependent on the selection of penalty 
factor and kernel parameter. So far, SVM parameter selection 
still does not have a complete set of theory and standards, but 
in practical application, the choice of parameter directly 
determines the classification accuracy and generalization 
ability of SVM [7-8]. The common methods of optimizing 
parameters are as follows, experimental method, grid search 
and numerical method. The first way means that you need to 

select different parameters for multiple experiments, and then 
select a pair of parameters for the best results, which is not 
only time consuming and too random; the second method is 
feasible in the case of small samples, but the efficiency and 
feasibility is lower when the data is large; the third method is 
more sensitive to the selection of the initial value. With the 
development of artificial intelligence, some groups of 
intelligent optimization algorithm such as ant colony 
optimization algorithm (ACO), genetic algorithm (GA), 
particle swarm algorithm (PSO) and so on are used to optimize 
the parameters of SVM. 

Rajeshwari et al [9] proposed a new Weighted-SVM kernel 
by applying a suitably transformed weight vector derived from 
particle swarm optimized neural networks. Yang et al [10] 
envisaged the analysis of the dissolved oxygen fault of the 
water quality monitoring system using the GA-SVM and the 
result exhibited a good accuracy. Faris et al [11] proposed a 
robust approach based on a recent nature-inspired 
metaheuristic called multi-verse optimizer for selecting optimal 
features and optimizing the parameters of SVM simultaneously 
and it can effectively reduce the number of features while 
maintaining a high prediction accuracy. John et al [12] 
proposed a detection technique using SVM with Grid search 
algorithm and recognized the disorder with an accuracy rate of 
89%. 

In the above research, it is for a specific field to select a 
suitable way to optimize the parameters of SVM, but it does 
not compare these parameter optimization algorithms in the 
same application to select the best way. To address this issue, 
based on the identification of Italian wine, random selection, 
GA, PSO and cross validation (CV) are used to optimize the 
parameters of SVM, and the best way was selected. In order to 
verify that the SVM which is optimized by the best way has a 
good classification accuracy, the neural network and decision 
tree are used as contrast model for analysis. 

II. METHODOLOGY 

A. Introduction of SVM 
SVM is a statistical learning method proposed by Vapnik in 

1992 based on VCD theory and SRM principle [13]. SVM 
maps the input space into a high dimensional kernel space by 
introducing the kernel function. In order to classify the sample, 
the optimal classification hyperplane with lower VCD is 
obtained in the high dimensional kernel space, so that one class 
is located on the side of the hyperplane and the other side of 
the hyperplane is another class. Take the Two-Dimensional 
(2D) space as an example showed in Fig. 1. There are many 
samples, some with five-pointed star and some with a circle. 

This work is supported by the Natural Science Foundation of the Guizhou 
Province (No. [2020]1Y263). 
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Classification by SVM is to find a hyperplane (the red line in 
Fig. 1), according to the classification requirements, the sample 
will be divided into class 1 with five-pointed star and class 2 
with circle. The point falling on the classification boundary is 
called support vector 

 
Fig. 1. Schematic Diagram of SVM in 2D Space. 

The main idea of SVM is to establish a classification 
hyperplane f(x) = 0 as a decision surface for a 
multidimensional space to be classified, for any positive case x 
satisfying f(x) > 0, and the counter example is satisfied with 
f(x) < 0. The purpose of SVM is to find the appropriate f(x) to 
maximize the isolation edge (Gap) and minimize the training 
error between the positive and negative examples. Through the 
decision-making surface to achieve the classification of the 
sample, the decision-making function can be written as: 

𝑓(𝑥𝑥) = 𝑠𝑖𝑔𝑛(∑ 𝑎𝑚𝑚𝑦𝑦𝑚𝑚𝑘(𝑥𝑥𝑚𝑚 , 𝑥𝑥)𝑚𝑚
𝑚𝑚𝑖∈𝑆𝑉

+ 𝑏)             (1) 

where ai: Lagrange multiplier, s.t. 0 < ai < c 

SV: Support vector. 

K(xi,x): Kernel function. 

xi: The positive examples. 

yi: The negative examples. 

b: Threshold. 

n: The number of samples. 

In practical application, SVM has a complete theoretical 
basis, but it needs to choose different parameters and kernel 
functions for different conditions in order to obtain the desired 
results. Different support vector classifiers can be generated by 
using different kernel functions. Commonly used kernel 
functions are linear kernel function, radial basis function 
(RBF), polynomial kernel function and so on. Since it is only 
necessary to determine a parameter in RBF, which is beneficial 
to parameter optimization, RBF is chosen as the kernel 
function of SVM in this article. The expression can now be 
written as: 

𝐾(𝑥𝑥𝑚𝑚 , 𝑥𝑥) = 𝑒𝑥𝑥𝑝 ( 1
2𝑔2

||𝑥𝑥𝑚𝑚 − 𝑥𝑥||2)            (2) 

Where g is the nuclear parameter to be determined. The 
penalty factor c is an important parameter in SVM. It is used to 
control the weight of the loss and sorting interval. The bigger 
the value of c, the higher the fit degree of the model, but its 
generalization ability is reduced. According to SVM regression 

theory, c and g have a great influence on the classification 
results. Therefore, it is necessary to choose the best c and g to 
obtain the superior performance of SVM. 

Definition 1 

The mathematical model of SVM parameter will be written 
as: P= {bestc, bestg}. 

Definition 2 

The objective function of SVM parameter optimization is 
the accuracy of prediction model. 

In this paper, the problem of SVM parameter optimization 
can be described mathematically: 

For ∀p={c,g}, satisfied P=max(Accuracy) 

s.t.�
P ⊂ p
c > 0
g > 0

              (3) 

SVM solves the practical puzzles such as small sample, 
nonlinearity and high dimension. It has strong versatility, 
robustness and effectiveness and it is widely used in 
classification and regression. The SVM is originally designed 
for two classification problems. When dealing with multiple 
classification, it is necessary to combine multiple two 
classifiers to construct the appropriate multi-classifier. In this 
paper, the tool used in constructing the forecasting model is the 
LibSVM software package developed by Chih-Jen Lin of 
Taiwan University. 

B. SVM Parameter Optimiztion Method 
1) Random selection: Random selection belongs to the 

experimental method. According to the theory of SVM, we 
randomly select different parameters to test and analyze the 
samples, and then choose a set of parameters with the highest 
classification accuracy. The method is too random and lacks 
of authoritative theoretical guidance. 

2) Genetic Algorithm (GA): GA is proposed by Professor 
J. Holland of the United States in 1975. Its main feature is the 
direct operation of the structure of the object; there is no limit 
of derivation and continuity of the function; it has better 
global optimization ability [14]. GA is a computational model 
for simulating the natural selection and genetic mechanism of 
Darwin's theory of biological evolution. It is a method for 
searching the optimal solution by simulating natural 
evolutionary processes [15]. It introduces the principle of 
"survival of the fittest" in the process of coding of parameter 
optimization. According to the selected fitness function, the 
individuals are selected by the selection, crossover and 
mutation of the genetic process, so that the individuals with 
good fitness value are retained, the remaining are eliminated. 
The new group not only inherited the previous generation of 
information, but also better than it. It is repeatedly until the 
conditions are satisfied. Genetic algorithm has been widely 
used in combinatorial optimization, machine learning, 
adaptive control and other fields. The process of GA shows in 
Fig. 2. 
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Fig. 2. Flow Chart of GA. 

3) Particle Swarm Optimization (PSO): PSO is an 
optimization algorithm based on population intelligence in 
computing intelligence [16]. It is first proposed by Kennedy 
and Eberhart in 1995 and its basic concept comes from the 
study of predatory behavior of birds. PSO initializes a group 
of particles in the solvable space first. Each particle represents 
a potential optimal solution of the search space and the 
characteristics of particle are displayed by three indexes of 
position, velocity and fitness value. The particle moves in the 
solution space [17]. By tracking the trajectories of the particle, 
it updates the position and speed of individual constantly to 
follow the optimal output. The process of PSO algorithm 
shows in Fig. 3. 

 
Fig. 3. Flow Chart of PSO. 

4) Cross-Validation (CV): CV is a statistical analysis 
method used to verify the performance of a classifier. The 
basic idea is to divide the original data into two parts in a 
certain sense, one is the training set and the other is validation 
set [18-19]. Firstly, the training set is used to train the 
classifier, then the validation set is used to test the model to 
obtain the classification accuracy as the performance index of 
the classifier. The optimal parameters obtained by CV can 
effectively avoid the occurrence of over learning and less 
learning, and finally get the ideal prediction accuracy for the 
testing set. The Hold-out method, K-fold CV, Leave-one-out 
CV are commonly used methods. The second method is 
adopted in the article that is K-CV. Its basic idea is to divide 
the original data into K disjoint subsets, then it selects one of 
them as the validation set and the other K-1 subsets as the 
training set. The K models can be obtained in this way, and the 
average of the final classification accuracy of the K models as 
the performance index of the K-CV classifier. Generally 
speaking, K is greater than or equal to 2. But in practice, K is 
taken from 3. K will try to take 2 only when the original data 
is very small. 

C. Classification Forecasting Model Based on SVM  
1) Data preprocessing: Raw data usually has a different 

order of magnitude, which directly affects the results of the 
data analysis. In order to eliminate the influence, data 
standardization is required to address the comparability 
between data indicators. The data is in the same order of 
magnitude after processing and it is suitable for 
comprehensive evaluation. Two commonly used normalized 
methods are as follows. 

a) Normalized between [0,1]: The normalized mapping 
used in this method is as follows. 
𝑓: 𝑥𝑥 → 𝑦𝑦 = 𝑚𝑚−𝑚𝑚𝑚𝑖𝑛

𝑚𝑚𝑚𝑎𝑥−𝑚𝑚𝑚𝑖𝑛
             (4) 

where 𝑥𝑥, 𝑦𝑦 ∈ 𝑅𝑅∗; 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚 = min(𝑥𝑥) ;  𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚 = max (𝑥𝑥) . 
The result of the normalization is that the raw data is scaled to 
[0,1]. 

b) Normalized between [-1,1]: The normalized mapping 
used in this method is as follows. 
𝑓: 𝑥𝑥 → 𝑦𝑦 = 2 ∗ 𝑚𝑚−𝑚𝑚𝑚𝑖𝑛

𝑚𝑚𝑚𝑎𝑥−𝑚𝑚𝑚𝑖𝑛
− 1            (5) 

where 𝑥𝑥,𝑦𝑦 ∈ 𝑅𝑅∗; 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚 = min(𝑥𝑥) ; 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚 = max (𝑥𝑥) . 
The result of the normalization is that the raw data is scaled to 
[-1, 1]. 

2) Classification forecasting model : The classification 
prediction model based on SVM is divided into two stages: 
parameter optimization and prediction classification. The first 
stage is parameter optimization. The training set and testing 
set are separated from the original data, then the normalized 
preprocessing method makes the data samples in the same 
order of magnitude with the same dimension. The parameters 
of SVM are optimized by random selection, GA, PSO and K-
fold CV method. The optimal parameters are selected from 
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three angles: accuracy, MSE and r2. The second stage is 
prediction classification. The K-CV-SVM model is established 
with the best parameters to find he support vector of the 
training sample and determine the optimal classification 
hyperplane, and then forecast the testing set. In order to 
further verify the superior performance of K-CV-SVM model, 
neural network and decision tree are designed as contrast 
model. The overall structure of the paper is shown in Fig. 4. 

 
Fig. 4. Diagram of SVM Classification. 

III. EXPERIMENTAL DISCUSSION 

A. Experimental Data Description 
In order to verify the validity of the method proposed in 

this paper, we use the wine data to carry out the experimental. 
Wine data is from the UCI dataset and it can be download from 
the link: http://archive.ics.uci.edu/ml/datasets/Wine. These data 
are the results of a chemical analysis of wines grown in the 
same region in Italy but derived from three different cultivars. 
The analysis determines the composition of each wine. The 
data contains 178 samples and each contains 13 attributes and 
1 label. The attributes which are the main chemical 
composition of wine donated by Riccardo Leardi are: 
1) Alcohol; 2) Malic acid; 3) Ash; 4) Alcalinity of ash; 
5) Magnesium; 6) Total phenols; 7) Flavanoids; 
8) Nonflavanoid phenols; 9) Proanthocyanins; 10) Color 
intensity; 11) Hue; 12) OD280/OD315 of diluted wines; 
13) Proline. Wine data is divided into two parts on average, 
one as a training set, and one as a testing set. The classification 
model is obtained by training the SVM, and then the model is 
used to predict the label of testing set. It is necessary to note 
that the selection of training set and testing set is fixed at the 
time of parameter optimization, but it is random selected when 
the classification prediction accuracy of SVM, BP and DT is 
analyzed. 

B. Parameter Optimization of SVM 
In order to test the effectiveness of different methods for 

SVM parameter optimization, four kinds of prediction models 
are designed to compare and analyze, such as classification 
model of random selection parameters of support vector 
machine (RS-SVM), classification model of genetic algorithm 
optimization parameters of support vector machine (GA-
SVM), classification model of particle swarm algorithm 

optimization parameters of support vector machine (PSO-
SVM), classification model of K-fold cross validation 
algorithm optimization parameters of support vector machine 
(K-CV-SVM). 

1) RS-SVM: Random selection parameter refers to the 
absence of any restrictions, without any theoretical support, 
completely by the operator according to their own wishes to 
randomly specify the value of the parameter. If you do not 
manually set the parameters, SVM will use the default value 
to perform. In this paper, c is 13 and g is 17 by manual setting. 
The prediction accuracy of the model is 74.1573%, as shown 
in Table I. The classification prediction error of the model is 
shown in Fig. 9(a), and the classification chart is shown in 
Fig. 10(a). 

2) GA-SVM: GA is a search heuristic algorithm used in 
solving the optimization problem in the field of artificial 
intelligence. The GA-SVM uses GA to find the best 
parameters for SVM. The parameters of GA are set as follows. 

The number of iterations: 200. 

The size of population: 20. 

The probability of crossover: 0.4. 

The probability of mutation: 0.2. 

The result of model is that bestc is 3.2703, bestg is 3.6738, 
and classification accuracy is 97.7528%. They are showed in 
Table I. The best fitness curve is showed in Fig. 5. In the GA 
with the number of iterations of 200, it can be seen that the 
speed of parameter optimization converges faster. It is obvious 
that the average fitness of the population is stable between 85% 
and 93% after 10 generations of evolution, and tends to be 
stable. In this way, the classification prediction error of the 
model is shown in Fig. 9(b), and the classification chart is 
shown in Fig. 10(b). 

 
Fig. 5. Fitness Curve of GA-SVM. 

3) PSO-SVM: PSO is an optimization algorithm based on 
group intelligence. Compared with GA, PSO has no selection, 
crossover and mutation operation, but it searches the result 
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through the particles in the solution space to follow the 
optimal way. The PSO-SVM uses PSO to find the best 
parameters for SVM. The parameters of PSO are set as 
follows. 

The number of iterations: 200. 

The size of population: 20. 

The result of model is that bestc is 32.7842, bestg is 4.4621, 
and classification accuracy is 97.7528%. They are showed in 
Table I. The best fitness curve is showed in Fig. 6. Obviously, 
the stability of model fitness is poor and the variation range is 
large. The average fitness of the population fluctuates greatly 
between 50% and 80% after the population begins to evolve. It 
can be seen that there is still no steady trend with the number 
of iterations of 200. In this way, the classification prediction 
error of the model is shown in Fig. 9(c), and the classification 
chart is shown in Fig. 10(c). 

 
Fig. 6. Fitness Curve of PSO-SVM. 

4) K-CV-SVM: The model is designed using the K-CV 
method to obtain the best parameters of SVM and divides into 
two phases. The first stage is a rough choice. Let us set the 
value of c and g in a certain range (2-10 < c < 210 and 2-10 < g < 
210). When the value of c and g is selected, the training set is 
taken as the original data and the classification accuracy is 
obtained by the K-CV method. Finally, a pair of c and g with 
the highest classification accuracy are selected as the optimal 
parameter. If there are multiple sets of c and g corresponding 
to the highest classification accuracy, then select the 
combination with the smallest c as the optimal parameters; if 
the corresponding c has multiple g, then select the first group 
of c and g as the best parameter. The reason is that the larger c 
will lead to the occurrence of the over learning, that is, the 
classification accuracy of training set is high, but the testing 
set is very low. So in all combinations that can achieve the 
highest classification accuracy, the smaller c is considered a 
better choice for the object. The rough selection of the 
parameters gives the contour map as shown in Fig. 7. 

 
Fig. 7. Contour Map of Parameter Selected Roughly. 

In the Fig. 7, the x-axis represents the value of c, which is 
the logarithm of 2, and the y-axis represents the value of g, 
which is the logarithm of 2, and the contour line indicates the 
classification accuracy with corresponding c and g which are 
gained by K-CV method. As can be seen from the Fig. 7, the 
range of c can be reduced to 2-2~24, the range of g can be 
reduced to 2-2~24, so that the fine selection can be made on the 
basis of rough selection. The fine selection of the parameters 
gives the contour map as shown in Fig. 8. 

 
Fig. 8. Contour Map of Parameter Selected Finely. 

The result of fine selection of parameters is that c is 1.4142 
and g is 1. In this way, the classification accuracy of model is 
98.8764 showed in Table I, the classification prediction error 
of the model is shown in Fig. 9(d), and the classification chart 
is shown in Fig. 10(d). 

The prediction error curve showed in the Fig. 9 indicates 
that the prediction error of RS-SVM is the largest, while the 
prediction error of k-CV-SVM is the smallest. The prediction 
error of GA-SVM and PSO-SVM are equal. The classification 
accuracy showed in Table I also illustrates it. 
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(a) Random Selected. 

 
(b) GA Method. 

 
(c) PSO Method. 

 
(d) K-CV Method. 

Fig. 9. Predictive Error Curve of Different Parameter Optimization 
Methods. 

 
(a) Random Selected 

 
(b) GA Method 

 
(c) PSO Method 

 
(d) K-CV Method 

Fig. 10. Predictive and Practical Classification of different Parameter 
Optimization Methods. 
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Fig. 10 shows that the number of right classification is 66 
and the number of wrong classification is 23 in the RS-SVM 
model. The number of misclassifications is the highest among 
the four models, that is, the prediction error of the model is the 
largest, which is consistent with Fig. 9(a). In the GA-SVM 
model, the number of right classification is 87 and the number 
of wrong classification is 2. The classification result of PSO-
SVM model is equivalent to GA-SVM and the prediction error 
is similar, which is consistent with Fig. 9(b) and (c). In the K-
CV-SVM model, the number of right classification is 88 and 
the number of wrong classification is 1. The number of 
misclassifications is the least among the four models, that is, 
the prediction error of the model is the least, which is 
consistent with Fig. 9(d). Overall, the K-CV-SVM model has 
the highest number of correct classification and the highest 
classification accuracy. 

The other two parameters can also be obtained while the 
model is running. One is mean squared error (MSE), the other 
is squared correlation coefficient (r2). Generally speaking, the 
accuracy is considered in the problem of classification and the 
MSE and r2 are considered in regression issues. MSE is an 
indicator of the distance between the estimated and true values 
of the parameter. The smaller the value of MSE, the closer the 
results of the prediction model are to the real state and the 
model will have a better accuracy. r2 is a statistical indicator 
used to describe the correlation and closeness between the 
variables. The larger the value of r2, the closer is the 
relationship between the variables. The model optimizes the 
parameters of SVM with four different methods and carries out 
the prediction of classification. Table I shows that K-CV-SVM 
has the highest classification accuracy in four models. On the 
other hand, K-CV-SVM has the smallest MSE and maximum 
r2, indicating that the prediction results of K-CV-SVM model 
are the closest to the real state. At the same time, compared 
with GA-SVM and PSO-SVM, the K-CV-SVM model 
consumes the least time when the classification accuracy is 
similar. Therefore, K-CV method is the best way to optimize 
the parameters of SVM, whether it is classification or 
regression. 

C. The Application of Optimized SVM in Classification 
In order to further verify the best effect of SVM by the K-

CV method to optimize the parameter, the back propagation 

neural network (BP) and decision tree (DT) are used as 
contrast model based on the same data set. In order to eliminate 
the influence of the random probability on model, the BP and 
DT model are run 50 times, and the best and the worst state are 
selected to increase the contrast effect. The results of prediction 
are showed in Table II. 

It can be seen from Table II that the highest classification 
accuracy is 100% and the worst case is only 75.28% in the BP 
prediction model, and the number of wrong samples reached 
22 which reflects the natural defect that the BP is easy to fall 
into the local optimum. In order to overcome the defect, the 
GA is used to optimize the initial weights and thresholds of the 
BP (GA-BP), and then the training and prediction are carried 
out. The classification accuracy of the GA-BP is improved to 
93.62%. Similarly, the performance of the DT is also uneven, 
the best accuracy of the classification is 97.75% and the worst 
is only 78.65% and the number of wrong samples is 19. The 
reason is that the original DT is flourishing, which contains a 
lot of noise and boundary nodes, which is prone to over-fitting. 
In general, pruning is performed on the DT to improve the 
classification accuracy. The result in Table II shows that the 
classification accuracy of the DT after pruning (DT-Prune) is 
improved to 96.63%, which further confirmed the effect of 
pruning. Compared with K-CV-SVM, GA-BP and DT-Prune 
found that the classification accuracy of K-CV-SVM model is 
98.88%, and only one sample is wrong. The K-CV-SVM 
model has the best performance in three models. 

TABLE I. PARAMETER OPTIMIZATION RESULT CONTRAST 

 Random GA PSO K-CV 

c 13 3.2708 32.7842 1.4142 

g 17 3.6738 4.4621 1 

Accuracy (%) 74.1573 97.7528 97.7528 98.8764 

MSE 0.2584 0.0225 0.0225 0.0112 

r2 0.5907 0.9637 0.9637 0.9820 

Time(s) 0.9340 12.6566 16.7837 5.2956 

TABLE II. COMPARISON WITH OVERALL PERFORMANCE OF THREE PREDICTION METHOD 

 SVM  BP   DT  

 K-CV Best Worst GA-BP Best Worst DT-Prune 

Right Number 88 89 67 83 87 70 86 

Wrong Number 1 0 22 6 2 19 3 

Accuracy (%) 98.88 100 75.28 93.26 97.75 78.65 96.63 

Time(s) 5.36 1.22 2.76 0.96 1.56 1.55 2.65 
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IV. CONCLUSION 
SVM classification prediction model solves the problem of 

nonlinear and small sample, but the effect of classification has 
a great relationship with the parameter setting. According to 
the theory of SVM, the penalty factor (c) and the kernel 
parameter (g) have the greatest influence on the classification 
result. Therefore, the paper analyzes the efficiency of the four 
methods to optimize the parameters of SVM. Experiments 
show that the optimal parameters of SVM can be obtained by 
K-CV and the classification accuracy is highest. In order to 
further illustrate the conclusion, the BP and DT are designed as 
the contrast model. The final results show that K-CV-SVM 
model has a good overall performance both in classification 
and regression, and it is an effective method for classification 
and prediction. 

Parameter optimization is of great significance to ensure 
the accuracy of the prediction model. At the same time, the 
convergence speed of the algorithm and the running time of the 
program are also a factor that cannot be ignored, especially in 
the case of huge samples. The results in Table II show that the 
K-CV-SVM model has the highest classification accuracy, but 
the running time of system is also the most. Therefore, the next 
step is to study how to ensure the accuracy rate at the same 
time to speed up the convergence rate and reduce the time 
consumption. 
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Abstract—The internet of things (IoT) is a collection of 

common physical things which can communicate and synthesize 

data utilizing network infrastructure by connecting to the 

internet. IoT networks are increasingly vulnerable to security 

breaches as their popularity grows. Cyber security attacks are 

among the most popular severe dangers to IoT security. Many 

academics are increasingly interested in enhancing the security of 

IoT systems. Machine learning (ML) approaches were employed 

to function as intrusion detection systems (IDSs) to provide 

better security capabilities. This work proposed a novel 

distributed detection system based on machine ML approaches to 

detect attacks in IoT and mitigate malicious occurrences. 

Furthermore, NSL-KDD or KDD-CUP99 datasets are used in the 

great majority of current studies. These datasets are not updated 

with new attacks. As a consequence, the ToN-IoT dataset was 

used for training and testing. It was created from a large-scale, 

diverse IoT network. The ToN-IoT dataset reflects data from 

each layer of the IoT system, such as cloud, fog, and edge layer. 

Various ML methods were tested in each specific partition of the 

ToN-IoT dataset. The proposed model is the first suggested 

model based on the collected data from the same IoT system 

from all layers. The Chi2 technique was used to pick features in a 

network dataset. It reduced the number of features to 20. 

Another feature selection tool employed in the windows dataset 

was the correlation matrix, which was used to extract the most 

relevant features from the whole dataset. To balance the classes, 

the SMOTE method was used. This paper tests numerous ML 

approaches in both binary and multi-class classification 

problems. According to the findings, the XGBoost approach is 

superior to other ML algorithms for each node in the suggested 

model. 

Keywords—Intrusion detection system (IDS); internet of things 

(IoT); ToN-IoT dataset; machine learning (ML) 

I. INTRODUCTION 

The internet of things (IoT) is a network of everyday 
physical objects which can communicate and synthesize data 
utilizing the current network infrastructure by connecting to the 
internet. These things are networked digital appliances or 
sensors that can collect data and transmit it across the internet. 
New applications and services are created as a result of the 
interplay between sensors, connectivity, people, and processes. 
In the IoT, these digital sensors or devices are known as 
"things" [1]. 

As IoT networks become more prevalent, they become 
more prone to security breaches. Cyber security attacks are one 
of the most common serious threats to IoT security. These 
attacks take several forms and target various resources on a 
wide range of IoT devices. These cyberattacks frequently target 
a large number of devices in an IoT network, which may then 
be utilized as a "resource" or "platform" for attacks such as 
distributed-denial-of-service (DDoS) and fraudulent operations 
such as ransomware and password attacks. As a result, securing 
IoT devices and building malicious (intrusion) detection 
models for IoT systems is becoming increasingly vital for 
protecting sensitive data[2]. 

Because the security of broad IoT is vital, it is critical for 
identifying IoT risks and defining current prevention methods. 
This work outline and categorize IoT security threats categories 
and common defense methods to give the reader the security 
foundation they need to understand the work[2]. The following 
are some of the reasons why IoT security procedures vary from 
those used in traditional security systems: 

 IoT systems' computational power, memory capacity, 
battery life, and network bandwidth are all restricted. 
As a result, existing standard security solutions, which 
are often expensive in terms of resources, cannot be 
installed. 

 IoT systems are widely scattered and heterogeneous. 
As a result, traditional centralized solutions may be 
ineffective. Furthermore, the distributed nature of IoT 
introduces new obstacles and restrictions to its security. 

 IoT solutions are employed in an ever-changing 
physical context. Physical attacks, as a result, have 
been added to the list of typical security issues. 

One of the IoT security protection solutions is IDS. An IDS 
[3] is software and/or hardware that monitors a network or 
system for hostile activity and issues quick alarms. Since 1970 
IDSs have been used. They are divided into two categories: 
i) deployment and ii) detecting methods. There are two types of 
IDS deployments: HIDS and NIDS. HIDS (Host-based 
Intrusion Detection System) is an intrusion detection system 
installed on a host machine (i.e., a device or a Thing). They 
keep track of and evaluate system application files and the 
operating system. Insider intrusion detection and prevention 
are best accomplished through HIDS. NIDS (Network-based 
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Intrusion Detection System) captures and analyzes network 
packet traffic. To put it another way, they are sniffing packets. 
NIDSs are effective against external intrusion attacks. After the 
intrusion has occurred, the following situation will explore. An 
exemplary detection system is one that rapidly recognizes the 
compromised condition and minimizes the loss (s). IDSs come 
in many different forms. all categories of IDSs are presented in 
[4]. 

Signature detection(knowledge-based)[5], Anomaly 
detection (behavior-based) [6], and Hybrid detection are the 
different detection types of IDSs. 

An intrusion prevention system (IPS) [7] is used to keep off 
intruders. An IPS reacts quickly and prevents harmful traffic 
from passing through by deleting sessions, restarting sessions, 
blocking packets, or proxying traffic. On the other hand, an 
IDS replied once an attack has been detected. Inline detection, 
layer seven switches, deceptive systems, application firewalls, 
and hybrid switches are all examples of IPS. 

During the study experimentation, the following stages will 
be followed: 

1) Choosing ToN-IoT as a new dataset [8]. The dataset 

was thoroughly analyzed by removing the flow identification 

attributes to eliminate bias and overfitting and preprocessing 

the data. 

2) The ToN-IoT dataset also has many issues, including 

class imbalance, categorical attributes, and missing values. For 

challenges using the ToN-IoT dataset, a hybrid approach was 

provided. 

3) The ToN-IoT dataset was utilized to test several 

machine learning (ML), which are: naïve bias (NB), logistic 

regression (LR), decision tree (DT), k-Nearest Neighbor 

(KNN), support vector machine (SVM), random forest (RF), 

XGBoost, Adaboost. 

The subsequent are the research's major contributions: 

1) Propose a distributed machine learning IDS for IoT with 

comparison to another research. 

2) Most existing detection algorithms are evaluated using 

the NSL-KDD, KDD-CUP99, and UNSW-NB15 datasets. 

These databases are out of date and do not cover current IoT 

threats. However, the effectiveness of the proposed model is 

evaluated using an actual ToN-IoT dataset. As assessment 

measures, accuracy, precision, recall, F1-Score, and false-

positive rate (FPR) are utilized. 

3) Resolving issues with the ToN-IoT dataset, such as 

class imbalance, missing values, and irrelevant attributes that 

impact the IDS model's performance. 

4) The Chi
2
 and correlation matrix were used to select the 

most important attributes. 

5) The class imbalance problem was solved using the 

SMOTE approach. 

The paper organization is as follows: The sections below 
provide a short overview of IDS for IoT. The ToN-IoT dataset 
is briefly described in Section III. In Section IV is described 
the experimental techniques. In Section 5, the findings of the 

experiments are discussed. Finally, in Section VI, the 
conclusion is offered. 

II. RELATED WORK 

Previously, many machine learning methods were used to 
malicious datasets in malicious intrusion detection research. 
IoT devices, as previously stated, are lightweight and low-
powered devices with limited computing ability to run 
traditional antimalware solutions [9]. As a result, research is 
undertaken to address these issues. 

Alhanahnah et al [10] set out to solve this problem by 
developing IoT malware detection technologies that could 
operate effectively on any platform while being lightweight 
despite resource limits. Lightweight signatures were created 
from high-level code to create the suggested solution. The 
investigation proved that the signature generating mechanism 
is effective. The proposed method was found to have an 85.2 % 
detection rate with zero false positives using analytical 
approaches. 

Ngo and Nguyen [11] also investigated the increase of 
malware targeting IoT sensors and enhanced the efficacy of 
current malicious software detection techniques. The research 
looked at several prior studies on IoT security. The pros and 
cons of various malware detection technologies were examined 
and contrasted. The study discovered that the ELF-header 
approach had a low false detection rate of 0.2 % using tabular 
comparisons. Furthermore, employing the coding scheme to 
combine malware samples enhanced detection accuracy to over 
98 %, according to the data. 

Su et al. [12] suggested a lightweight technique to detect 
and classify DDoS malware and normal IoT applications. The 
research used a convolutional neural network to conduct 
experiments, allowing resource-constrained IoT devices to 
function normally. The correctness of the suggested design was 
tested using a five-fold validation technique. With an average 
accuracy of 94 %, the recommended design predicted malware. 

Nguyen et al. [13] also assessed the efficacy of three deep 
learning-based techniques in identifying IoT malicious 
software. The models were developed using attributes 1) fixed-
size-byte series, 2) fixed-size-color image, and 3) variable 
sized-sequence data. The fixed-size byte sequence strategy was 
less accurate than the variable-sized and fixed-size color 
picture approaches, with an accuracy of 90.58 %. However, the 
study was regarded as initial, and the authors recommended 
that further tests be conducted to increase the accuracy. 

Alasmary et al. [14] used multiple datasets to see the 
relationships and variations between malicious software on 
various systems. A method was constructed and utilized for 
categorizing android malware, IoT malware, and non-
threatening samples using control flow graphs. A 10-fold 
validation procedure was used to assess the performance of 
these models. The convolutional neural network (CNN) model 
was shown to have a 99.66 % accuracy in detecting IoT 
malware from normal samples in the study. 

Hasan et al. [15] used artificial neural networks (ANN), 
SVM, and LR as machine learning algorithms to identify 
attacks and abnormalities in IoT sensors at IoT sites. With a 
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99.4 % accuracy, the experiment suggests that CNN is the 
preferable approach to apply in IoT for intrusion detection 
systems. 

Authors [16] suggested a revolutionary real-time, 
distributed, and lightweight IDS, efficiently combining edge, 
fog, and cloud computing. It enables sophisticated data 
processing at the intermediaries' level, decreasing the amount 
of data sent to the cloud. As a result, processing occurs at hubs, 
routers, or gateways. The IDS's AIS architecture is made up of 
three parts: 

A training engine: trains detectors using data from an initial 
learning dataset. Because it necessitates complicated and 
powerful processing units, this stage is handled on the cloud 
layer. 

An analyzer examines abnormalities provided by detectors 
in order to warn and reject false positive signals. To increase 
precision, the authors apply memory cell detectors and genetic 
algorithms. The analyzer engine is installed at the fog layer 
since this stage necessitates a greater connection between the 
infected edge nodes and the main engine. 

Detector sensors: Each node in the network is equipped 
with detecting logic. Various detectors might recognize each 
form of attack in the suggested IDS, which is intelligent and 
distributed. When a threshold is exceeded, the anomaly is 
transmitted to the analyzer engine, resulting in an intrusion 
warning. 

The essential work strengths are as follows: a) Combination 
of innovative analysis in the cloud with lightweight analysis in 
the fog-layer; b) botnet attacks are detected using a smart 
strategy, and c) detection of zero-day attacks and unknown 
attacks based on an online self-training method. The 
lightweight IDS efficiency was evaluated using two datasets: 
SSH Brute Force dataset, and KDD-Cup99. According to 
testing data, the three-layered suggested approach achieves a 
3.51 % false-positive rate (FPR) with 98.35% and 97.83% 
precision. 

A real-time combination of specification-based and 
anomaly-based IoT IDS was proposed by Bostani and 
Sheikhan [17]. It may be used to identify sinkholes and 
selective-forwarding attacks in 6LowPAN networks. This IDS 
operates in two stages: router-level specification detection and 
root-level anomaly detection. First, the routers examine aspects 
of the traffic of a network and host nodes on a local level. The 
first phase's findings are forwarded to the root node for the 
second step and then deleted from routers to save memory and 
CPU resources. At the root node, the second phase is global 
intrusion detection, which involves performing anomaly-based 
analysis on entering data packets. To demonstrate appropriate 
real-time detection, they use three main experimental tests, 
each with ten simulations: the first contracts with assessment 
values, the second with network scale (small and medium-size) 
to confirm independent scale-network IDS, and the third with 
the option to extend detected attacks such as wormhole. 
According to the results of simulated situational experiments, 
the proposed hybrid technique may reach a true positive rate of 
76.19 % and a FPR of 5.92 %. 

Moustafa et al. [9] introduced an ensemble NIDS based on 
existing statistical characteristics to reduce harmful events, 
including botnet cyberattacks against HTTP, MQTT, and DNS 
protocols in IoT systems. The model has three phases: a) Using 
a thorough study of the TCP/IP model, a collection of attributes 
is derived from the network traffic protocols. The authors used 
the Bro-IDS tool for the basic characteristics and created a new 
extractor module (that collaborates with Bro-IDS) to derive 
further statistical aspects of transactional processes. b) The 
correlation coefficient is applied to the result attributes in this 
step-in order to obtain the essential ones. This phase allows 
NIDS's computational cost to be reduced. An ensemble 
technique using the AdaBoost (Adaptive Boosting) algorithm 
disperses the network data. Then, to identify attacks, Decision 
Tree (DT), NB, and ANN ML algorithms are used. When 
compared to individual ML algorithms, the AdaBoost 
technique improves detection performance. It is capable of 
dealing with any situation through the computation of an error 
function, the minor differences of the feature vectors are used 
to learn and select which learners can correctly categorize each 
instance of the input data, and the error function is assigned to 
each occurrence. They used the UNSW-NB15 and NIMS 
botnet datasets. The ensemble approach achieved between 
95.25 % and 99.86 % of DR and 0.01% to 0.72 % of FPR. 

Nguyen et al. [18] presented a self-learning anomaly-based 
IDS (DoT) that was autonomous. Their solution consists of 
Security Gateways that monitor system devices, as well as an 
IoT security service (which might be a service provider) that 
detects abnormalities in a device-type-specific mode. Network 
devices are automatically grouped based on their 
manufacturer's hardware and software specifications. Then, for 
each device type, anomaly models will be created. According 
to the authors, the used algorithm is Gated Recurrent Units 
(GRU), which is a recurrent neural network (RNN) that can 
train efficiently with little training data. As a result, final GRU 
models result from a collective learning process involving 
multiple Security Gateways while maintaining privacy. This 
IDS approach appears to be communication-efficient and ideal 
for distributed systems such as the internet of things. In order 
to identify the Mirai virus, the authors test their approach in a 
real-world smart home deployment. They have a DR with 95.6 
% and no false alarms in 257 ms. 

Illy et al. [19] presented a fog-to-things IDS architecture. 
The detecting method is implemented on two levels: the fog 
and cloud layers of the system. On the one hand, this design 
enables the authors to deal with their computationally 
demanding ML detection induced by ensemble learning (a 
combination of ML algorithms). On the other side, owing to 
fog detection provides for low latency detection and, 
consequently, quick reaction. As a result, anomaly detection is 
conducted first in the fog layer; if the traffic is detected as an 
attack, an alert is delivered to the security administrator. 
Additional analysis is performed in the cloud to categorize the 
kind of attack and provide it to him. They used a multi-expert 
mode and a multi-stage technique to evaluate alternative ML 
combinations. On the NSL-KDD dataset, they achieved 85.81 
% overall accuracy for binary classification and 84.25 % 
overall accuracy for attack classification, respectively. 
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TABLE I. A SUMMARY OF APPROACHES FOR IOT MALICIOUS DETECTION 

Authors Study purpose ML-methods 
Data used for 

Evaluation 

Alhanahnah 

[10] 

Developing IoT malware detection technologies that could operate effectively 

on any platform while being lightweight despite resource limits. 
Statistical technique  

IoT malware 

dataset 

Su [12] Detecting and classifying DDoS CNN 
IoT DDoS 

malware dataset 

Nguyen [13] Identifying IoT malware. Deep learning  
They prepare their 

own data 

Alasmary 

[14] 
Detection of IoT network attacks. 

KNN- ID3- Random Forest- AdaBoost- 

Multi-layer perceptron (MLP)- 

Naïve Bayes (NB) 

Bot-IoT 

Hasan [15] Identifying attacks and anomalies  
Neural Networks (NN), SVM, and 

logistic regression 

Data collected 

from Kaggle  

Hosseinpour 

[16] 
Distributed IDS Artificial Immune System (AIS) 

KDD99 and 

SSH Brute Force 

from ISCX 

Bostani [17] A mixture of specification-based and Anomaly-based IDS  Unsupervised-Optimum Path Forest NSL-KDD 

Moustafa[9] An ensemble NIDS Decision Tree (DT), NB, and ANN  UNSW-NB15 

Nguyen 

[18] 
A self-learning anomaly-based IDS a recurrent neural network 

Real-world 

smart home 

Illy [19] A fog-to-things IDS ensemble learning 
NSL-KDD 

 

Gonzalo et 

al. [20] 
Detecting IoT attacks  CNN, LSTM  

KDD99, NSL-

KDD, CISC2010  

Shafiq [21] A new-feature selection algorithm. 
Decision Tree (C4.5)- 

SVM-RF-NB 
BoT-IoT 

Gonzalo et al. [20] demonstrated an embedded IoT micro-
security that uses a CNN prototype to identify URL-based 
cyberattacks on a client's IoT devices. For botnet detection, the 
add-on works in concert with an RNN-LSTM model housed on 
the back end servers. With an accuracy of 94.30 % and an F-1 
score of 93.58 %, CNN can detect phishing attacks. Botnet 
attacks are detected using LSTM with a 94.80% accuracy when 
all malicious in the dataset are utilized. 

Shafiq et al. [21] demonstrated a malicious intrusion model 
for IoT. this study developed a new feature selection technique 
and tested the newly developed technique on several machine 
learning techniques such as s, C4.5 decision tree, and Random 
Forest classifiers; they got more than 95% accuracy. A 
summary of algorithms that are used to construct IDS for IoT is 
presented in Table I. 

III. STATE-OF-THE-ART DATASETS 

KDD99 and NSL-KDD are the most extensively used 
NIDS/HIDS datasets. For assessment and testing, public attack 
datasets such as CAIDA [22], DEFCON [23], ADFA IDS[24] , 
KYOTO [25], and ISCX 2012 [26] are accessible. The most 
recent are either unlabeled data or unavailable data from 
certain nations, or data exclusive to a domain. 

KDD99 [27] is a dataset used for constructing the robust 
NIDS for detecting "dangerous" connections from "great" ones. 
The dataset is a feature-extracted edition of the DARPA 
dataset. KDD99 comprises data from a military network with 

inserted attacks that are divided into four categories: i) DoS; 
ii) remote to user; iii) user to root; iv) probing. Using the Bro-
IDS tool, KDD99 is based on 41 attributes for each sample+, as 
well as the class label. The attributes are divided into four 
categories [27]: 

 1–9: the fundamental attributes of each TCP 
connection. 

 10-22: attributes suggested by domain knowledge. 

 23-31: a two-second time frame was used to calculate 
traffic attributes. 

 32-42: host capabilities are intended to evaluate 
cyberattacks lasting longer than two seconds. 

KDD99 is common and widely used for experimental 
analysis by security researchers. Various efforts [28, 29] were 
created to minimize the number of characteristics by picking 
the most important ones from the initial 41. However, 
numerous studies, such as [30, 31], have found KDD99 to have 
drawbacks, a few of the most notable ones: 

The probability distributions of the testing and training sets 
diverge. To put it another way, KDD99 has imbalanced 
categorization. 

 The data set is no longer current (1999). 

 New attacks are not available. 

 The data collected are not from an IoT system. 
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NSL-KDD [32] is an improved version of KDD99 that 
addresses its shortcomings. First, duplicate entries are deleted 
from the whole dataset. Second, a range of samples from the 
original KDD99 was chosen to acquire accurate findings from 
classifier systems. Third, the issue of an uneven probability 
distribution is no longer an issue. The lack of current low-
footprint attack scenarios is a fundamental flaw in this 
collection. 

UNSW-NB15 [33] was built by the Australian Centre for 
Cyber Security in 2015. Its purpose is to create a mixture of 
modern real-world activities and synthetic modern attacks 
behaviors. There are around two million and 540,044 records 
in four CSV files. Those records were created from 100GB of 
raw data recorded using the tcpdump utility (in pcap files). 

The IoT dataset by Sivanathan et al. [34, 35]. Deals with 
categorization for IoT sensors based on network traffic 
characteristics. The authors provide a brilliant ecosystem for 28 
IoT sensors, including cameras, lighting, plugs, motion 
sensors, appliances, and health-monitoring devices. They use 
statistical analysis to provide essential insights into network 
traffic patterns utilizing attributes such as port numbers, 
activity cycles, signaling patterns, and encryption suites. They 
also synthesized network traffic traces from their infrastructure 
for six months and provided them to the scholarly community. 

The CICIDS database [36] is a recent Intrusion dataset 
provided by the Canadian Institute for Cyber-security, to 
represent the most recent attacks similar to real-world data. It 
was created using HTTP, HTTPS, FTP, SSH, and e-mail 
protocols to model the abstract behavior of 25 users. CIC-
FlowMeter examines the data, including labeled data based on 
timestamps, starting, and ending IP addresses, ports, protocols, 

and attacks. The authors developed the B-Profile technique to 
describe the behavior of FTP, SSH, HTTP, HTTPS, and e-mail 
protocols in order to simulate realistic traffic. While capturing 
the data, the authors used Brute Force FTP, SSH Heartbleed, 
and DDoS attacks. Unlike current standard IDS datasets, the 
assessment system [37] identified eleven critical attributes 
required to develop a valid benchmark dataset. 

The CSE-CIC-IDS 2018 [38] dataset is a one-of-a-kind IDS 
dataset that has emerged to replace poor datasets that restrict 
IDS/NIDS experimental assessments. CSE-CIC-IDS2018 is an 
anomaly-based dataset containing intrusions in the network to 
overcome the usage of signature datasets: a) dos; 
b) Heartbleed; c) botnet; d) brute-force; e) DDoS; f) and web 
attacks were among the seven attack scenarios mentioned by 
the authors. The attack architecture consists of 50 nodes, 
whereas the target organization is divided into five 
departments, each with 30 servers and 420 hosts. 
CICFlowMeter-V3 was used to extract 80 characteristics from 
network traffic and system logs. 

BoT-IoT [39] The ACCS Cyber Range Lab created a 
network environment based on IoT that includes both regular 
and botnet traffic. The Ostinato and Node-red tools were used 
to create IoT and non-IoT network traffic, respectively. The 
Argus program was used for extracting the dataset's original 42 
attributes from a total of 69.3GB of pcap files. The collection 
comprises 477 normal flows (0.01 %) and 3,668,045 assault 
flows (99.99 %), totaling 3,668,522 flows. The dataset contains 
traffic from DDoS, DoS, OS, Data exfiltration, Keylogging 
attacks, and further DDoS and DoS operations put up on the 
protocol utilized. The main lack in this dataset is that it 
comprises over 99 % botnet traffic but just about 1% regular 
traffic. 

TABLE II. AVAILABLE DATASETS 

Dataset Dataset Advantages Dataset Disadvantages 

KDD99 

KDD99 is the most widely deployed dataset. 

• Data that has been labeled and has 41 attributes for each connection and the 

class description. 

• DOS, remote-to-user, user-to-root, and probing attacks are all used. 

• (PCAP) network traffic is provided. 

• The dataset is out of date, and KDD99 has imbalanced classes. 

• Not for the internet of things (IoT) systems. 

NSL-KDD 

• It is an upgraded version of KDD99 that addresses the limitations of 

KDD99. 

• no duplicated records in the training and test sets. 

•There are not enough current low-footprint attack scenarios. 

• Not for the internet of things (IoT). 

UNSWNB15 

It offers real-world modern regular activities and synthetic modern attack 

behaviors. 

• Network traffic (PCAP) and CSV files are available.  

Because recent attacks and typical network traffic behave 

similarly, it is more complicated than the KDD99 dataset. 

Sivanathan 

Dataset 

• This IoT network traffic dataset is based on a real-world IoT network. 

• CSV and PCAP files are available. 

• Data that has not been tagged. 

• No attack data is required for the IoT device proliferation and 
traffic characterization. 

CICIDS 

•labeled network flows used for building IDS based on machine learning. 

• PCAP and CSV files are available. 

• Brute Force, DoS, Heartbleed, Web-Attack, Botnet, and DDoS 

cyberattacks. 

• Not public. 

• Not for the internet of things (IoT). 

CSE-

CICIDS2018 

• PCAP, CSV, and log files are available. 

 • Brute-force, Botnet, DoS, DDoS, and Web attacks are all implemented. 

• It is a dynamically produced dataset that may be modified, extended, and 

replicated. 

• Not public. 

• Not for the internet of things (IoT). 

BoT-IoT 
• IoT network traffic dataset. 

• PCAP and CSV files are available. 

• The main lack in this dataset is that it comprises over 99 % botnet 

traffic but just about 1% regular traffic. 
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KDD99 is the most often used network dataset, as indicated 
in Table II. Since 1999, it has been in use. It is, unfortunately, 
out of date. NSL-KDD was built to overcome the limitations of 
KDD99. There are no duplicate records, and the data is 
balanced. UNSW-NB15 was proposed as a replacement for 
NSL-KDD, which lacks contemporary attacks. It is a well-
known dataset that has been subjected to recent attacks. 
Meanwhile, when it comes to similarities between new attacks 
and normal activities, it is more complicated than KDD99. The 
Sivanathan et al. dataset, CSE-CIC-IDS 2018, and CICIDS are 
examples of more recent network datasets. Compared to the 
other datasets offered, Sivanathan's work is the only one that 
includes IoT network traffic. It is, however, intended for the 
proliferation of IoT devices rather than intrusion detection. 
CICIDS and CSE-CIC-IDS 2018 have labeled records but do 
not target IoT system security despite having an up-to-date 
attack list. 

IV. TON-IOT DATASET 

The ToN-IoT dataset was used in this investigation. The 
ToN-IoT includes telemetry data from linked devices, Linux 
operating system data, Windows operating system logs, and 
IoT network traffic, among other data sources acquired from 
the entire IoT system. A medium-scale IoT network provides 
diverse data. ToN-IoT was designed by the UNSW Canberra 
IoT Labs and the Cyber Range. The ToN-IoT repository 
contains the ToN-IoT dataset [40]. Furthermore, the ToN-IoT 
was represented in CSV format with a labeled column 
indicating attack or normal and a sub-category attack-type. 
Various types of cyberattacks, such as ransomware, password 
attack, scanning, denial of service (DoS), distributed denial of 

service (DDoS), data injection, backdoor, Cross-site Scripting 
(XSS), and Man-In-The-Middle (MITM) were represented. 
Various IoT and IIoT sensors were targeted in these attacks, 
launched, and gathered across the IIoT network. The dataset's 
details may be found in [40]. 

1) ToN-IoT network dataset: The network ToN-IoT 

dataset contains 44 attributes and a label classified as normal or 

attack for each data point. Fig. 1 shows the statistics for 

network data samples in the train-test ToN-IoT dataset. 

2) ToN-IoT Linux dataset: Linux datasets are partitioned 

into three categories disk, memory, and process CSV files. The 

first CSV file contains attributes for disk usage in normal 

behavior and attack. The second CSV file is related to memory 

activity, containing ten attributes, a label column labeled as 

normal or attack, and an attack-type containing attack type 

(DoS, DDoS). The last file belongs to processes in Linux 

operating system. The Linux process ToN-IoT contains 14 

attributes and an attack type for each data point. Fig. 1 shows 

the statistics for all Linux data records in ToN-IoT. 

3) ToN-IoT Windows dataset: Windows datasets are 

contained records for windows 7 & 10. Windows 7 CSV file 

contains 133 attributes, labeled as normal or attack, and attack-

type containing attack type (DoS, DDoS). Windows 10 CSV 

file contains 125 attributes, labeled as normal or attack and 

attack-type, which contain attack type (DoS, DDoS). The 

statistics for all Windows data in the ToN-IoT were presented 

in Fig. 1. 

 

Fig. 1. ToN-IoT Statistics. 
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V. DISTRIBUTED IDS 

This part of work discusses the architecture of the proposed 
model, system components of the proposed detection model, 
and the various detection nodes in proposed model. 

A. Model Architecture 

The primary purpose of the suggested detection system for 
IoT networks is to make on-demand security services more 
convenient while also preventing attacks. The proposed 
detection system employs a machine learning for detecting 
attacks in the network traffic within the IoT network and in all 
other nodes in IoT systems. As shown in Fig. 2, the proposed 
detection system functions primarily in various stages/phases - 
cloud phase, fog-network-detection phase, and a fog-host 
detection phase. 

B. Machine Learning Methods 

The ToN-IoT dataset has been used to evaluate various 
machine learning (ML) approaches. The chosen algorithms are 
utilized for training, and testing ML approaches with various 
parameters in the preprocessing phase of data for intrusion 
detection. The accuracy, precision, recall, F1-Score, false-
positive rate (FPR), and confusion matrix were used to 
evaluate the different classifiers. The methodologies utilized 
have demonstrated great performance in the production of 
IDSs and have proven to be successful in various industries. 
This study look at the logistic regression (LR), naïve bias 
(NB), support vector machine (SVM), decision tree (DT), 
random forest (RF), k-Nearest Neighbor (KNN), Adaboost, 
and XGBoost techniques, among others [41], [42]. 

C. Model Nodes 

In this section each node in the proposed model will 
discussed. 

1) Malicious network detection node (Cloud layer): The 

framework for malicious/intrusion detection comprises the 

default procedure in machine learning: 

a) Data preprocessing and feature engineering. 

b) Training machine learning models. 

c) Evaluate the selected model. 

The deployed IDS in the cloud was established using 
various feature-engineering techniques discussed in the next 
section. 

 

Fig. 2. The Proposed Detection System. 

ToN-IoT preprocessing: Filtering and preparing are the 
most critical steps before supplying data into machine learning 
in order to achieve high performance. The used dataset has 
numerous obstacles, including missing values, categorical 
characteristics, and class imbalance. Unnecessary attributes 
may impact the performance of the chosen ML algorithms. 
Using permutations of multiple preprocessing and normalizing 
strategies, this work tested the selected ML algorithms using 
several preprocessing techniques. 

 Missing value imputation: Missing values are common 
in the ToN-IoT. These missing values must be 
addressed appropriately. In the proposed model, the 
imputation of missing values is substituted with the 
most frequent value in each feature containing missing 
data. A second an approach was imputed numerical 
features using mean value. 

 Converting categorical attributes to numerical: There 
are various categorical attributes in the ToN-IoT 
dataset. Numerical values must be assigned to the 
category characteristics. One-hot encoding was used to 
achieve this goal. 

 Class-imbalance: The SMOTE technique was utilized 
to balance the classes in the used dataset. The ToN-IoT 
dataset is plagued with class imbalance distributions. 
Solutions to the imbalanced problem, oversampling, 
under-sampling, and hybrid techniques were proposed. 
Oversampling is the practice of duplicating the 
minority class points. Several researchers utilized it. 
However, this approach has the drawback of overfitting 
these spots. Others employ under-sampling, which 
reduces the dominating class's score. The problem with 
this method is that some of the elements that have been 
removed may be necessary for accurately portraying 
the class. A hybrid strategy was used; it duplicates 
minority class points while removing certain majority 
class points. Synthetic Minority Oversampling 
Technique (SMOTE) [43], [44] enhances basic random 
oversampling by providing synthetic minority class 
samples, addressing the overfitting problem that can 
occur with simple random oversampling. SMOTE 
creates new data points instead of replicating old ones. 
A linear combination of two comparable minority 
samples is used to generate extra minority data points. 

 Several attributes such as timestamp, IP-address, 
source-port, and destination_port were removed from 
the dataset since they may cause overfitting. 

The two key steps used during feature-engineering 
development are preprocessing based on the mentioned dataset 
challenges and data normalization. For high performance, ML 
approaches are evaluated using a variety of feature-engineering 
techniques: 

Feature selection: Various aspects must be checked for 
intrusion detection, some of features will be valuable while 
others will be useless. The feature selection procedure is 
assigning a score to each potential feature and picking the best 
(k) attributes. A function of both is obtained by counting the 
frequency of a feature in training for each positive and negative 

Cloud-NIDS 

Fog-NIDS 

Fog-HIDS 
Fog-NIDS 

Fog-HIDS 

Fog-NIDS 
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class occurrence separately. Non-essential attributes are 
removed, increasing accuracy, decreasing computation time, 
and reducing the overfitting problem, resulting in better 
performance. The used feature selection technique was Chi

2
, 

which is a filter method.[31], [45]. 

    ∑ ∑
(     )

 

  

 
   

 
                  (1) 

where m indicates the no of attributes, n indicates the no of 
classes,    is the observed frequency, and    is the expected 
frequency. 

 Data normalization: The ToN-IoT contains attributes 
with varying values, and some attributes have larger 
values than others. Because a technique may be slanted 
toward characteristics with larger values, differing 
values out of range might lead to inaccurate results. As 
a result, data normalization is critical in preventing 
outweighing attributes with greater values over 
attributes with smaller values by scaling the feature 
vector. Min-Max is used to scale data between [0:1] as 
presented in Eq. (2). 

  
      

         
               (2) 

where x reflects the feature-value, Z reflects the feature-
value after normalization, the maximum and minimum values 
of the feature are      and     . 

 

Fig. 3. The Procedure to Evaluate Network Dataset [41]. 

The training process: All ToN-IoT datasets are in CSV 
extension; initially, the ToN-IoT dataset was divided into two 
sets. The first set comprises training with 70% of the dataset. 
The second set contains unseen data for evaluating the 
performance of the selected ML algorithms. Before employing 
any preprocessing to the ToN-IoT, the splitting step was 
completed to avoid data leaking. The effectiveness of the 
chosen machine learning algorithms is evaluated using a 
variety of assessment measures, which will be provided in the 
next section. The previous steps associated with evaluating the 
performance of various ML algorithms utilizing ToN-IoT 
datasets are summarized in Fig. 3 and 4. 

Classifier performance evaluation: Based on the ToN-IoT 
dataset, numerous metrics were utilized to assess the efficacy 
of various machine learning approaches. The chosen 
assessment techniques were chosen because they provide a 
detailed explanation of the outcomes for machine learning-
based malicious detection [46]. 

 

Fig. 4. The Overall Process for Malicious Detection. 

The first metric is accuracy, which measures a technique's 
overall efficiency as a proportion of instances accurately 
identified as normal or attacks. The precision metric, which 
shows the proportion of accurately recognized attacks out of all 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.4. The process to evaluate ML methods on the ToN-IoT dataset. 
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detected attacks, is the second metric. The third metric is recall, 
which represents the proportion of properly recognized attacks 
in the test dataset as a fraction of all attacks. The fourth metric 
is the F1-score. The final metric was the false-positive rate 
(FPR) [46]. These carefully chosen metrics are defined as 
follows: 

         
     

           
               (3) 

          
  

     
              (4) 

       
  

     
               (5) 

              
(                  )

(                  )
            (6) 

     
  

     
                (7) 

Where true positive (TP) is the total number of actual 
attack records that are correctly identified as attacks. True 
Negative (TN) refers to the total number of real records that are 
correctly classified as normal records. False Negative (FN) 
refers to the total number of real attack samples that are 
incorrectly detected as normal. False Positive (FP) refers to the 
total number of normal samples that are incorrectly identified 
as attacks. 

2) Malicious network detection node (Fog layer): In the 

fog computing layer, this work offer an IDS in the proposed 

architecture. Devices in this tier have more effective attributes 

than those on the IoT edge layer. It is feasible to use intrusion\ 

malicious detection to monitor the IoT system without sending 

the data to the cloud, eliminating the latency issue that has 

plagued several studies advocating cloud layer analysis. The 

fog layer has processing nodes nearest to the physical IoT 

system, processing instruments, and edge storage to identify 

threats more quickly. A binary classification approach and a 

multi-class classification method are used in the architecture to 

detect intrusions. 

The process is shown in Fig. 5. 

1) The fog node connects each terminal device to the 

network using various protocols and collects data created by 

each terminal sensor in real-time[47]. 

2) The original data is preprocessed and trained by the 

cloud server: The entire training dataset is collected on the 

cloud server, and the entire training procedure is completed 

there, including the generation, and saving of a training model. 

3) The fog node transmits a detection command: After 

establishing a communication link with the terminal device, 

the fog node gathers a considerable quantity of network data 

and sends a detection instruction to the cloud server. 

4) The cloud server provides the training phase: The cloud 

server sends the data preprocessing pipeline and the trained 

classification prototype to the fog node after receiving the 

detection instruction. 

5) Fog-node detection: The fog-node receives the model 

and utilizes it for data preprocessing and detection, producing 

detection results. 

6) Malicious response: The discovered anomalous data 

are forwarded to the malicious response module, which 

performs the necessary processing [47]. 

In the fog layer, the same malicious network IDS model 
was used, it was trained in the cloud layer. 

3) The host malicious detection node (fog layer): The fog 

layer contains the operating system (OS) devices in the IoT 

system. a malicious detection model was deployed for each 

device in the fog layer in the IoT system. The deployed model 

is called a host intrusion detection system. A host IDS is 

considered to run on a single machine and protect it from 

interruptions or malicious attacks that could harm the device – 

or data. A HIDS uses the measurements in the host 

environment. These supplies are sent into the HIDSs as input. 

Based on the selected ToN_IoT dataset, two operating 
systems (Linux and Windows 10&7) were included in the 
dataset. Based on these data, an intrusion model was designed 
for each partition of data to detect included attacks. 

a) Windows dataset (preprocessing): The correlation 

study significantly influences the applicability of attributes in 

defining security events using machine learning models. We 

built a correlation coefficient function [43] for ranking the 

attributes powers into a range of [-1, 1] in order to estimate the 

correlation coefficient between the attributes without the label 

characteristics on the Windows 7 and 10 datasets. The 

direction of the link is indicated by the sign of the correlation 

coefficient, while the magnitude (i.e., how near it is to -1 or +1) 

reflects the strength of the relationships between the 

characteristics [43]. The correlation matrix was tweaked to find 

the most associated attributes with a cut-off value of 0.85 % or 

above. Table III shows the top ten most associated traits in 

each dataset. As presented in Table III illustrate the most 

linked attributes of the Windows 7 and 10 datasets, 

respectively. Machine/deep learning algorithms would. 

 

Fig. 5. Cloud-Fog Intrusion Detection Scheme. 
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TABLE III. THE TOP TEN ATTRIBUTES 

Attributes ( win_7 ) Attributes ( win_10 ) 

Process _Total _IO 

Other _Bytes_sec 

Network_I.Intel_R.._82574_L_GNC_

Current_Bandwidth 

Network -_I.Intel_R_ Pro- 

_000MT)_Bytes_Received_sec 

Network_I_Intel.R_82574L 

GNC_Packets_Sent_Unicast_sec 

Process_Total _IO_ 

Other_Operations_sec 
Memory_Pool_Paged_Bytes 

Process_Total _IO 

Data_Bytes _sec 

Logical_Disk_Total 

Disk_Read_Bytes.sec 

Process_Total_IO_Read_Bytes 

_sec 
Memory_Page__Reads__sec 

Network I.Intel.R_ 

Pro_1000MT_Bytes_Received_sec 

Network I.Intel.R 

82574L_GNC.Packets_Sent.sec 

Process _Pool_Paged_Bytes Memory.Modified_Page_List_Bytes 

Process _Pool_Paged_Bytes Process _IO _Data_Operations_sec 

Network _I.Intel.RPro_ 

1000MT.Packets_Received_sec 

LogicalDisk_Total._Avg.Disk.Bytes_

Transfer 

Process__Total__IO_Data__Operat

ions_sec 
Processor _pct_Processor _Time 

b) Preprocessing of Linux dataset: Linux datasets are 

partitioned into three categories: disk, memory, and process. 

Timestamp and CMD attributes were eliminated from the 

dataset for obtaining high performance and far away from 

overfitting. The Correlation-matrices of the most critical 

attributes in the Win_7 dataset and Win_10 are extracted from 

another paper [48]. 

VI. DATASET EVALUATION 

In this part, the architecture of the suggested model was 
evaluated; the evaluation is based on binary classification and 
multi-class classification. 

The presented results in this section are based on the best 
outcomes from the experimentations, other outcomes for 
classifiers such LR, NB, Adaboost, and SVM are neglected 
since these classifiers have poor results. 

Malicious detection for network dataset evaluation (cloud 
layer): 

Based on the newly available ToN-IoT dataset, the 
efficiency of the deployed machine learning approaches were 
investigated for malicious identification. The best parameters 
stated in the literature were selected [49], [50]. The 
experiments for this work were carried out in Python 3.8. All 
trials were run on a Windows 10 computer with a Core i7 
processor and 16 GB of RAM. An experimental methodology 
was utilized to evaluate the effectiveness of the selected ML 
algorithms using the ToN-IoT network. 

 Binary classification [41]: The results for the network 
dataset are introduced in this section. In addition to the 
confusion matrix, the accuracy, precision, recall, F1-
score, and FPR are offered to evaluate the chosen ML 
algorithms. In general, the XGBoost produces 
considerable results for binary classification depending 
on multiple feature engineering strategies applied to 
the dataset. 

Using all attributes, for XGBoost, the training accuracy is 
0.992 %, the testing accuracy is 0.991 %, the recall is 0.984 %, 
the precision is 0.991 %, and the F1-score is 0.987 %, 
according to the results. With a significance of 0.007, k-
Nearest Neighbor (KNN) exhibits relevance in the scenario of 
false-positive rate (FPR). The findings for the best ML 
techniques are shown in Table IV. The kNN, on the other hand, 
was the second-best technique. The training accuracy is 0.989 
%, the testing accuracy is 0.988 %, the recall is 0.986 %, the 
precision is 0.979 %, and the F1-score is 0.983 %, according to 
the kNN findings. Naive bias is the poorest technique (NB). 
The heterogeneity of data in ToN-IoT datasets might explain 
the ML technique's performance variances. The findings of RF 
and DT are practically identical. 

As a feature selection strategy, the Chi
2
 was used. After 

using Chi
2
 to evaluate ML algorithms based on a variety of 

criteria, because the optimum assessment measure is obtained 
with only 20 features, the best 20 attributes were selected from 
the total 108 attributes. After Chi

2
, XGBoost provides 

considerable results, almost identical to testing with all 
characteristics. The training accuracy is 0.984 %, the testing 
accuracy is 0.983 %, the recall is 0.984 %, the precision is 
0.967 %, the F1-score is 0.975 %, and the FPR is 0.008 %, 
according to the findings. The KNN approach was the second-
best technique. Naive bias is the poorest technique (NB). ). The 
findings for the ML techniques are shown in Table IV. 

Because ToN-IoT has an issue with class imbalance, 
another testing approach based on SMOTE was used; XGBoost 
and KNN also have the same best outcome with 0.990 % 
accuracies. Recall is 0.976 %, accuracy is 0.997 %, F1-score is 
0.986 %, and FPR is 0.013 % for XGBoost in terms of other 
assessment criteria. KNN has a recall of 0.981 %, accuracy of 
0.990 %, F1-score of 0.985 %, and FPR has the highest score 
of 0.001 % to other ML algorithms. XGBoost is superior to 
KNN since it requires less training and testing time. 

Finally, the selected ML algorithms were assessed using 
Chi

2 
and SMOTE for binary classification. With Chi

2
 and 

SMOTE, KNN produces considerable results. The findings for 
the ML techniques are shown in Table IV. 

 Multi-class classification: The dataset contains an 
attribute type that displays the attack sub-class for 
multi-class classification tasks, as stated before. There 
are ten sub-classes in ToN-IoT. In this part, candidates' 
ML methods will be analyzed for evaluating multi-
classification tasks. When assessing prospective ML 
methods for a multi-class classification task, several 
factors must be considered. To begin, LR is most 
commonly employed to solve binary classification task 
and cannot be immediately used for multi-class 
classifications. As a result, to construct LR for multi-
class classification, the one-vs-rest (OvR) approach is 
applied. Accuracy, precision, recall, F-score, and 
confusion matrix are the assessment measures used to 
compare all models. The multi-classification findings 
are summarized in Table V. When comparing all ML 
algorithms, XGBoost achieves decent results. The 
training accuracy for XGBoost is 0.986 percent, the 
testing accuracy is 0.983 %, the recall is 0.953 %, the 
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F1-score is 0.949 percent, and the FPR is 0.008 %. 
KNN comes in second with scores of 0.981 % for 
training accuracy and 0.979 % for testing accuracy, and 
the AdaBoost classifier has the worst metrics of all 
tested ML methods. SVM is the most time-consuming 
in terms of training and testing. 

The Chi
2
 feature selection methodology after was used 

evaluating all of the specified ML algorithms over the whole 
dataset. Chi

2
 will assess all ML algorithms with the best 20 

attributes from all 108 attributes. XGBoost achieves 
considerable results in binary classification, for example. The 
training accuracy is 0.985 percent, the testing accuracy is 0.982 
%, the recall is 0.950 %, the precision is 0.943 %, the F1-score 
is 0.946%, and the FPR is 0.008 %. Table V. displays the 
results of all ML techniques applied with the Chi2 approach. 

KNN was the second-best approach, AdaBoost is the poorest 
model. 

Another approach based on the SMOTE technique was 
used. As seen in Table V, XGBoost outperforms other 
commonly used ML algorithms. Finally, the selected ML 
algorithms were assessed using the Chi

2
 and SMOTE 

methodologies on the basis of the multi-class classification 
issue. With the Chi

2
 and SMOTE methods, XGBoost achieves 

considerable results. The training accuracy of XGBoost is 
0.980 %, while the FPR is 0.019 %. Table V. displays the 
outcomes of chosen ML approaches using the Chi

2
 and 

SMOTE techniques. 

In the cloud layer, the network intrusion detection was 
suggested to be deployed in the cloud for binary and multi-
class classification problems, as shown in Fig. 6. 

TABLE IV. THE RESULTS OF THE BINARY CLASSIFICATION (NETWORK_DATA) 

Data Models Train Acc Acc Precision Recall F1-score  FPR 
Confusion  

Matrix 

Network 

All attributes  

DT 0.981 0.980 0.960 0.982 0.971 0.022 
[[88032 1966] 

 [ 851 47464]] 

RF 0.980 0.979 0.959 0.984 0.971 0.023 
[[87949 2049] 

 [ 792 47523]] 

KNN 0.989 0.988 0.986 0.979 0.983 0.007 
[[89325 673] 

 [ 995 47320]] 

XGB 0.992 0.991 0.984 0.991 0.987 0.009 
[[89220 778] 

 [ 442 47873]] 

Network 

Chi2 

KNN 0.984 0.982 0.983 0.965 0.974 0.009 
[[89170 828] 

 [1694 46621]] 

XGB 0.984 0.983 0.984 0.967 0.975 0.008 
[[89247 751] 

 [1598 46717]] 

Network 

SMOTE 

KNN 0.991 0.990 0.981 0.990 0.985 0.001 
[[89067 931] 

 [ 504 47811]] 

XGB 0.993 0.990 0.976 0.997 0.986 0.013 
[[88789 1209] 

 [ 125 48190]] 

Network 

Chi2 & SMOTE  

KNN 0.985 0.982 0.959 0.989 0.974 0.023 
[[87960 2038] 

 [ 515 47800]] 

XGB 0.986 0.982 0.954 0.996 0.975 0.026 
[[87670 2328] 

 [ 190 48125]] 

TABLE V. THE OUTCOMES OF THE MULTI-CLASS CLASSIFICATION (NETWORK_DATA) 

DATA  Models Train Acc Acc Precision Recall F1-score  FPR 

Network 

All attributes  

AdaBoost 0.399 0.399 0.339 0.229 0.274 0.505 

KNN 0.981 0.979 0.933 0.925 0.929 0.009 

XGB 0.986 0.983 0.945 0.953 0.949 0.008 

Network 

Chi2 

AdaBoost 0.498 0.497 0.352 0.363 0.358 0.424 

KNN 0.980 0.977 0.929 0.928 0.929 0.014 

Network 
SMOTE 

KNN 0.976 0.976 0.901 0.956 0.928 0.018 

XGB 0.980 0.979 0.907 0.968 0.937 0.018 

Network 

Chi2 & SMOTE  

KNN 0.971 0.976 0.899 0.956 0.927 0.019 

XGB 0.980 0.978 0.911 0.967 0.939 0.019 
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Fig. 6. The Process for Evaluating ML Methods on the OS ToN-IoT Dataset. 

After applying various feature engineering techniques for 
the network ToN_IoT dataset, the XGBoost classifiers obtains 
optimal results using chi2 and SMOTE techniques that were 
used for class balancing and feature selection. 

 Malicious detection for Linux dataset evaluation (fog 
layer): The same intrusion model was deployed in the 
fog layer with the same specification as discussed in 
earlier sections. 

 Linux dataset evaluation (fog layer): This section 
focuses on the effectiveness of the used ML techniques 
for host malicious detection using the newly released 
Linux ToN-IoT dataset. Linux dataset was partitioned 
into three categories process, disk, and memory. 

 Process_Linux (Binary classification): This section 
showed the findings for the Linux ToN-IoT dataset. In 
general, XGBoost is useful for binary classification. 
This experiment begin by impute missing values and 
then use the Min-Max normalization approach. 
Training accuracy is 0.994 %, testing accuracy is 0.993 

%, recall is 0.990 %, precision is 0.991 %, and F1-
score is 0.991 %, according to the findings. In terms of 
false-positive rate (FPR), XGBoost is significant at 
0.005%. Table VI displays the results of all ML 
techniques applied without the SMOTE approach. The 
KNN approach, on the other hand, was the second-best 
methodology. 

Because ToN-IoT has a class imbalance issue, another 
testing methodology based on SMOTE approach was used; RF 
and DT had the same better outcome with 0.992 % accuracies. 
In terms of other assessment measures, F1-score is 0.989 % for 
DT and RF, and FPR is 0.007 % for DT, which is superior to 
RF. Table VI displays the outcomes for several ML algorithms. 

Multi-class classification (Process_Linux): For multi-class 
classification tasks, the Linux ToN-IoT dataset includes a 
feature type that displays the attack sub-category. When 
assessing prospective ML algorithms for a multi-class 
classification issue, several factors must be taken into account. 
The multi-classification findings are summarized in Table VII. 

When compared to other ML algorithms, XGBoost 
achieves decent results. The training accuracy for XGBoost is 
0.962 %, the testing accuracy is 0.954 %, the recall is 0.870 %, 
the precision is 0.909 %, the F1-score is 0.889 %, and the FPR 
is 0.004 %. DT and RF come in second with scores of 0.981 % 
for training accuracy and 0.979 % for testing accuracy, and the 
AdaBoost classifier has the worst statistics of all tested ML 
methods. 

Another procedure was used based on the SMOTE method. 
As stated in Table VII. DT has the greatest outcomes compared 
to other used ML techniques. 

 Memory_Linux (Binary classification): In this section, 
the results for memory-based Linux ToN-IoT dataset 
were presented. In general, RF is significant for binary 
classification. To begin with, the results reveal that the 
training accuracy is 0.999 %, the testing accuracy is 
0.997 %, the recall is 0.993 %, the precision is 0.997 
%, the F1- score is 0.995 %, and the FPR is 0.001 
percent, with XGBoost achieving the best second 
result. Table VIII displays the results of all ML 
techniques applied without the SMOTE approach. NB 
is the worst approach. 

Because ToN-IoT has a class imbalance problem, another 
approach based on SMOTE was used; RF produced the best 
result with 0.997 % accuracy. 

 Multi-class classification (Memory_Linux): For multi-
class classification tasks, the Linux memory ToN-IoT 
dataset includes a feature type that displays the attack 
sub-class. The multi-classification findings are 
summarized in Table IX. 

When compared to other ML algorithms, XGBoost 
achieves decent results. The training accuracy for XGBoost is 
0.986 %, the testing accuracy is 0.982 %, the recall is 0.922 %, 
the precision is 0.965 %, the F1-score is 0.943 %, and the FPR 
is 0.001 %. RF comes in second with scores of 0.988 % for 
training accuracy and 0.982 % for testing accuracy. 
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TABLE VI. THE OUTCOMES OF THE BINARY CLASSIFICATION (LINUX_PROCESS_DATA) 

DATA  Models Train Acc Acc Precision Recall F1-score  FPR 
Confusion  

Matrix 

process 
All attributes  

KNN 0.992 0.990 0.988 0.985 0.986 0.007 
[[29549 215] 

 [ 281 17989]] 

XGB 0.994 0.993 0.991 0.990 0.991 0.005 
[[29606 158] 

 [ 181 18089]] 

process 
SMOTE  

DT 0.997 0.992 0.989 0.989 0.989 0.007 
[[29555 209] 
 [ 192 18078]] 

RF 0.997 0.992 0.988 0.990 0.989 0.008 
[[29540 224] 

 [ 181 18089]] 

XGBOOST 0.994 0.992 0.985 0.995 0.990 0.009 
[[29483 281] 

 [ 88 18182]] 

TABLE VII. THE OUTCOMES OF THE MULTI-CLASS CLASSIFICATION (LINUX_PROCESS_DATA) 

DATA  Models Train Acc Acc Precision Recall F1-score  FPR 

process 

All attributes  

DT 0.969 0.952 0.901 0.889 0.895 0.005 

RF 0.969 0.950 0.875 0.839 0.857 0.006 

XGBOOST 0.962 0.954 0.909 0.870 0.889 0.004 

Process  

SMOTE 

DT 0.943 0.950 0.838 0.881 0.859 0.01 

RF 0.943 0.948 0.831 0.871 0.851 0.011 

XGBoost 0.934 0.949 0.811 0.884 0.846 0.017 

TABLE VIII. THE OUTCOMES OF THE BINARY CLASSIFICATION. (MEMORY_LINUX) 

DATA  Models Train Acc Acc Precision Recall F1-score  FPR 
Confusion  

Matrix 

Memory 

All attributes  

DT 0.999 0.996 0.995 0.991 0.993 0.002 
[[29867 66] 

 [ 104 11997]] 

RF 0.999 0.997 0.997 0.993 0.995 0.001 
[[29891 42] 

 [ 83 12018]] 

XGBoost 0.998 0.997 0.996 0.992 0.994 0.002 
[[29887 46] 

 [ 93 12008]] 

Memory  

SMOTE  

DT 0.999 0.996 0.992 0.993 0.993 0.003 
[[29837 96] 

 [ 79 12022]] 

RF 0.999 0.997 0.995 0.995 0.995 0.002 
[[29867 66] 

 [ 64 12037]] 

XGBoost 0.998 0.996 0.991 0.996 0.993 0.004 
[[29818 115] 

 [ 49 12052]] 

TABLE IX. THE RESULTS OF THE MULTI-CLASS CLASSIFICATION (LINUX MEMORY) 

DATA  Models Train Acc Acc Precision Recall F1-score  FPR 

process 
All attributes  

DT 0.988 0.982 0.947 0.928 0.937 0.002 

RF 0.988 0.982 0.964 0.918 0.941 0.001 

XGBoost 0.986 0.982 0.965 0.922 0.943 0.001 

Process  

SMOTE 

DT 0.972 0.981 0.874 0.947 0.909 0.003 

RF 0.972 0.981 0.878 0.938 0.907 0.003 

XGBoost 0.968 0.978 0.877 0.933 0.904 0.008 

Another approach was used based on the SMOTE method. 
As stated in Table IX, DT has the top outcomes compared to 
other employed ML methods. 

 Malicious detection for windows dataset evaluation 
(fog layer): This work focuses on the efficiency of the 
chosen ML methods for malicious detection using the 

newly released Windows ToN-IoT dataset. The 
Windows dataset was partitioned into two categories, 
Win_10 and Win_7. 

 Win_10 dataset (Binary classification): In this part, the 
outcomes for the Windows ToN-IoT were presented. 
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In general, XGBoost shows significance. Training accuracy 
is 1.0%, testing accuracy is 1.0%, and F1-score is 1.0%, 
according to the results. In the case of false-positive rate (FPR), 
XGBoost shows significance with 0.0. Table X. shows the 
results for the selected ML methods. Since ToN-IoT suffers 
from a class imbalance problem, another testing methodology 
was done based on SMOTE technique, XGBoost has the best 
result. Table X. shows the results for all used ML methods 
using SMOTE technique. 

Another testing technique was based on the best selected 
attributes that were selected from a correlation matrix. 
XGBoost obtains the best result with and without SMOTE. 
Tables X shows the outcomes for all selected ML methods. 

 Multi-class classification (Win_10): For multi-class 
classification issues, the ToN-IoT dataset includes a 
feature type that displays the attack sub-category. The 
multi-classification findings are summarized in 
Table XI. 

When compared to other ML algorithms, XGBoost 
achieves decent results. XGBoost training accuracy is 1.0, its 
testing accuracy, recall, precision, and F1-score are all 1.0%, 
and its FPR is 0.00 %. Another testing approach based on the 
SMOTE technique was used. As seen in Table XI. XGBoost 
outperforms other commonly used ML algorithms. 

 Win_7 dataset (Binary classification (Win_7): In 
general, for binary classification, XGBoost shows 
significant results for windows 7 dataset. Table XII 
displays the outcomes for the selected ML method. 

ToN-IoT has a class imbalance problem, another testing 
methodology was done based on SMOTE technique, XGBoost 
has the best result. 

XGBoost obtains the best result with and without SMOTE 
for multi-class classification. XGBoost shows significant 
outcomes. Table XIII displays the outcomes for the selected 
ML method. 

TABLE X. THE OUTCOMES OF THE BINARY CLASSIFICATION. (WIN_10) 

DATA Models Train Acc Acc Precision Recall F1-score FPR 
Confusion 

Matrix 

WIN_10 

All attributes 
XGBoost 1.0 1.0 1.0 1.0 1.0 0.0 

[[3045 0] 

[ 0 3287]] 

WIN_10 
All attributes 

(SMOTE) 
XGBoost 1.0 1.0 1.0 1.0 1.0 0.0 

[[3045 0] 

[ 0 3287]] 

(10) Selected 
attributes 

XGBoost 1.0 1.0 1.0 1.0 1.0 0.001 
[[3043 2] 

[ 1 3286]] 

(10) Selected 

attributes 
SMOTE 

XGBoost 1.0 0.999 0.999 1.000 0.999 0.001 
[[3042 3] 

[ 1 3286]] 

TABLE XI. THE RESULTS OF THE MULTI-CLASS CLASSIFICATION FOR NORMAL RECORDS AGAINST ATTACK RECORDS (WIN_10) 

DATA Models Train Acc Acc Precision Recall F1-score FPR 

WIN_10 

All attributes 
XGBoost 1.0 1.0 1.0 1.0 1.0 0.0 

WIN_10 

All attributes 

(SMOTE) 

XGBoost 1.0 1.0 1.0 1.0 1.0 0.0 

(10) Selected 

attributes 
XGBoost 1.0 0.989 0.977 0.911 0.943 0.001 

(10) Selected 

attributes 

SMOTE 

XGBoost 1.0 0.986 0.868 0.912 0.890 0.001 

TABLE XII. THE OUTCOMES OF THE BINARY CLASSIFICATION. (WIN_7) 

DATA  Models Train Acc Acc Precision Recall F1-score  FPR 
Confusion  

Matrix 

WIN_7 

All attributes  
XGBoost 1.0 0.999 0.999 0.998 0.999 0.00 

[[3000 1] 

 [ 3 1790]] 

WIN_7 

All attributes 

(SMOTE) 

XGBoost 1.0 1.0 1.0 1.0 1.0 0.0 
[[3000 1] 

 [ 0 1793]] 

(10) Selected attributes  XGBoost 1.0 0.987 0.988 0.977 0.982 0.007 
[[2979 22] 

 [ 42 1751]] 

(10) Selected attributes 

SMOTE 
XGBoost 0.999 0.986 0.979 0.983 0.981 0.012 

[[2964 37] 

 [ 31 1762]] 
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TABLE XIII. THE RESULTS OF THE MULTI-CLASS CLASSIFICATION (WIN_7). 

DATA  Models Train Acc Acc Precision Recall F1-score  FPR 

WIN_7 

All attributes  
XGBoost 1.0 1.0 1.0 1.0 1.0 0.0 

WIN_7 All attributes 

(SMOTE) 
XGBoost 1.0 1.0 1.0 1.0 1.0 0.0 

(10) Selected attributes  XGBoost 1.0 1.0 1.0 1.0 1.0 0.0 

(10) Selected attributes 
SMOTE 

XGBoost 1.0 1.0 1.0 1.0 1.0 0.0 

VII. CONCLUSION 

Based on the ToN-IoT dataset, this study proposed a unique 
malicious detection technique for IoT. The ToN-IoT dataset 
was employed for training and testing, and the suggested 
model incorporates several essential aspects. There is a 
problem with a class imbalance in the ToN-IoT dataset, as well 
as missing values. this work which deal with ToN-IoT can 
cover more attacks than prior work with obsolete datasets like 
KDD-CUP99, NSL-KDD, and UNSW-NB15.The ToN-IoT 
contains nine types of attacks (Scanning, Cross-Site Scripting 
(XSS), Denial of Service (DoS), Distributed Denial of Service 
(DDoS), Backdoor, Injection Attack, Password Cracking 
Attack, Man-In-The-Middle (MITM), Ransomware. 

Exploring, preprocessing, feature selection, class imbalance 
solution, training ML methods, and testing ML methods are the 
various system blocks. In a network dataset, the Chi

2
 approach 

was utilized to select attributes. It lowered the number of 
attributes to 20, resulting in a quicker training time, lower 
model complexity, and the highest performance over the whole 
dataset. Another feature selection methodology was the 
correlation matrix which was used in the windows dataset to 
obtain the most relevant attributes from the whole dataset. The 
SMOTE approach was utilized to balance the classes. It 
improved performance by reducing dominant class bias, 
reducing overfitting, and improving the overall performance. A 
good evaluation metric was achieved by using Chi2, SMOTE, 
and correlation matrix as preprocessing approaches. For 
evaluating the performance of the deployed ML algorithms, 
many evaluation metrics (accuracy, precision, recall, F1-score, 
FPR, and confusion matrix) were used. The results determined 
that XGBoost outperforms all other ML approaches in binary 
classification and multi-class classification tasks after assessing 
the selected ML methods. The main contributions of this work 
are that it uses a new benchmark dataset that is updated with 
new attacks and gathered from a real IoT system. The gathered 
dataset reflects data from each layer of the IoT system, such as 
(the cloud, fog, and edge layers). The proposed model is a 
distributed malicious model based on a multi-layer for IoT 
system. Various ML methods were tested in each specific 
parathion of the ToN-IoT dataset. The prosed model is the first 
suggested model that is based on the collected data from the 
same IoT system from all layers and devices (sensors). 

In the future, Deep learning methods such as (recurrent 
neural network, auto-encoder, and convolution neural network) 
will be used in the ToN-IoT dataset. More work might be done 
in the future to enhance the performance of the baseline 
techniques on the datasets. Advanced parameter optimization 

approaches (for example, Bayesian optimization and the 
genetic algorithm) can be used to optimize the model's 
hyperparameters and get superior outcomes. 
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Abstract—The COVID-19 infection was sparked by the severe 
acute respiratory syndrome SARS-CoV-2, as mentioned by the 
World Health Organization, and originated in Wuhan, Republic 
of China, eventually extending to every nation worldwide in 
2020. This research aims to establish an efficient Medical 
Diagnosis Support System (MDSS) for recognizing COVID-19 in 
chest radiography with X-ray data. To build an ever more 
efficient classifier, this MDSS employs the concatenation 
mechanism to merge pretrained convolutional neural networks 
(CNNs) predicated on Transfer Learning (TL) classifiers. In the 
feature extraction phase, this proposed classifier employs a 
parallel deep feature extraction approach based on Deep 
Learning (DL). As a result, this approach increases the accuracy 
of our proposed model, thus identifying COVID-19 cases with 
higher accuracy. The suggested concatenation classifier was 
trained and validated using a Chest Radiography image database 
with four categories: COVID-19, Normal, Pneumonia, and 
Tuberculosis during this research. Furthermore, we integrated 
four separate public X-Ray imaging datasets to construct this 
dataset. In contrast, our mentioned concatenation classifier 
achieved 99.66% accuracy and 99.48% sensitivity respectively. 

Keywords—COVID-19; deep learning; transfer learning; 
feature extraction; concatenation technique 

I. INTRODUCTION 
A group of viruses named Coronaviruses, which includes 

MERS-CoV, SARS-CoV, and finally SARS-CoV-2, are likely 
reasons for mild to severe respiratory illnesses [1]. As reported 
in the report from the World Health Organization, the COVID-
19 infection was espoused by the severe acute respiratory 
syndrome SARS-CoV-2 and originated in Wuhan, Republic of 
China, before spreading to every country and territory 
throughout the world in 2020 [2]–[4]. Furthermore, in the 
preliminary days of SARS-CoV-2, various respiratory 
symptoms including hyperthermia, cough, shortness of breath, 
exhaustion, and finally pneumonia are frequent [5], [6]. 
COVID-19 influences the cardiovascular and respiratory 
systems, and in extreme situations, it might result in multiple 
organ dysfunction syndrome or acute respiratory distress. 

As a necessary consequence, COVID-19 diseases have 
become a major health concern that has spread globally. As a 
result, emerging innovations are important in preventing the 
outbreak of the epidemic. For these reasons, researchers 
throughout the world collaborate and work on strategies to 
overcome the virus's obstacles. In particular, new Artificial 
Intelligence (AI)-based methods can eliminate interpersonal 
physical-contact [7]–[11]. Drones, for instance, might be used 

to sterilize public areas and thermal cameras could be used to 
detect rising temperatures. 

In reality, the two subsets of AI are employed to health data 
analysis: the first subset is Machine Learning (ML) and the 
second is Deep Learning (DL) approaches, including 
radiography images or computed tomography scans, have been 
shown to be useful on detection of illness and monitoring [12]–
[14], [15]–[17]. As a result, various types of human maladies, 
like as Parkinson's disease [18]–[21], brain tumor segmentation 
[22], [23], breast cancer [24], diabetes [25], medical image 
segmentation [26], and heart disease prediction [27]–[30], 
atherosclerosis diseases [31], could be identified using such 
techniques. AI advancements have also contributed in the 
development of a wide range of other scientific fields [32]–
[34], [35]–[39]. 

This research focuses to establish a consistent MDSS [40] 
for monitoring COVID-19 in Chest Radiography data from a 
variety of virus diseases and pulmonary infections [41]–[44]. 
The essential innovation of this MDSS is the employment of 
the concatenation mechanism to merge pretrained 
convolutional neural networks (CNNs) predicated on Transfer 
Learning (TL) techniques to generate an efficient classifier. As 
a result, we integrated four separate X-Ray image databases in 
this work to introduce a further dataset, containing four 
categories: COVID-19, Viral Pneumonia, Normal, and finally 
Tuberculosis. Our suggested classifier was trained and 
validated using this novel dataset. 

The remainder of this paper is organized as follows: The 
materials and methods are presented in Section II. The 
experimental results and discussion are presented in 
Section III. Finally, in Section IV, we conclude our work with 
some future research prospects. 

II. MATERIALS AND METHODS 

A. Schematic of the Planned COVID-19 Monitoring MDSS 
We present, in this research, an automated method for 

classifying COVID-19 cases predicated on different TL 
classifiers (Fig. 1). This automated approach proposed is 
founded on the concatenation mechanism among two 
pretrained classifiers of the TL approach. This approach 
integrates the information taken from both Base-Models to 
construct the final classification result, which improves 
performance. To begin, we use the Keras library to choose two 
pre-trained classifiers (VGG16 and VGG19). The training and 
testing datasets of chest X-Ray images were produced using 
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four main public databases. COVID-19, Normal, Pneumonia, 
and Tuberculosis cases are included in this dataset. The 
pictures in the produced database are subjected to a series of 
preprocessing operations. By using the default channel of the 
network's input structure, all the Chest Radiography images 
were standardized to similarly input sizes (224×224×3). 

In this architecture, the X-Ray training dataset is used to 
train our proposed concatenation classifier. We employ a cross-
validation approach to validate the training phase after we have 
constructed the classifier to prevent the over-fitting problem. 
Our proposed classifiers’ classification results were then 
evaluated using the testing dataset. Finally, the suggested 
concatenation classifier's performance was assessed using 
confusion matrices and a variety of score measures. 

B. Dataset Description 
This subsection gives a summary of the datasets used 

during this research. This work was focused on the gathering 
and analysis of four public databases separated into four 
classifications: “COVID-19”, “Tuberculosis”, “Normal”, and 
finally “Viral Pneumonia”. The final dataset employed is 
mentioned in Table I. We exhibit different exemplary instances 
of the obtained dataset in Fig. 2. 

 
Fig. 1. Schematic Depicting the Planned Classification MDSS Design. 

TABLE I. OVERVIEW OF THE MEDICAL X-RAY IMAGES DATABASE 
SAMPLES 

Dataset Class Training 
(90%) 

Testing 
(10%) 

Total 
(100%) 

Ref. 
Dataseta,b,c,d 

COVID-19 1206 134 1340 
Viral Pneumonia 1581 176 1757 
Tuberculosis 3150 350 3500 
Normal 2024 225 2249 

Total 7961 885 8846 
a. “COVID-19 Radiography Database” 

b. “COVID-19 Detection X-Ray Dataset” 
c. “COVID-19 Patients Lungs X-Ray Images” 
d. “Tuberculosis (TB) Chest X-Ray Database” 

    
(a) (b) (c) (d) 

Fig. 2. Specimens of Chest Radiography Images from the Four Categories: 
(a) COVID-19 Specimen; (b) Normal Specimen; (c) Viral Pneumonia 

Specimen; (d) Tuberculosis Specimen. 

C. Background on TL Algorithms 
Instead of developing and learning a CNN from scratch, the 

TF technique can be used. This technique is a paradigm of 
machine learning and as such, it is concerned with the 
knowledge and expertise gained while performing a task. In 
deep learning, this strategy is applied where the beginning 
points are saved as pretrained classifiers. This makes it easier 
for training and accurate efficiency. VGG16 and VGG19 are 
two pre-trained CNN classifiers that are shareable, and 
available. They had already been trained on a number of 
databases, including ImageNet. On a vast scale, it's a massive 
hierarchical image database. The technical structure of the TL 
classifiers is depicted in Fig. 3. 

 
Fig. 3. The Detailed Structure of the TL Classifiers: (a) VGG16 Classifier; 

(b) VGG19 Classifier. 

D. Planned Concatenation Classifier Depending on TL 
Technique 
This subsection explains the technical structure of our 

classifier, which is shown in Fig. 1. In fact, we used two 
modified pre-trained TL classifiers, VGG16 and VGG19, both 
having an identical configuration input dimension, to build our 
recommended classifier with an initial input size of 3 channels, 
and 224×224 dimension (224×224×3). The entire flowchart of 
this classifier is shown in Fig. 4.  

Pre-processing 
(224 × 224 × 3) 

 

VGG 19 Model VGG 16 Model 

Build the 
Model 

Concatenate Technique 

Validation Results 
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Fig. 4. The Suggested Concatenated Classifier's Design. 

III. RESULTS AND DISCUSSION 

A. Classifier Performance Evaluation 
1) Confusion matrix and evaluation metrics: The 

confusion matrix gives additional feedback about the 
performance of a classification algorithm, including properly 
predicted classes, incorrect classes, and the types of errors 
made. This will help to gather four critical factors for 
calculating the accuracy of the proposed classifier. TP (True 
Positive), TN (True Negative), FP (False Positive), and finally 
FN (False Negative) are the four elements. Expressions below 
give the confusion factors for the “COVID-19” class as 
depicted in Table II. 

The five indicators employed in this work to evaluate our 
proposed classifier: Precision, Specificity, Sensitivity, Negative 
Predictive Value (NPV), and the last indicator is Accuracy. 

2) Cross-validation technique: In the ML challenge, the 
Cross-Validation (CV) technique employs the K-Fold CV 
method. In fact, we begin by separating the data into training 
and testing sets. Folds have been generated from our training 
set, which have been divided into K subsets. Thereafter, we 
repeatedly fit the model K times, training the data on folds K-
1 and assessing fold K each time. At the completion of the 
training, we average the performance on each of the folds to 
determine the classifier's final validation metrics. Fig. 5 
provides a CV method implementation example. 

TABLE II. DEFINITION OF CONFUSION MATRIX FACTORS 

Confusion Factors Definition 

TP The number of Chest Radiography images that are 
forecast exactly as COVID-19. 

TN The number of Chest Radiography images that are 
forecast exactly as not COVID-19. 

FN The number of Chest Radiography images that are 
forecast erroneously as not COVID-19. 

FP The number of Chest Radiography images that are 
forecast erroneously as COVID-19. 

 
Fig. 5. Example of the Cross-validation Method Implementation with a K-

Fold Equal to 4. 

B. Experimental Results 
1) Results of the planned classifier training: The planned 

concatenation classifier was built on the Google Collab 
platform, in this work. It's an AI virtualization technology 
(Cloud Computer Service) for AI research. An Intel Xeon 
Processor with 2 cores running at 2.20 GHz, 13GB of RAM, 
and finally a Tesla K80 GPU with 12GB of GDDR5 VRAM 
were used in this workstation. To validate this work, we used 
4-fold cross-validation to build our planned concatenation 
classifier over 25 epochs to assure similar results. The charts 
for our Chest Radiography image datasets training and 
validation for fold 4 are described in Fig. 6. 

2) Results of the planned classifier testing: We may infer 
that our suggested classifier gives a robust classification of the 
four classes based on the results of our research. For all 
classification k-fold classifiers, the TP value for all categories, 
is higher than either the FP and FN numbers. In all k-fold 
classifiers, the COVID-19 class of FP and FN values is lower 
than the other classes. This indicates that our concatenation 
classifier has a low risk of confusing COVID-19 infected 
instances. The confusion matrix of the concatenated classifier 
for all folds is shown in Fig. 7. 
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VGG 16 Model 

    “COVID19” 

“Tuberculosis” 

“Viral Pnm” 

“NORMAL” 
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Feature Extractors” 

“MaxPooling 
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“Convolutional 
Layer” 
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Layer” 
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(a)      (b) 

Fig. 6. Curves Produced in Fold 4: (a) Accuracy; (b) Loss. 

  
(a)      (b) 

  
(c)      (d) 

Fig. 7. The Confusion Matrix of the Concatenated Classifier: (a) 1-Fold CM, (b) 2-Fold CM, (c) 3-Fold CM and (d) 4-Fold CM. 

A ROC curve could be used to examine these results. This 
diagnostic test depicts the ratio of False Positive Rate against 
True Positive Rate as represented by this curve. A ROC curve, 
in general, helps to compare several classifiers based on the 
AUC variable's value. The ROC curve for our concatenation 
classifier in fold four is shown in Fig. 8. 

Table III presents the performance evaluation scores of our 
proposed concatenation classifier for each fold to help 
elucidate these results. 

C. Discussion 
In this paper, we developed an innovative COVID-19 

diagnostic classifier based on a concatenation mechanism and 
two pre-trained TL classifiers. The goal of this proposed 
classifier is to provide the best algorithm possible for the 
detection of COVID-19 cases. This classifier was built and 
tested applying a dataset of produced Chest Radiography 
images from four different databases. Tuberculosis, 
Pneumonia, Normal and COVID-19 are the four classes in this 
dataset. In fact, we noticed in the experimental results section 
that our proposed classifier had a 99% accuracy for all folds. 
Furthermore, this classifier has a loss value of less than 3%. 
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Fig. 8. ROC Curves Findings for the Concatenated Classifier in Fold 4. 

Many specialists from around the world have written and 
published articles on the coronavirus that causes COVID-19 
disease in the previous two years. In recently published 
findings, AI Algorithms have been utilized to examine X-Ray 
images and assist in the diagnosis of infected cases. DL 
algorithms are the most frequent in image categorization 
because they produce better results than classical ML methods. 
In this subsection, we will examine the research published that 
applies DL approaches to detect COVID-19 by employing 
innovative methodologies. 

COVIDetection-Net is a classifier used in the 
categorization of Chest Radiography images proposed by the 
authors in [45]. To extract the features, this classifier uses 
ShuffleNet and SqueezeNet networks, as well as Multiclass 
SVM to classify them. The suggested classifier had a 99.44% 
accuracy using a multi-class database (COVID-19, normal, 
Bacterial pneumonia, and Viral pneumonia). 

Another paper published in [46], proposed a classifier 
called SARS-Net, by combining Graph CNN and CNN. X-Ray 
pictures from five different datasets were used to create this 
classifier, which had a classification accuracy of 97.6%. 

A concatenation classifier was suggested in the scientific 
paper [47], to merge features retrieved employing the CNN 
with two pretrained models based on TL approaches like as 
ResNet-18 and GoogleNet. The two datasets used in this study: 
X-Ray images, and CT scans, contained binary classes: 
COVID-19, and non-COVID-19 for each dataset. The 
proposed classifier archived an accuracy of 98.9% and 99.3% 
for CT and X-Ray images. 

The authors published a comparison analysis depending on 
TL approaches in [48]. This study proposes two modified 
models: MobileNetV3, and ResNet18. These models were 
developed using a database that included five categories: 
“COVID-19”, “Tuberculosis”, “Normal”, “Bacterial 
Pneumonia”, and finally “Viral Pneumonia”. The accuracy of 
the proposed models was 99.3% and 99.6% for ResNet18 and 
MobileNetV3, respectively. 

The mentioned works in this section show an improved 
recognition models by focusing on the analysis of the dataset 
used, the optimization of hyper-parameters, or the combination 
of the performance of several models based on various 
algorithms. However, feature engineering is an intriguing 
phase in recognition system development. Indeed, using 
extracted characteristics improves the performance of a 
recognition system. Indeed, the success of the categorization 
system is directly reliant on the recovered primitives. In 
Table IV, we summarized the performances finding of 
concatenation-based classifiers in comparison to our proposed 
classifier. 

TABLE III. PERFORMANCE OF THE PROPOSED CONCATENATED CLASSIFIER ON EACH FOLD 

Folds Loss Accuracy Precision Sensitivity Specificity NPV 

F1 0.027 99.43% 99.41% 99.28% 99.81% 99.82% 

F2 0.030 98.75% 98.38% 98.73% 99.60% 99.56% 

F3 0.051 98.87% 99.07% 98.40% 99.59% 99.66% 

F4 0.015 99.66% 99.75% 99.48% 99.87% 99.90% 

TABLE IV. COMPARATIVE RESULTS FOR THE PROPOSED CLASSIFIER WITH RELATED STUDIES 

Studies Classifiers used Accuracy Precision Sensitivity 

[45] COVIDetection-Net 99.44% 94.42% 94.45% 

[46] SARS-Net 97.6% N/A 92.9% 

[47] Concatenation 
CNN_ResNet18_GoogleNet 99.3% 99.79% 98.8% 

[48] 
ResNet18 99.3% 99.23% 99.36% 

MobileNetV3 99.6% 99.5% 99.5% 

Proposed classifier Concatenation VGG16_VGG19 99.66% 99.75% 99.48% 
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IV. CONCLUSION 
In conclusion, using the X-Ray images dataset, we provide 

a COVID-19 detection mechanism. The proposed 
concatenation classifier was built and tested utilizing a dataset 
of Chest Radiography images divided into four categories: 
COVID-19, Viral Pneumonia, Normal, and Tuberculosis. We 
integrated four separate online X-Ray picture collections to 
create this dataset. Concerning the novelty of this work, we use 
in the feature extraction phase a parallel deep feature extraction 
approach based on the TL models. This feature extraction 
approach increases the accuracy of our proposed models, thus 
identifying COVID-19 cases with higher accuracy. The 
proposed concatenation classifier achieved 99.6% accuracy and 
99.48% sensitivity, respectively. 

In future studies, we hope to use the proposed design to 
classify other illnesses, such as Parkinson's disease, heart 
disease, and cancer. Nonetheless, we want to use Artificial 
Intelligence of Things (AIoT) to enhance the resilience and 
accuracy of our MDSS for monitoring pandemics and tumors. 
This field is referred to as AIoT, and it integrates IoT 
infrastructure with artificial intelligence (AI) technology. 
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Abstract—Today, web content such as images, text, speeches, 
and videos are user-generated, and social networks have become 
increasingly popular as a means for people to share their ideas 
and opinions. One of the most popular social media for 
expressing their feelings towards events that occur is Twitter. 
The main objective of this study is to classify and analyze the 
content of the affiliates of the Pension and Funds Administration 
(AFP) published on Twitter. This study incorporates machine 
learning techniques for data mining, cleaning, tokenization, 
exploratory analysis, classification, and sentiment analysis. To 
apply the study and examine the data, Twitter was used with the 
hashtag #afp, followed by descriptive and exploratory analysis, 
including metrics of the tweets.  Finally, a content analysis was 
carried out, including word frequency calculation, 
lemmatization, and classification of words by sentiment, 
emotions, and word cloud. The study uses tweets published in the 
month of May 2022. Sentiment distribution was also performed 
in three polarity classes: positive, neutral, and negative, 
representing 22%, 4%, and 74% respectively. Supported by the 
unsupervised learning method and the K-Means algorithm, we 
were able to determine the number of clusters using the elbow 
method. Finally, the sentiment analysis and the clusters formed 
indicate that there is a very pronounced dispersion, the distances 
are not very similar, even though the data standardization work 
was carried out. 

Keywords—Techniques; machine learning; classification; 
twitter 

I. INTRODUCTION 
The analysis of data derived from social media is of 

growing importance from various points of view, including 
academic and economic ones. Currently, there are 4.2 billion 
users on social networks worldwide, equivalent to 53.6% of 
the total population [1]. In Peru, there are 26.41 million social 
network users, equivalent to 81.4% of the population [2]. 

On Twitter, an average user makes six comments on all 
types of tweets, follows one user, and shares two tweets on 
average in 30 days; the number of likes and comments on 
social media tweets influences users' self-presentation [3]. 
Social networks are new spaces where groups of users with 
specific characteristics are centered, allowing them to share 
expressions, and opinions, these are considered the new means 
of communication and exchange of web content [4], [5], and 
the amount of data provided by users and feedback is 

enormous, however, there is no predefined method or tool to 
sort and classify the comments, since knowing the opinions of 
users is of utmost importance to generate knowledge and 
make better decisions in the different areas [6],[5],[7]. 

The AFPs are private institutions whose sole purpose is to 
manage pension funds in the form of personal accounts that 
provide retirement, disability, and survivor's pensions and 
funeral expenses [8].  The objective of the AFP is to protect 
the older population from the risk of poverty and allow 
citizens to save for their retirement. This study aims to classify 
and analyze the sentiments of Twitter users (affiliates) using 
machine learning models, for this case we will work with the 
hashtag #afp. 

Comments are composed of positive opinions that create a 
contagion effect, while criticism or negative comments also 
influence users' decisions [9],  by which, it is important to 
classify and analyze users' sentiments to know their reactions 
to a certain topic or tweet. Supported by association rule 
learning and machine learning algorithms, it is possible to 
discover the relationships between words that associate 
sentiments [10],[11]. 

The article is organized as follows. Section II describes the 
main works related to sentiment analysis. Section III presents 
the method and case implementation. Section IV describes and 
discusses the results and discussions. Finally, Section V 
presents the conclusions. 

II. RELATED WORK 
Currently, the Internet and social networks are 

environments in which large amounts of user data are 
collected [12]. Comments can negatively affect the reputation 
of a person or company and be harmed socially and/or 
economically, it is for this reason, that [13] argues that to 
generate social capital, it is necessary to work on the feedback 
generated by users on social networks. 

The authors in [14],[15],[16] implemented an analysis 
model using machine learning classifiers, to measure and 
predict user profile credibility, the implemented model was 
evaluated on two different datasets with term frequency and 
three inverse document frequency variables. Similarly, in 
[17],[18],[19] identified features that can be useful for 
predicting whether a tweet or comment is a rumor or 
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information, using a rule-based approach involving regular 
expressions to categorize sentences. 

In addition, [20] analyzed the existence of malicious users 
spreading malware or phishing in tweet comments, for which 
six classifiers were used: random tree, random forest, Naïve 
Bayes, Kstar, decision table, and decision stump. Likewise, 
[21] proposed an approach to extract from Twitter the image 
content, classify it and verify the authenticity of digital images 
and discover manipulation. Also [22] recommended a topic 
analysis and sentiment polarity classification with machine 
learning techniques for emergency management, finding that 
the most suitable classification model is random forests. 

Likewise, [23] developed a system that employs sentiment 
analysis for product reviews (e.g., the company shares a photo 
of a new product in a tweet and it receives a thousand new 
product comments), the system classifies the comments as 
positive or negative. 

Machine learning employs two types of techniques: 
supervised learning, which trains a model on known input and 
output data so that it can predict future results. Unsupervised 
learning finds hidden patterns or intrinsic structures in the 
input data. In the same context, in [24],[25],[26] the authors 
used natural language processing methods to detect fake news 
in social media posts, and also created a semi-supervised 
learning model for early detection. 

In addition, in [27],[28]  a supervised learning model for 
rumor verification using contextual features based on 
contextual word embeddings, speech acts, and the writing 
style was presented. In [29]  the authors collected unstructured 
data from social networks, using an application implementing 
different supervised and unsupervised learning classification 
algorithms. Similarly, in  [30] a novel method for generating 
opinion summaries in social networks was proposed, using the 
unsupervised learning technique, in [31] content analysis of 
textual Twitter data was performed using a set of supervised 
and unsupervised machine learning methods to appropriately 
cluster and classify traffic-related events. 

Although previous studies considered many aspects of 
sentiment analysis in social networks, according to the review 
conducted, there is a gap to be investigated in the use of 
clustering rules to classify and analyze user sentiments, 
considering that these results would be of great use to 
stakeholders, as it would allow them to make better decisions 
supported with ML. 

III. METHOD AND IMPLEMENTATION OF THE CASE 
This section presents the construction of the machine 

learning terminology, the method, and the detailed 
implementation of the proposed case study that seeks to 
predict members' sentiments regarding AFP of Peru. 

Machine learning (ML) is a discipline of artificial 
intelligence that, through algorithms, teaches computers to 
build models from experience [32]. ML is divided into three 
types: supervised learning, unsupervised learning, and 
reinforcement learning, and these in turn are classified into 
different learning models, as shown in Fig. 1. The study uses 

unsupervised learning, and the k-means algorithm, for which 
we will address only this category. 

 
Fig. 1. Types of Learning. 

Unsupervised Learning: It does not require labeled data 
and can be processed by clustering methods.  Clustering is a 
typical example of unsupervised learning that finds visual 
classifications that match the hypothesis [14]. The goal of 
clustering is to find similarities, regardless of the kind of data. 
Therefore, a clustering algorithm needs to know how to 
calculate similarity, and then start running.  

K-Means: It is a clustering algorithm that combines the "n" 
observations into "k" clusters that are aggregated together 
according to specific similarities [33], as shown in Fig. 2. 

 
Fig. 2. Grouping of K-Means. 

The K-Means algorithm follows the following steps: 

• Initiation: The location of the centroids of the k clusters 
is chosen randomly. 
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• Assignment: Each datum is assigned to the nearest 
centroid. 

• Updating: The centroid position is updated to the 
arithmetic mean of the data positions assigned to the 
cluster. 

Steps 2 and 3 are followed iteratively until there are no 
more changes in the location of the centroids, or they move 
below a threshold distance from each step. The K-means 
algorithm seeks to solve an optimization problem, the function 
to be optimized being the sum of the quadratic distances from 
each object to the centroid of its cluster. The objects are 
represented by d dimensional real vectors (x1, x2, …, xn) and 
the algorithm constructs k clusters where the sum of the 
distance of the objects, within each object s= {s1, s2, …, sk}, 
to its centroid is minimized. The problem is formulated as 
follows: 
𝑚𝑖𝑛
𝑠
𝐸(𝜇𝑖)  =  𝑚𝑖𝑛

𝑠
∑  𝑘
𝑖=1 �  | |𝑥𝑗

 
𝑥𝑗 ∈ 𝑠𝑖

−  𝜇𝑖| |2             (1) 

Where S is the data set whose elements are the objects 
represented by vectors, where each of its elements represents 
an attribute. We have k cluster with its corresponding centroid 
𝜇𝑖. On each centroid update, from the mathematical point of 
view, we impose the necessary condition of extrema to the 
function 𝐸(𝜇𝑖) which, for the quadratic function (1) is. 

∂𝐸
∂𝜇𝑖

= 0 ⟹ 𝜇𝑖(𝑡+1) =
1

|𝑆𝑖
(𝑡)|

+ � 𝑥𝑖
𝑥𝑗 ∈ 𝑆𝑖

(𝑡)

 

The k-means algorithm is simple and fast, however, it is 
necessary to decide the value of K and the final result will 
depend on the initialization of the centroids. 

The Cross-Industry Standard Process for Data Mining 
(CRISP-DM) methodology was chosen for the development of 
the case. It is a model that divides the process into six main 
phases: business understanding, data compression, data 
preparation, modeling phase, evaluation, and implementation. 
CRISP-DM has a structured approach, establishing a set of 
tasks and activities for each phase. 

A. Business Understanding 
The AFP is a private institution in charge of managing 

people's provisional savings. Like any company, with the 
arrival of COVID-19, the economy of the region has been 
severely affected and, therefore, the annualized profitability of 
the AFP has not been favorable. This has led the Congress of 
the Republic to promote laws such as free disaffiliation, 100% 
of contributions for those over 55 years of age, among other 
authorizations for controlled withdrawals under the context of 
a pandemic for the years 2020 to 2022. Peruvians' perception 
of the AFP has never been positive, probably because 
retirement pensions do not meet expectations, among other 
factors. In this context, the sentiment analysis of the case 
study aims to analyze and classify the opinions of AFP 
members. This analysis can help the AFP to make better 
decisions in its offerings to the market. Fig. 3 shows the 
general process of sentiment analysis. 

 
Fig. 3. General Sentiment Analysis Process. 

Fig. 3 shows the general process of sentiment 
classification and analysis. It starts with extraction supported 
by libraries, then we move on to cleaning and tokenization, 
this process consists of removing from the text everything that 
does not provide information about the subject matter. For 
example, on Twitter, users can write in a way that they 
consider convenient, such as abbreviations, punctuation 
marks, web page URLs, single characters, numbers, etc. 

Tokenization consists of dividing the text into its 
constituent units, in this case, words. Next, we perform the 
exploratory analysis, in this stage, we try to understand and 
study which words and how often they are used, as well as 
their meaning. In the Python or R language, one of the 
structures that facilitate the exploratory analysis is the 
DataFrame, which is where the information of the tweets is 
stored. The next step is to perform the classification, in this 
phase, to be able to apply classification algorithms to the text 
(tweets), a numerical representation of the text is created. 

One of the most used ways is known as the Bag of words, 
this method consists of identifying the set formed by all the 
words (tokens) that arise in the corpus. Finally, we proceed 
with the sentiment analysis, for which it is necessary to have a 
dictionary in which a sentiment or sentiment level is 
associated with each word. 

B. Data Comprehension 
The dataset for the case study has been collected on recent 

Tweets from May 2022, related to the hashtag #afp, with 
coordinates -12.062152, -77.0361328 corresponding to the 
city of lima. The dataset is composed of 18k tweets. The data 
we collected contains relevant information about most of the 
tweets such as their attributes (user_id, status_id, created_at, 
screen_name, text, source, display_text_width, 
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reply_to_status_id, favorite_count, replay_to_user_id, 
replay_to_screen_name, is_quote, retweet_count1, 
quote_count, media_url, media_t. co, media_expanded_url, 
etc.) which, in sum, are 90 attributes with 18k tweets to be 
processed, as shown in Fig. 4. 

 
Fig. 4. Tweet Search and Download Code. 

1) DataSet preparation: This is an essential step before 
applying any machine learning model. The DataSet 
preparation phase starts with a crucial previous step, known as 
extraction, loading, and transformation, to load the extracted 
data to a source or data warehouse, in this case, it will be 
processed in a single computer with the necessary 
characteristics to support the processing of 18k tweets 
represented in a DataSet. The phases, as a whole, are 
described below: 

2) Extraction, loading, and transformation: This process 
was implemented with the code illustrated in Fig. 4, the data 
were stored in a text file, then, supported with the stringr 
library, we performed the first preliminary cleaning, then the 
text file was converted to a csv file (write.csv ()), then we 
applied tokenization with the libraries tidyverse, tibble and a 
personal dictionary in Spanish loaded with the readxl library. 
And then we used lemmatization, that is, the root of a word 
that can be written in several forms and refer to the same 
thing. For example, if the words pueblo, pueblito, pueblano 
are found, the root of these three words is pueblo, thus 
avoiding redundancy in the analysis, this process is supported 
in a pre-trained model with the udpipe library, as shown in 
Table I. 

In the next step, we performed an exploratory analysis of 
the data, using the bag-of-words(bow) model to obtain the 
most common words in the lexicon, obtaining a list of the 
most frequent words in the hashtag #afp. Fig. 5 shows a dense 
word cloud with some of the most used words in the generated 
corpus, also, it can be seen that several words are found in 
different positions. 

TABLE I. LEMMATIZATION OF WORDS 

senten
ce_id sentence token_

id token lemma 

1 chabelitacongre 1 chabelitacongre chabelitacongre 

1 ayudas 1 ayudas ayudas 

1 pueblo 1 pueblo pueblo 

1 quitando 1 quitando quitando 

1 jubilación 1 jubilación jubilación 

1 problema 1 problema problema 

 
Fig. 5. Most Popular Words Related to #afp from our Corpus. 

Next, the syuzhet dictionary package is used, this package 
works with four sentiment dictionaries, such as: Bing, Afinn, 
Stanford, and NRC, in our case, we will work with NRC, 
since it is the only one available in several languages, 
including Spanish. This dictionary has 14182 words with 
categories of feelings, positive, negative, and the emotions of 
anger, anticipation, disgust, fear, joy, sadness, surprise, 
confidence, etc. This dictionary is used with the purpose of 
analyzing and grouping the words of the corpus and to know 
in which category the feelings are grouped. Fig. 6 shows that 
the negative sentiment of affiliates is most frequently repeated 
in the tweets, followed by positive sentiment, fear, confidence, 
anger, disgust, etc. 

 
Fig. 6. Frequency of Terms in Sentiment Analysis. 

Fig. 7 shows the words of the tweets grouped by 
sentiment, in it, we can analyze each of the words associated 
with a particular feeling. For example, the word money is the 
one that mostly generates the feeling of joy, followed by 
astonishment, confidence, anger, positive and premonition. In 
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the same line, the word congress is the one that mostly 
generates disgust, likewise, the word government is the one 
that mostly generates the feeling of fear. 

 
Fig. 7. Words for Sentiment. 

C. Preparation and Clustering with K-means 
At this stage, we have already extracted, cleaned the data 

and stored it in a text file. Next, we use the TM package, to 
call the functions VectorSource (), inspect () and 
removeSparseTerms (), the latter function to remove words 
that are not very frequent, and finally we convert the text into 
a word frequency matrix with the TermDocumentMatrix () 
function. The k-means clustering is a vector quantization 
method, which tends to find clusters of comparable spatial 
extent. Part of the code is shown in Fig. 8. 

 
Fig. 8. Use of Libraries in R. 

D. Modeling Phase 
In this context, it is very important to analyze the 

relationship between words with the findAssocs () function of 
the tm package. The calculation of the findAssocs () function 
is performed at the document level. Then, for each specific 
document containing the word in question, the other terms in 
those documents are associated, the other search terms are 
ignored. The function returns a list of all the other terms that 
meet or exceed the minimum threshold (findAssocs (tdm, 
"afp", 0.40)). The minimum correlation values are usually 

relatively low due to the diversity of words. The tweets of the 
hashtag #afp have been cleaned and organized with 
tweets_tdm. For the case study, the function findAssocs () 
searches for the association of terms and manipulates the 
results with list_vect2df () from the qdap package and then 
creates the diagram with the ggplot2 library. Fig. 9 shows the 
strong association represented by the thickness of the lines 
between the words. The word afp is the root for the 
association of the other words, such as afp-money, afp-
withdrawal, afp-funds, afp-system, afp-years, afp-law, afp-
now, funds-withdrawal, withdrawal-law, afp-castle, etc. This 
association process allows us to know the words most 
associated and expressed by AFP members. 

 
Fig. 9. Frequency Represented in Line Thickness. 

In Fig. 10, the sentiment classification is presented with 
the overall percentage of each positive, negative and neutral 
tweet found in the dataset. It can be seen that the sentiment 
classes are unequal, as a large part of the affiliates express 
themselves negatively or neutral concerning the hashtag #afp. 

 
Fig. 10. Sentiment Distribution of the Three Polarity Classes along with the 

Percentage of Tweets Referring to the #afp Hashtag. 
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IV. RESULTS AND DISCUSSION 
In this section, we present the performance of the k-means 

algorithm to obtain the best number of clusters and the results 
of the case study. In general, most clustering algorithms, 
including k-means, employ different numbers of clusters, and 
are evaluated by multiple validity measures to determine the 
most meritorious clustering results. To measure clustering 
performance, we use a precision index (IP), where 
IP=∑  𝑐

𝑘=1 n(ck)/n, where ck is the number of data points that 
obtain the correct clustering for cluster k and n is the total 
number of data points. 

The higher the accuracy index, the better the clustering 
performance. K-Means clustering is based on data 
partitioning, data that have the same features are grouped into 
one cluster, while data that have different features are grouped 
into other clusters. The steps of K-Means clustering are three: 
deciding the cluster number k, centroid initialization and 
assigning the data to the nearest cluster, the determination of 
the closeness of objects/data is determined based on the 
distance of objects/data, to calculate the distance of all data to 
each centroid point, the Euclidean distance theory is used, 
which is represented as follows. 

𝐷(i, 𝑗) = ��𝑥𝑖1 − 𝑥𝐽1 �
2 + �𝑥𝑖2 − 𝑥𝐽2 �

 
2 + ⋯+ �𝑥𝑖𝑝 − 𝑥𝐽𝑝�

2
 

Where: 

D (i, j) = distance of the data to the cluster center j. 

Xik = ith in the kth date attribute. 

Xij = jth center point in the kth data attribute. 

The centroid is the average of all data/objects within a 
particular cluster. Each data/object is reassigned using the new 
cluster centroid, the cluster does not change, then the 
clustering process is finished, otherwise, repeat the steps until 
there is no change for each cluster. 

To determine the number of clusters in which the data are 
grouped, we use the elbow method, this method uses the mean 
of the observations to their centroid, i.e., it looks at the intra-
cluster distances. The larger the number of clusters k, the 
intra-cluster variance tends to decrease. The smaller the intra-
cluster distance the better. 

The elbow method searches for the k value which satisfies 
that an increase of k does not substantially improve the mean 
intra-cluster distance. To find the number k, 15 clusters were 
assigned, in Fig. 11 it can be seen that the elbow(k) is formed 
at point 3, this means that the number of clusters that we will 
process will be k=3. 

Once the number of clusters (k = 3) has been determined, 
we can start with the data processing. For this, the tweets had 
to be converted to numerical data, using one-hot encoding for 
the transformation, as shown in Table II. 

It is advisable to scale values and not to introduce 
variables that are highly correlated or that are linear 
combinations of other variables, i.e., to avoid 
multicollinearity. The objective of scaling variables is to make 
them comparable, that is, to have a mean equal to zero and a 
standard deviation equal to one. The scaled method is 
achieved by using the following formula: 

𝑧(𝑥) =
𝑥𝑖 − 𝑐e𝑛 𝑡𝑟 𝑜 (𝑥)
𝑑e𝑣i𝑎𝑡i𝑜𝑛(𝑥)  

Where, center(x) is a measure of centrality with mean or 
median and variance (x) is a measure of dispersion such as 
standard deviation. The standardization of data is important as 
it makes the distances similar to that without scaling. Fig. 12 
shows a representation by dimensions and the clusters formed. 
It is clearly observed that a cluster of comments or tweets are 
very homogeneous, with low values in cluster 1, we refer to 
the negative sentiment and high values in cluster 2, cluster 3 is 
presented in the central part with intermediate values in both 
cluster 1 and 2 corresponding to the positive and neutral 
sentiments. 

 
Fig. 11. Elbow Method - Number of Clusters. 

TABLE II. SUMMARY OF ONE HOT CODING 

Docs afp casa hasta los que seguro son tienes todos vida 

1 0 0 0 0 0 0 0 0 0 0 

10 1 0 0 2 2 0 0 0 0 1 

2 1 0 0 3 1 0 1 0 1 0 

3 0 2 1 1 0 0 1 0 1 0 

4 1 0 0 0 1 0 0 0 0 0 

5 1 0 0 0 0 0 0 1 0 0 

6 1 0 0 0 0 0 0 0 0 0 

7 1 0 0 0 1 0 0 0 0 0 

8 1 0 0 0 0 3 1 1 0 3 

9 1 0 1 1 3 0 0 1 0 0 
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Fig. 12. Sentiment Analysis of #afp. 

V. CONCLUSION 
In recent years, several approaches have been developed 

for sentiment analysis on social network data, specifically on 
Twitter. The process of sentiment analysis is often complex 
due to the huge amount of data and the need to achieve a high 
level of accuracy. This study presents the sentiment analysis 
of Twitter hashtag #afp data, for which the k-means algorithm 
was used. This algorithm is based on data partitioning, data 
having the same features that are grouped into a cluster. In this 
study, eight types of feelings (sadness, foreboding, positive, 
negative, fear, anger, disgust, confidence, amazement and joy) 
were used. After applying unsupervised learning with K-
Means, it is seen that the negative feeling is the most 
recurrent, followed by positive feeling, fear, confidence, etc. 
As shown in Fig. 6 out of a total of 18000 tweets related to the 
hashtag #afp, tweets with sentiments, positive, neutral and 
negative represent 22%, 4% and 74% respectively. This 
means, that machine learning applying the K-Means algorithm 
proves to be efficient and practical, and can be easily applied 
for sentiment classification on related topics, where we do not 
have input and output tags. 

This study provides theoretical and practical scopes. 
Regarding the theoretical scope, the study applies a machine 
learning approach, with the unsupervised learning method for 
sentiment analysis of AFP members, using Twitter data with 
the hashtag #afp. Also, sentiment analysis with machine 
learning can be applied in different industries such as 
marketing, services and academia, etc. In terms of practical 
scope, this study recommends machine learning with the 
unsupervised method to be applied in cases similar to the 
study, allowing it to be adapted and improved to achieve a 
better level of accuracy, especially in complex situations when 
performing textual analysis. 

In this study, from the classification to the analysis of 
feelings, there was evidence of certain feelings that were most 
repeated, with negative feelings being the predominant one, 
with which we can conclude that the members do not feel 
represented or reject the actions of the AFP, followed by 
positive feelings, fear, trust, anger, sadness, disgust, 
premonition, joy and amazement, in that order. This study is 
not without limitations. Attribute mapping was applied to the 
initial data set; within this, there may be a diversity of factors, 
combinations that may affect the classification results. In 

future work, machine learning with the unsupervised method 
and the K-Means algorithm can be optimized to improve the 
accuracy of sentiment detection, classification and analysis. 
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Abstract—This paper presents a comparative study of image 
registration techniques for Diabetic Foot (DF) thermal images. 
Four registration methods (Intensity-based algorithm, Iterative 
closest point (ICP), subpixel registration algorithm, which is 
mainly based on Fast Fourier Transform (FFT), and the pyramid 
approach for subpixel registration) have been implemented and 
analyzed. The performances of the four algorithms were 
evaluated using several overlap and symmetry metrics such as 
the Dice similarity coefficient (DSC), Root Mean Square Error 
(RMSE) and peak signal to noise ratio (PSNR). The methods 
were analyzed in a first step on the images of contralateral feet 
(right and left) of the same subject, which is called in this paper 
"contralateral registration" and in a second step on a pair of 
images of the same subject but acquired in two different times T0 
and T10 after applying a cold stress test, which is called "multi-
temporal registration". Results showed that the intensity-based 
approach and the pyramid approach for subpixel registration 
algorithm give the best results in both types of registration 
(contralateral / multitemporal) and can be used efficiently for the 
registration of these types of images even under changing 
conditions. 

Keywords—Medical imaging; diabetic foot; thermography; 
registration; mobile health 

I. INTRODUCTION 
According to the World Health Organization (WHO) [1], 

by 2030 diabetes will be ranked the 7th leading cause of death 
worldwide. Type II diabetes (formerly known as non-insulin 
dependent diabetes or mature diabetes) results from a misuse of 
insulin by the body. It represents the majority of diabetes cases. 
It is largely the result of being overweight and not being 
physically active. A poorly controlled diabetes has a damaging 
impact on several organs of the body, namely the eyes 
(blindness), the kidneys (nephropathy) or renal failure, the 
heart (cardiac accident), the nervous system (neuropathy), the 
blood vessels (ischemia, stroke) and complications in the feet 
as ulcers that can lead to amputation of the lower limbs, known 
by the diabetic foot (DF) [2] which represents the core of our 
study. Diabetic foot ulcers are invariably preceded by 
inflammation, the presence of infection and pain. However, in 
the early stages of wound development, patients with diabetes 
may have difficulty experiencing pain due to neuropathic 
sensory loss [3]. On the other hand, inflammation can be 
identified by assessing the temperature of the affected foot. 
Thus, temperature assessment using a thermal camera appears 
to be a useful predictor of foot ulceration. Research shows that 
there is a significant relationship between increased 
temperature and diabetic foot complications [4][5]. 

Increased temperature can be detected up to a week before 
foot ulceration occurs. The most commonly used criterion is 
that if the point to point temperature difference ΔT of the 
corresponding area of the right and left foot is greater than 
2.2C° [6], there is a high risk of infection or ulceration in 
diabetic feet. This is called hyperthermia (see Fig. 1) and this 
temperature difference map is calculated point-to-point 
between the left and right foot after the process of registration 
and overlap. 

Thermography is a non-invasive technology and does not 
require any contact with the patient's skin. This allows using it 
to avoid any undesirable pressures that could affect the 
temperature measurement, as well as the transmission of 
pathological organisms. For all these reasons, it has been 
adopted as the main technology in our study. 

In the literature, there are similar works for detecting 
hyperthermia areas in DF. Fraiwan et al. [7] , used intensity-
based registration after segmenting the two plantar surfaces 
using Histogram shape thresholding, to align the two feet and 
detect the hyperthermia areas. In [8] they used ICP to register 
the two feet and calculate the point-to-point temperature 
difference. 

Except that in these works the authors did not detail the 
performance of these methods or provide quantitative 
evaluations to assess the accuracy of the registration. 

Kaabouch et al [9] separated the original image into two 
(left foot, right foot), identified the centroid and the farthest 
heel points of each foot, in order to calculate the angle of the 
feature line with respect to the vertical direction, finally they 
apply translation and rotation to adjust both feet in the center of 
the image and this technique is limited because it assumes that 
both feet are on the same plane in the image and have the same 
shape and size. 

 
Fig. 1. Original Thermal Image, (b) Thermal difference Map |ΔT| for a 

Subject with an Ulcer. 

*Corresponding Author. 
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In this paper, we analyze four different registration methods 
to obtain foot images aligned with high accuracy, in order to 
perform the thermal monitoring analysis, namely, the 
calculation of |ΔT| between the contralateral feet as shown in 
Fig. 1. This registration step requires high precision, because 
any deviation between the feet images will have a direct impact 
on the accuracy of detecting abnormal plantar temperature. 

The rest of the paper is organized as follows. Section 2 
called materials and methods describes the acquisition protocol 
of our data, the used equipment, and subjects who participated 
to our acquisition campaign. It presents also the existing 
thermal analysis for DF assessment, as well as the compared 
registration techniques. The third section is dedicated to the 
quantitative and qualitative results of the tested methods. 
Finally, the conclusion is presented in the last section. 

II. MATERIALS AND METHODS 

A. Image Acquisition 
In this section, we first explain the choice of the 

smartphone thermal camera, then, we describe the acquisition 
protocol of our images and the recruitment of participants. 

1) The chosen camera: is the FlirOne Pro camera, 
designed to be connected to a smartphone. This camera 
consists of two sensors. A thermal sensor that measures heat 
through infrared emission, and an RGB sensor designed to 
acquire visible images in parallel with the thermal core. The 
camera has a thermal image resolution of 160x120 pixels and a 
spectral range of 8-14 µm. FlirOne Pro can detect temperature 
differences of 0.1°C, which is sufficient to detect possible 
hyperthermia variations. It was used with a smartphone 
Samsung Galaxy S8. 

2) Acquisition protocol: To collect our images, we adopted 
two acquisition protocols, the first one allows to obtain a single 
thermal image of the patient's feet, after letting him rest for 15 
min (Fig. 2). The second one called Cold Stress test [10] is a 
protocol that consists in taking two acquisitions of the same 
patient in two different moments (Fig. 3). 

As shown in Fig. 2, after the medical examination, Patients 
are requested to rest barefoot for a 15 minutes interval to allow 
the feet to regain their normal temperature. Finally, thermal 
and RGB images are acquired. 

 
Fig. 2. Acquisition Protocol (Single Acquisition). 

 
Fig. 3. Cold Stress Test Protocol (Multitemporal Acquisition). 

Participants are asked to remove their shoes and socks. 
After a 15 minutes interval to allow the feet to recover their 
normal temperature, the person laid down on a stretcher or 
chair and placed his/her feet at the end of the stretcher, in a 
vertical position, and 10 cm apart. The baseline thermal image 
was taken freehandedly using a Samsung Galaxy S8 and a 
FLIR ONE Pro camera. After that, the patient is asked to 
immerse the feet, which are protected with thin plastic for 60 
seconds in water at 15ºC. After 10 minutes, a new plantar 
thermal image is recorded. Fig. 3 illustrates the protocol step 
by step. 

3) Subjects: 
a) Control group: Composed of 82 healthy (non-

diabetic) individuals who participated in two acquisition 
campaigns. The first one was conducted at the University of 
Orleans, France. Participants were members of Prisme staff. A 
total of 22 people participated in this first acquisition 
campaign. The second acquisition campaign was organized at 
the IBN Zohr University in Agadir, Morocco. In which 
volunteer students and members of the IRF-SIC laboratory 
without a history of diabetes participated. In this campaign, 
two acquisitions were carried out for 43 people in two different 
moments applying the protocol of the cold stress test described 
in Fig. 3. In addition to 17 people who participated in a single 
acquisition (Fig. 2). The criteria for recruiting individuals were 
simple: any adult volunteer who is non-diabetic and does not 
have a foot problem. 

b) Diabetic group: 145 diabetic persons accepted to 
participate to our study within the diabetic Foot Service of the 
national hospital Dos De Mayo de Lima in Perou, and signed 
the informed consent form. For this campaign, we exclude 
patients with ulcers, partial or total amputations. All 
acquisitions and tests were carried out under the supervision of 
specialists and diabetologists, who performed a set of clinical 
examinations on the patients to monitor neuropathy and 
ischemia. Two images were captured for each patient at two 
different moments after applying the cold stress test (Fig. 3). 
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B. DF Thermal Analysis Methods 
The analyses of diabetic foot thermograms can be divided 

into three main categories, according to existing works in the 
literature. The first is the asymmetric analysis between the two 
feet of the patient. As several studies have shown [11][3][6], 
there is contralateral symmetry in the distribution of skin 
temperature in healthy individuals, and any asymmetry in this 
distribution may be indicative of an abnormality. Therefore, 
many scientific experiments are conducted on diabetic patients 
[4][8][12][13][14][10][15][16] in which they found that a 
temperature variation of 2.2°c or more between the two feet 
(right and left) was detected in diabetic patients who are at risk 
of developing ulcers in these hyperthermic areas (see Fig. 1). 
The second type of thermal analysis is temperature distribution 
analysis [17] . The advantage of this type of analysis is that the 
temperature difference between the contralateral feet is no 
longer used and each foot can be analyzed separately. In the 
majority of the works based on this type of analysis, they 
divide the feet into several regions called angiosomes [18] by 
which they classify the patient's foot as being at risk of 
ulceration [19] [20]. The last type of analysis is based on 
external stress; the purpose of this analysis is to observe the 
response of the body thermoregulation system after applying a 
specific stress. This stress can vary from immersing limb in hot 
or cold water [10] [21], or it can be a mechanical stress such as 
walking or running [22]. This evaluation was presented in [21] 
by the thermal recovery index (TRI) which is calculated 
between the feet of the same patient in two different moments 
before and after stress). As in the study [10], they evaluated the 
relationship between plantar foot temperature variation and 
cold stress test applied on diabetic patients, by calculating the 
difference in temperature of the same foot at two different 
times, which is called a multitemporal analysis. 

These thermal analyses require a series of pre-processing 
steps of the foot thermograms, to prepare these zones of 
interest which are the plantar soles. The first task consists in 
segmenting the two feet and separating them from the rest of 
the background (Fig. 4), and in this study the images we are 
going to present are previously segmented using a neural 
architecture that is detailed in our previous work [23]. 

Once the feet have been segmented, a primordial step is to 
align the feet in order to calculate the temperature difference 
either by applying the contralateral analysis (asymmetry) or the 
analysis based on the external stress (mulitemporal). This step 
is the core of this work. Our objective is to find the most 
suitable registration method for our problem, which can be 
defined by two essential challenges; 

• Variation in shape and position between the patient's 
feet, which complicates the registration. 

• Dissimilarity between two images of the same patient 
foot taken at different times (in our case instant T0 
before cold stress test and instant T10 after cold stress 
test), from different distances, or from different 
viewpoints. 

 
Fig. 4. (a) Thermal Image, (b) Segmented Feet. 

C. Image Registration 
1) Registration types: In this work we conducted two types 

of experiments. The first one is a contralateral registration, 
which consists of aligning the right and left feet of the same 
patient image. And the second is a mulitemporal registration 
applied on a pair of images of the same feet acquired in two 
different moments with the cold stress test. 

a) Contralateral registration: the first dataset consists of 
thermal images of segmented feet as shown in Fig. 4(b). The 
image of the two feet is divided into two (left foot and right 
foot), the right foot is considered as the reference image (fixed) 
and the left foot (moving) is flipped horizontally to register it 
with the reference image, in order to calculate the temperature 
difference between the two feet after aligning them. The 
process is detailed in Fig. 5. 

b) Multitemporal registration: this type consists of 
registering a pair of thermal images of the same patient taken at 
two different times. A first acquisition at time T0 captured 
before the application of the cold stress test [10] and a second 
acquisition at time T10 made 10 min after the application of 
the cold stress test. 

This is a mulitemporal registration in which the goal is to 
align the two images of the same foot at two different times T0 
and T10. The image of the right foot at time T10, which is 
considered as a target (moving image), is aligned with the 
image of the right foot at T0, which is considered as a 
reference image (fixed image), and the same for the left foot. 
The process is shown in Fig. 6. 

2) Registration techniques: In our research, the objective is 
not to make the foot images identical. We are looking for the 
transformation that minimizes the distance between the 
information contained in one image and its correspondence on 
the other image. As well as studying the significant differences 
that will allow us to localize the region at risk of ulceration. In 
our case, the registration must not modify the size of potential 
anomalies, or make local deformations on the foot, since this 
could, for example, mask the detection of a hyperthermia area. 
Therefore, the registration methods chosen in this paper are 
linear, either rigid transformations (translation-rotation) such as 
the ICP [24] and the Sicairos et al. method [25], or affine 
transformations, namely intensity-based algorithm [26] and 
pyramid approach [27] . In the following, we will present the 
registration techniques that we have compared and evaluated 
on our database. 
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Fig. 5. Contralateral Registration Process. 

 
Fig. 6. Multitemporal Registration (after Applying Cold Stress Test). 

a) Iterative Closest Point (ICP): The Iterative Closest 
Point (ICP) algorithm is used to match two sets of data, most 
often in the form of point clouds or meshes corresponding to 
two partial views of the same object. Iteratively, the algorithm 
revises the transformation (combination of translation and 
rotation) needed to minimize an error metric, usually a distance 
between the source and target point clouds, such as the sum of 
squared differences between the coordinates of the matched 
pairs. 

In this work, we used a maximum number of iterations of 
300 and a minimum difference in the correspondence measure 
between two successive iterations of 1𝑒−5. These values were 
chosen empirically, after a number of tests, as it was observed 
that no more than 300 iterations were required in any of the 
studied cases to converge to an optimal solution. 

b) Sicairos et al approach: To perform a simple 
translation between two images, the usual technique for solving 
this problem is to compute an oversampled cross-correlation 
between the image to be registered and a reference image, 
using a Fast Fourier Transform (FFT), and locate its peak. The 
computational burden associated with this approach increases 
as the accuracy required for the registration increases, 
especially in terms of memory. 

Therefore, as an alternative Guizar-Sicairos et al. [25] have 
developed different algorithms that significantly improve 
performance without sacrificing accuracy. These algorithms 
start with an initial estimation of the location of the cross-
correlation peak obtained by the FFT method with an 
upsampling factor of 𝑘0=2. This initial upsampling is used for 
the purpose of selecting an appropriate starting point for cross-
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correlations that might have more than one peak of similar 
magnitude. This type of algorithm, as in the FFT upsampling 
approach, always uses all the information available in the 
images to compute the initial estimate and each point of the 
upsampled cross-correlation grid, which makes it very robust 
to noise. It has been demonstrated in [25] that these new 
registration refinement algorithms can achieve subpixel image 
registration with the same or better accuracy than traditional 
FFT oversampling but with significantly reduced computation 
time and memory requirements. 

c) Intensity-based registration: The intensity-based 
registration method operates directly on the gray values of the 
images. The main goal of this technique is to find the right 
transformation that maximizes (or minimizes) the similarity 
metric between the corresponding voxels. 

The most frequently used similarity measures are the sum 
of squared differences of pixel intensities, the regional 
correction or the mutual information. 

As shown in the Fig. 7, the algorithm takes two images in 
input, the image to be registered (moving image) and the 
reference image (fixed image). It requires four other essential 
parameters, namely; a similarity metric, an optimizer and the 
type of transformation. 

The process begins with the transformation type we specify 
and an internally determined transformation matrix. They 
jointly determine the specific image transformation which is 
applied to the moving image with a bilinear interpolation. Then 
the metric compares the transformed moving image to the fixed 
image and a metric value is returned. 

Finally, the process stops when it has reached a point of 
decreasing efficiency or has reached the maximum number of 
iterations. If there is no stopping condition, the optimizer 
adjusts the transformation to start the next iteration. 

In this experiment, we ran the intensity-based algorithm 
using One Plus One Evolutionary optimizer with an initial 
radius of 6,25 𝑒−3/3,5, growth factor of 1,05 and a maximum 
iterations number of 300. The similarity metric used is a mattes 
mutual information metric. For the initial transformation type, 
we used affine transformation. These chosen parameters are the 
ones that gave the best results after several tests. 

 
Fig. 7. Intensity-based Registration Algorithm [23]. 

d) Pyramid Approach for subpixel registration: 
Thévenaz et al. [27] proposed an automatic sub-pixel 
registration algorithm that minimizes the mean square intensity 
difference between a reference data set and a test data set, 
which can be images (two-dimensional) or even volumes 
(three-dimensional). This method uses an explicit spline 
representation of the images in conjunction with spline 
processing, and is based on a coarse-to-fine iterative strategy 
(pyramid approach). 

The minimization is performed according to a new 
variation (ML*) of the Marquardt-Levenberg algorithm [28] 
for nonlinear least squares optimization. The geometric 
deformation model consists of a global three-dimensional (3D) 
affine transformation that can optionally be restricted to rigid 
body motion (rotation and translation), combined with 
isometric scaling. It also includes an optional adjustment of the 
contrast differences of the images. 

According to [27] , this algorithm has shown excellent 
results for the registration of intramodal positron emission 
tomography (PET) and functional magnetic resonance imaging 
(fMRI) data. 

III. RESULTS 
In order to assess the best approach for registering the 

thermal infrared images of the diabetic foot application, we 
have tested the four registration methods on our two types of 
acquisitions, the first “Contralateral” (Fig. 5) containing one 
image of the feet of each patient (left, right) and the second 
“Multitemporal” (Fig. 6) containing a pair of images of the 
same feet acquired at two different times. The purpose is to 
evaluate the robustness of these approaches in both cases of 
registration (contralateral/multitemporal) and under the 
changes that can occur in the position of the subject’s feet, 
changes in the distance of acquisition or viewpoints, especially 
for the images captured at two different times. 

A. Evaluation Metrics 
To quantitatively evaluate the performance of these 

algorithms, we adopted three evaluation metrics that are most 
commonly used in the field of registration evaluation. The first 
one is the Dice similarity Coefficient (DSC) [20], the second 
one is the RMSE (Root Mean square error) and the last one is 
PSNR (Peak Signal to Noise Ratio). 

• Dice similarity coefficient (DSC): is a statistical 
indicator that measures the similarity of two samples. 

• This score quantifies the overlap between the fixed foot 
and the registered one. 

𝐷𝑆𝐶 =  2∗| 𝑋∩ 𝑌 |
|𝑋|+| 𝑌|

                (1) 

X is the reference image and Y is the registered image. 

• Root Mean Square error (RMSE): used to measure the 
difference per pixel between the moving image and 
reference image. The lower the value of RMSE, the 
better the registration performance. 

 𝑅𝑀𝑆𝐸(𝑋,𝑌) = �∑ (𝑋𝑖−𝑌𝑖)²𝑛
𝑖=1

𝑛
             (2) 
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where, X and Y are respectively the reference image and 
the registered image. n  is the total number of pixels in the 
image. 

• Peak Signal to noise ratio (PSNR) : is identified as a 
numerical measure for image registration quality based 
on the pixel differences between two images [29]. The 
Mathematical equation is provided as in equation 3 
based on [29]. Where 𝑀𝐴𝑋𝐼  is the maximum possible 
pixel value of the image and MSE is mean square error 
between reference and target image. A higher PSNR 
value indicates a higher similarity between registered 
images. Contrarily, the smaller PSNR value indicates 
poor similarity between images. 

𝑃𝑆𝑁𝑅 =  10. 𝑙𝑜𝑔10 (𝑀𝐴𝑋𝐼
2

𝑀𝑆𝐸
)             (3) 

𝑀𝑆𝐸 =  1
𝑛
∑ (𝑋𝑖 − 𝑌𝑖)²𝑛
𝑖=1               (4) 

B. Comparative Results 
From the results in Tables I and II, on one hand we deduce 

that the intensity-based method gives the best value for the 
Dice coefficient (0.97) followed by the pyramid method (0.96). 
(The best results are highlighted in bold). On the other hand, 
we notice that the four algorithms are more robust in the first 
type of registration (contralateral registration), which is 
reasonable, since in these acquisitions the two feet to be 
registered (right and left) are positioned at the same distance 
from the camera. So generally, in this case we are in front of 
geometrical transformations that can be considered as a 
combination of translation and rotation. 

TABLE I. COMPARATIVE RESULTS FOR CONTRALATERAL REGISTRATION 
BETWEEN RIGHT AND LEFT FEET 

             Methods 
 
Metrics  

Intensity based 
registration ICP Sicairos et 

al  
Pyramid 
approach 

DSC 0,97 0,95 0,93 0,96 

RMSE 0,245 0,315 0,34 0,23 

PSNR 25,85 23,62 22,90 26,41 

TABLE II. COMPARATIVE RESULTS FOR MULTITEMPORAL REGISTRATION 

             Methods 
 
Metrics  

Intensity based 
registration ICP Sicairos et 

al  
Pyramid 
approach 

DSC 0,968 0,905 0,89 0,94 

RMSE 0,344 0,445 0,442 0,318 

PSNR 22,24 19,85 19,85 23 

Contrary to multi-temporal registration, in which we can 
clearly see that in some cases, the acquirer can change the 
distance and position of the camera between time T0 and T10 
(ex: Fig. 12). With smartphone, freehandedly, the distance 
between the feet and the camera may slightly change. This 
generates a change of scale between the two feet, making the 
task of registration more complicated. 

Based on the results of the two previous tables (Tables I 
and II) and the charts in the two Fig. 8, 9 and 10, we can see 
that the performance of the compared methods has decreased 

between the contralateral and the multitemporal registration. 
For example, in Fig. 9 we have the ICP method with a DSC of 
0.95 as a result of final overlap of the registered feet (right and 
left), this value decreased to 0.90 when applying ICP on the 
images of the same feet acquired at two different times, a 
difference of 5%. 

And this is expected, since the transformation applied by 
ICP cannot perform perspective corrections. While in the 
images of the cold stress test the person making the 
acquisitions often changes the distance and position of the 
camera between the two instants. The only method that kept 
the same performance between the two types of registration is 
the intensity-based method. As shown in Fig. 9 dice values for 
multitemporal and contralateral registration are almost identical 
for this method, unlike the other algorithms. 

 

 
Fig. 8. Dice Coefficient, RMSE and PSNR Metrics for the Four Registration 

Methods Obtained with Images of Contralateral Feet (Registration between 
Right and Left Foot). 

 
Fig. 9. Dice Coefficient of the Four Registration Methods to Evaluate their 
Performance in Both Type of Registration (Contralateral and Multitemporal). 
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Fig. 10. RMSE of the Four Registration Methods to Evaluate their 

Performance in Both Type of Registration (Contralateral and Multitemporal). 

The qualitative results are in total agreement with the 
results calculated above (Tables I and II), we see that in Fig. 11 
All four registration methods obtain a visually correct overlap 
between the fixed thermal image and the registered foot when 
both feet of the subject are located at the same distance from 
the camera. And the two algorithms based on the intensity and 
the one of Thévenaz et al [27] (pyramid registration approach) 
give the best performances. 

 
Fig. 11. Example of Contralateral Registration (Left Foot and Right Foot). in 
All Images, the Foot in Pink is the Fixed Foot (Right) and the Foot in Green is 

the Moving Foot (Left). 

 
Fig. 12. Example of Multitemporal Registration (Right Foot at Time T0 and 
Right Foot at Time T10). in All Images, the Foot in Green is the Fixed Foot 
(Right Foot T0) and the Foot in Pink is the Moving Foot (Right Foot T10). 

For multitemporal registration, as shown in Fig. 12 and 13, 
the added challenges to the algorithms are the change of the 
capturing view point and the difference distance from the 
camera between the acquisition at time T0 and the second 
acquisition at time T10. The methods that have proven their 
robustness in these cases are intensity based and pyramid 
approach. They align the images, where the feet don’t have the 
same size and shape. Unlike the method of [9] which is limited 
and only works in the case where both feet are on the same 
plane in the image and have the same shape and size. 

 
Fig. 13. Example of Multitemporal Registration (Left Foot at Time T0 and 
Left Foot at Time T10). in All Images, the Foot in Green is the Fixed Foot 
(Left Foot T0) and the Foot in Pink is the Moving Foot (Left Foot T10). 

IV. CONCLUSION 
To diagnose the DF problem at an early stage and to detect 

the areas at risk of ulceration, it is necessary to have a fast and 
non-contact procedure with simple and low-cost devices. In 
order to achieve this goal, it is important to implement an 
approach with a high-level accuracy in diagnosis, ensuring that 
the acquisition and processing of data does not introduce 
systematic errors that can be avoided at the time of conception. 

Medical diagnostic devices of DF supposed to perform 
these thermal analyses; such as the computation of temperature 
difference between contralateral feet or between feet after 
application of external stresses, require a correct alignment of 
the acquired images. Because any deviation between the 
images of the feet will have a direct impact on the accuracy of 
the subsequent abnormal temperature detection. Hence, the 
need to evaluate the performance of the registration techniques 
is used at the heart of this alignment. 

In this work, a group of registration methods was 
implemented and evaluated to match thermal images for 
diabetic foot application. For the registration of contralateral 
feet, the methods compared in this paper gave satisfying 
results. However, when applying the multitemporal registration 
which consists in aligning the same foot captured in two 
different instants (T0 and T10), we notice that the 
performances of ICP and Sicairos et al method have decreased. 
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This can be explained by the complexity increased by 
changing the capturing view point and distance in two different 
moments. 

While Intensity-based algorithm and pyramid approach 
have proved their stability and robustness in both types of 
registration, especially the intensity-based method, this is 
confirmed by the Dice coefficients obtained, which are 0.97 
and 0.96 for intensity and pyramid respectively, in the case of 
contralateral registration. 0.968 and 0.94 in the case of 
multitemporal registration regardless of the distance between 
the subject and the camera. 

This comparative study permitted to find the registration 
method that fits the most to our thermal images, with all their 
specificities and their complexity related to the adopted 
acquisition protocol. This "free hand " protocol is based mainly 
on a smartphone and the dedicated thermal camera. Even if on 
one hand it complicates the tasks of image processing such as 
segmentation and registration, on the other hand, it allows 
using the diagnosis system by patient in a convivial and simple 
way, without needing the intervention of a specialist. 

In the future, we intend to develop thermal analysis 
approaches for the detection of hyperthermia areas. 
Subsequently we envisage combining and improving all these 
techniques, in order to integrate them into a complete system of 
diagnostic to help doctors and podiatrists to identify DF 
disorders in early stages. This will certainly decrease the risks 
of ulcerations and amputations. 
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Abstract—Polycystic Ovary Syndrome is a common women's 
health problem caused by the imbalance in the reproductive 
hormones which causes problems in the ovaries. An appropriate 
machine learning (ML) algorithm can be applied to analyze the 
datasets and validate the performance of the algorithm in terms 
of accuracy. In this paper, a unique hybrid and optimized 
methodology are proposed which uses SVM linear kernel with 
Logistic Regression functionalities in a different way. The output 
of this model is passed on to the RMSprop optimizer. 
Optimization will train the model iteratively to get better output. 
For this research 1600 datasets were collected from the leading 
hospital in Bangalore Urban region. This optimized hybrid 
method is tested over PCOS datasets and it exhibited 89.03% 
accuracy. The results showed that the optimized-hybrid model 
works efficiently when compared to other existing ML 
Algorithms like SVM, Logistic regression, Decision tree, KNN, 
Random forest, and Adaboost. Also, the results of the optimized-
hybrid SVLR model showed good results in terms of F-measure, 
precision, and recall statistical criteria. Overall this paper 
summarizes the working of the proposed optimized-SVLR 
hybrid model and prediction of PCOS. 

Keywords—SVM; decision tree; logistic regression; RM Sprop; 
frameworks 

I. INTRODUCTION 
In the present world, there are very large innovations in the 

field of medicine which help clinical experts to predict any 
disease in a better and faster way. The research by Kirschner 
MA [2] shows that around 60-70% of the Indian young 
women population suffers from polycystic ovary syndrome 
(PCOS). PCOS is an endocrinopathy caused because of an 
imbalance of the reproductive hormones affecting women of 
reproductive age, which creates complications in the ovaries 
[1] [26]. The ovaries produce eggs which will be released 
every month in case of a healthy menstrual cycle. But ladies 
with PCOS will end up with irregular menstrual cycles as the 
egg may not develop as it should or it may not be released 
during ovulation [4]. Most women develop PCOS in their 20s 
and 30s but it can arise at any age after puberty [1]. Obesity is 
one of the root causes of PCOS and other infertility-related 
problems [5]. Women with PCOS have a number of obstacles 
to successful lifestyle improvement. For weight management, 

the intrinsic factors range is changed in PCOS, which is 
indicated by recent research. This has an impact on how well 
PCOS-affected women can control their weight, although 
there is currently insufficient and conflicting evidence. 

Computational model-based frameworks constructed with 
ML techniques are now widely regarded as valuable tools for 
predicting and analyzing a wide range of diseases. Around-
the-clock ML approaches are sufficient to successfully and 
proficiently predict the disease [7]. ML models, in contrast to 
traditional techniques, do not require in-depth knowledge of 
data insights. SVM, Nave Bayes, Decision Tree, and Artificial 
Neural Network (ANN) is classifier models of ML approaches 
that are commonly used in medical services. 

Due to the expensive computational tasks, and overfitting 
conditions, high dimensional data can have an impact on 
classifier accuracy in the majority of the existing research. The 
multiple characteristics are used by the previous research for 
classifying the PCOS problem, which affects the effectiveness 
of the classification results. To overcome these challenges, a 
novel Op-RMSprop algorithm has been proposed. The 
overfitting problem is reduced by selecting the most 
significant data by using the proposed model, and also it 
enhances the classification performance and processing time. 

The proposed research's primary goal is to provide a 
unique and accurate prediction model which could predict the 
possibility of PCOS patients becoming infertile soon. Here a 
hybrid model is built combining the functionality of the two 
models Support Vector Machine and Logistic Regression 
Algorithms and the model is optimized using the RMSprop 
optimizer. One of the most important aspects of ML is 
optimization [6].The optimization model is created and the 
features of the optimization method from the input data are 
learned by the ML-based algorithms [8].The popularization 
and implementation of ML models are significantly influenced 
by the efficiency and effectiveness of quantitative 
optimization algorithms in the era of large databases [9]. For 
this research RMSProp Optimization model [33] has been 
used, which is one of the best optimization techniques 
available and provides optimal output, also this technique 
reduces the learning rate monotonically. 
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This paper summarizes various first-order optimization 
techniques in Section II, a Literature review on the application 
of ML in the healthcare domain in Section III, criteria for 
evaluation of ML algorithms in Section IV, the proposed 
framework in Section V, and Results of the proposed 
framework in Section VI and finally in Section VII 
Conclusion. 

II. LITERATURE REVIEW 
In [16], Prof. Keshavaraj GK, and Prof.SuryaSukurmran 

explain about Data mining process where knowledge is 
extracted from huge datasets. Three main modules of Data 
mining are Clustering/ Classification, Association Rules, and 
Sequence Analysis. In classification/clustering data set is 
analyzed and a set of grouping rules is generated which is 
used to classify future data. In DM information is extracted 
from data sets and transformed into an understandable 
structure. It follows a computational methodology for 
discovering patterns in large data sets involving different 
approaches like AI, ML, statistics, and database systems. All 
DM tasks are either automatic or semi-automatic used for the 
examination of huge amounts of datasets. There are six 
common classes of tasks in DM they are: Anomaly detection, 
Regression, Classification, Clustering, Association rule 
learning, and Summarization. Classification is a prime 
methodology in data mining and is widely used to predict 
relationships for data instances. In this paper, a few basic 
classification techniques like DT induction, KNN classifier, 
and Bayesian networks are discussed. This paper aims to give 
an insight into various classification techniques in data 
mining. 

In [17], the author summarizes the caused deaths due to 
heart disease which has become a major issue. With the rise in 
heart stroke rates at younger ages, there is a need to put in 
place an early-stage device to identify the signs of a heart 
attack and thereby avoid it. It is not possible for a common 
man to undergo ECG frequently and as a result, there must be 
an application to detect chances of heart stroke at an early 
stage. In this paper, the authors have proposed a model which 
can predict the chances of a heart stroke using basic attributes 
like BP, age, gender, pulse rate, etc. An Artificial Neural 
network algorithm has given the most accurate result. 

In [18] the author gives insights into the constructive 
examination of different chronic diseases. ML algorithms 
provide a large impact on health care by giving an effective 
inspection of problems for accurate diagnosis. In this paper, 
the authors talk about the kidney problem which is associated 
with other numerous factors like hypertension, aging, and 
diabetes, and its effects on people in the age group 60 and 
above. The authors used ML techniques to analyze chronic 
kidney disease (CKD). Around 400 data sets were collected 
from the UCI repository and Apriori algorithm with 10-fold-
cross validation. Six classification different algorithms like 
ZeroR, Naïve Bayes, J48, OneR, and IBK were applied to the 
datasets. Data were preprocessed and normalization of missing 
data was done before analyzing datasets. The results shown 
were 99% detection accuracy for CKD datasets using the 
Apriori algorithm [13]. This study examines different ML 
methods, especially classification and association techniques. 

The paper also analyses the impacts of utilizing feature 
determination procedures in amalgamation with classification. 
This was carried out using the ANACONDA python tool. The 
outcomes were cross-checked with correctly classified 
instances, mean absolute value, and kappa statistic, with or 
without the feature_selection methodology. Datasets are 
processed with the Apriori_Association algorithm and the best 
results were achieved with IBk and Apriori associative 
algorithm with an accuracy of 99%. 

Diabetes is considered to be the worst and perhaps most 
chronic illness that causes sugar levels to increase. If diabetes 
remains untreated and unidentified, a lot of problems can 
happen [24]. To address the common yet crucial problem, the 
ML concept was used. In this paper likelihood of diabetics 
was predicted using a high precision value obtained from the 
model built using ML techniques. Thus classification 
algorithms DT, SVM, and NB are used here, to detect diabetes 
at an early phase. Using Pima Indians Diabetes Database 
(PIDD) from the UCI system observation was done. The 
performance of all algorithms is measured on different 
parameters such as Precision, Accuracy, F-Measure2, and 
Recall. The values obtained from the experiments were 
verified using Working Characteristic Receiver (ROC) [24]. 

Breast cancer (BC) is the most often observed problem 
faced by women worldwide, causing cancer-related deaths 
[20]. To enhance the prediction and probability of survival 
considerably breast cancer must be detected at an early stage. 
Accurately classification of benign tumors can help patients 
avoid unwarranted treatments. In this paper, the author 
reviews ML techniques in breast cancer detection, and 
diagnosis. Artificial neural networks (ANNs), support vector 
machines (SVMs), decision trees (DTs), and k-nearest 
neighbors (k-NNs) were applied to the cancer datasets [20]. 

Daqqa, Khaled A. S. Abu et al [21], used data mining 
techniques for getting patterns and models which are 
undiscovered in datasets. Leukemia is a condition that affects 
blood status. Blood_Cell_Counter (CBC) is employed to 
determine Leukemia detection. Leukemia is determined by 
examining the blood cell relations, gender, age, and also 
current health condition of patients using ML techniques. 
Datasets of 4,000 patients were involved in this study. Three 
classification algorithms like SVM, k-NN, and DTs were used 
in this study. From the experimental results, while comparing 
the models 77.30% accuracy is achieved by the DT algorithm 
than the other methods. 

The main research gap of the previous methods includes 
the lower performance results of the detection and diagnosis 
of the PCOS problem, high processing time, high overfitting 
problem, and high computational cost. The proposed model 
solves these problems, reduces the overfitting risk, and 
improves the classification performance and processing time 
of the model. 

III. NEED FOR OPTIMIZATION IN MACHINE LEARNING 
Building a model hypothesis, describing the objective 

function, and the model parameters are determined by solving 
the minimum and maximum of the objective function, these 
steps are important aspects of ML [10]. The first two steps of 
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these three crucial processes are ML modeling problems, and 
the desired model is solved by using the third step with 
optimization methods. The optimization problems are 
formulated in almost every ML algorithm. The optimization 
model is created and the features of the optimization method 
from the input data are learned by the ML based algorithms. 

The most commonly used optimization technique is a first-
order method. An extensive survey done on optimization 
methods by Sun et al [33] says that ML frequently employs 
first-order optimization algorithms. The commonly utilized 
first-order optimization algorithms that are used in the ML 
journey are summarized in Table I. 

TABLE I. SUMMARIZATION OF FIRST-ORDER OPTIMIZATION TECHNIQUES [33] 

Method  Properties  Advantages  Disadvantages 

Gradient Descent  
Here With every update, the model finds the target and 
gradually converges to the objective function’s optimal 
values. 

the objective function is convex 

The cost of calculation is high since it 
operates by dynamically adjusting 
elements in the reverse direction of 
the objective function's gradient. 

Stochastic 
Gradient Descent 

Here, each iteration is based on a random sample that 
updates the gradient (theta) rather than directly calculating 
the gradient itself. 

The cost of calculation is reduced 
since the time it takes to calculate 
each update is independent of the 
total number of training samples.  

Determining the suitable learning rate 
is difficult. 

Adagrad Here the learning rate will be low if the high gradient, and 
vice versa 

The approach can be used to solve 
problems with sparse gradients. Each 
parameter's learning rate is adaptively 
adjusted. 

For addressing non-convex problems, 
it is not suitable. 

RMSprop It changes the way from total gradient accumulation to an 
exponential moving average. 

It can be used to solve non-stationary 
and non-convex issues. Also, suitable 
for large and multidimensional space 

The update procedure is rehashed 
around the local minimum within the 
late training period. 
 

Adam Combines the momentum method and adaptive methods  

With large amounts of data and larger 
feature space, it is effective for 
solving most non-convex 
optimization problems 

In some instances, the approach may 
fail to converge. 

ADMM  
(alternating 
direction method 
of multipliers ) 

The approach addresses optimization problems with linear 
constraints.  Divide and rule methodology Difficult to calculate the penalty 

From Table I, we can infer that the RMSprop optimization 
technique is one of the best techniques which can be applied 
to medical datasets. It’s one of the good and fast optimizers 
when compared to the existing optimizers. RMSProp is an 
algorithm that aims to find the global minima where the cost 
function reaches the smallest possible value. The technique 
relies on the concept of the Exponentially Weighted Average 
(EWA) of the gradients. The exponentially weighted average 
(EWA) is used to determine the moving average. It consists in 
keeping the previous values in a memory buffer. This is 
achieved by using this recursive formula: 

Vt = βV t-1 +(1- β) θ t          (1) 

Where Vt: Moving average value at ‘t ’ i.e. averaging θ t 
over 1/1−β units (approx). 

IV. BACKGROUND 
PCOS is a famine problem faced mostly by young women 

between the ages of 19-35yrs. The risk of PCOS is higher if a 
woman is obese or if her mother, her sister, or her aunt had 
PCOS [2][27]. A few common signs of PCOS are as follows: 

• Women undergoing PCOS may have an Irregular 
menstrual cycle i.e. they will fail to get periods or may 
have fewer periods (less than 8 times/ year) or they 
may have periods every 21 days or more frequently. 
Few ladies may even stop getting periods [11][25]. 

• Excessive hair on the facial hair or various body parts 
that men normally have. This phenomenon is named 
"Hirsutism”, which affects about 70-80% of women 
having PCOS. 

• Acne may be developed on the face, chest, or upper 
back. 

• Hair thinning or loss of hair can happen on the scalp 
resulting in baldness. 

• Increase in the weight or problem in losing weight 

• Skin darkening in the neck region or other parts of the 
body. 

• Skin tags are tiny flaps of excess skin in the neck 
section or armpits. 

PCOS is caused because of two main reasons: 

1) More production of androgens hormones, at times, is 
called "male hormones". Every woman contributes towards 
making a small number of androgens. Androgens are 
responsible for the overall development of male features such 
as male-pattern baldness in the female body [2][34]. Women 
having PCOS have higher androgens. Two major signs of 
androgens are it stops the egg from releasing during each 
menstrual cycle and extra growth of hair and acne [12][28]. 

590 | P a g e  
www.ijacsa.thesai.org 

https://arxiv.org/pdf/1906.06821.pdf%23:%7E:text=Building%20models%20and%20constructing%20reasonable,to%20solve%20the%20optimization%20problem.
https://www.womenshealth.gov/a-z-topics/polycystic-ovary-syndrome


(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 6, 2022 

2) An increase in insulin levels results in PCOS. Insulin is 
a hormone that is responsible for converting food into energy. 
Insulin resistance is a condition in which cells of the body fail 
to respond adequately to insulin, resulting in higher levels of 
insulin blood [3][35]. Most women with PCOS undergo 
insulin resistance when they are obese or overweight [14]. 

3) Multiple key factors include poor eating habits, less 
physical activity, and having a diabetes family background 
(usually type 2 diabetes). This can lead to type 2 diabetes over 
time. Fig. 1 shows the complex interaction with the underlying 
problem of PCOS. The figure describes the root cause of 
PCOS [29]. 

This section presents the results obtained through 
experimentation. It is important to find the best fitting 
classification algorithms [19] [22]. There are various criteria 
to measure the performance of the algorithms; they are listed 
as follows [23]: 

• Classification accuracy: is the potential of the design to 
effectively foresee the class labels. It is given in the 
form of percentage. 

• Speed: is the time taken to bring up the model. 

• Robustness: to predict the system correctly with 
missing data and noisy observations. 

• Scalability: A model can be precise and efficient when 
managing a growing quantity of data. 

• Interpretability: the degree of interpretation that the 
algorithm provides. 

• Rule Structure: Understanding the rule structure of the 
algorithm. 

The second stage is to inspect performance criteria like 
measurements, the speed, and frequency of the working 
model, and intelligibility. 

 
Fig. 1. Complex Interaction Underlying PCOS. 

Accuracy (AC): is the percentage of correct predictions. It 
is calculated as per the confusion matrix. 

AC =  𝑇𝑁 + 𝑇𝑃
 𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 + 𝑇𝑁`

          (2) 

• TN --> true “-” 

• TP --> true “+” 

• FP --> false “+” 

• FN--> false “-”  

Precision (P): reflects the fraction of positive observations 
of “+” observations correctly predicted among the total “+” 
observations predicted. 

P = 𝑇𝑃
𝑇𝑃+𝐹𝑃`

           (3) 

Recall (R): calculates the proportion of accurately 
projected positives in each class. 

R = 𝑇𝑃
𝑇𝑃 + 𝐹𝑁

           (4) 

F-measure: The criteria for Recall and Precision are taken 
together than individually. Thus the F-Measure values that are 
obtained by the Harmonic Mean (HM) of both methods are 
considered. F-measure thus provides two levels of 
classification accuracy. 

F − measure = 2 × 𝑃 × 𝑅 
 𝑃 + 𝑅 `

          (5) 

Where R is the recall and P is the precision. 

ROC area: The curve shows how different classification 
algorithms perform in terms of prediction value. It is 
important for selection criterion for finding the correct 
methodology for classification. If the value approaches 1, it 
demonstrates that the classification was done properly. 

RMSE: The RMSE is determined as the Mean Squared 
Error's square root. To calculate the dissimilarity between 
actual values and estimated values, RMSE is used. It shows 
the difference between expected and observed values' standard 
deviation. The RMSE value is desirable to a small. 

RMSE = √𝑀𝑆𝐸 = �∑𝑛𝑖=1 (𝑦𝑖−ŷ𝑖)
𝑛

         (6) 

V. RESEARCH METHODOLOGY 
The main purpose of this paper is to examine classification 

ML techniques based on the accuracy of prediction for PCOS 
detection. The paper explores different detection 
methodologies with different techniques using classification 
algorithms and analyses them for events that have been 
accurately described. These classification algorithms give 
early-stage PCOS analysis standards. 

In the proposed methodology, a prediction model is built, 
and also the comparison of various classification algorithms is 
shown in Fig. 5. The main goal of this research is to propose 
the best classification technique using ML to predict PCOS. A 
comparative study of the proposed method is carried out using 
other cutting-edge techniques. Fig. 2 describes the different 
phases in brief: 
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1) Dataset selection process: The PCOS [30][32] is 
detected by selecting the dataset for analyzing data to extract 
necessary information. Datasets to implement the ML 
technique should be in large numbers to get accurate results. 
The dataset for this research is obtained from ESIC Hospital, 
Bangalore urban region. The data was collected from ladies 
within the age group of 19-40, working in different firms. 

2) Data Preprocessing and feature selection step: The 
dataset retrieved from Survey had 20 attributes, out of which 
only 17 attributes are applicable for this research. The few 
missing records, invalid values, duplicate values, and 
unnecessary fields were removed. Based on the attribute-
relation file format, the dataset is created using 17 attributes. It 
is then transformed into binomial form. 

3) Data: A dataset stored in CSV format contained 1800 
PCOS patient details containing 17 selected attributes. The 
final "class" attribute has the value "0/1", which shows that an 
individual with PCOS, like 1, and normal patients as "0". The 
PCOS dataset's standards, representations, and attributes are 
described in Table III. The dataset has 735 “non PCOS” and 
1065 “PCOS” cases. 

 
Fig. 2. Proposed Methodology. 

A. Proposed Optimized-Hybrid SVLR Classification 
Technique 
This is a hybrid classifier combining the two classifiers i.e. 

Support vector machine and Logistic regression classifiers. 

SVM can be used as a regression method by maintaining a 
few characteristics that characterize the algorithm. SVLR uses 
the same principles as the SVM for classification but with 
minor changes. This SVLR technique performs two stage 
classifications. The training and testing stages have a distinct 
window to extract the features from the datasets. The dataset 
after preprocessing is passed on to the SVLR machine model 
to analyze the dataset. The schematic diagram of the proposed 
method is given in Fig. 3. 

 
Fig. 3. Working on Proposed Optimized-SVLR Model. 

B. SVLR Algorithm 
Let's represent the Dataset in the form (A1, A2, AN) where N 
represents N- samples and where= 1, 2,..,10. 
Step 1: There is an 'N' number of SVM Classifier models, 
represented as SVi running over 'N' sets of datasets. For every 
run, SVM Classifier will form a Hyperplane to say hi to SVi. 
 
Step 2: The distance dR to the hyperplane must be calculated 
for ‘N’ samples in the data set. Therefore the vector with ‘n’ 
dimension where d=dk,1…dk,n is obtained. 
 
Step 3: The ‘d’ vector is then prepared to be given to the 
Logistic Regression Model which will take all responses of the 
SVM model. 
 
Step 4: After the evaluation with the LR model, the prediction 
is done and necessary parameters are evaluated using the 
threshold value. In the proposed method, the description of the 
attributes is given in Table II. 
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TABLE II. DESCRIPTION OF ATTRIBUTES 

SL.No Attributes Description 

1 Are your periods regular? (YES/NO) two nominal values "yes" and "no" 

2 Are you gaining weight Rapidly? (YES/NO) two nominal values "yes" and "no" 

3 Are you facing an excess of facial or Body Hair? (YES/NO) two nominal values "yes" and "no" 

4 Do you have patches of dark areas on your skin? (Yes/No) two nominal values "yes" and "no" 

5 Do You suffer from pimples? (YES/NO) two nominal values "yes" and "no" 

6 Do you face depression and anxiety? (YES/NO) two nominal values "yes" and "no" 

7 Do you have any family history of Hyper Tension? (YES/NO) two nominal values "yes" and "no" 

8 Are you finding any difficulty in maintaining your body weight? (YES/NO) two nominal values "yes" and "no" 

9 Do you have oily skin? (YES/NO) two nominal values "yes" and "no" 

10 Are you losing a lot of hair or has it become thinner in its strength? (YES/NO) two nominal values "yes" and "no" 

11 Do you exercise regularly? two nominal values "yes" and "no" 

12 Are you mentally stressed due to the following exercise? (Are you newly admitted to the hostel?) two nominal values "yes" and "no" 

13 Are you mentally stressed due to the following exercise? (Do you have personal problems?) having two nominal values "yes" and "no" 

14 Are you mentally stressed due to the following exercise? (Peer pressure?) two nominal values "yes" and "no" 

15 Are you mentally stressed due to the following exercise? (Change in dietary habits?) two nominal values "yes" and "no" 

16 How often do you eat fast food? two nominal values "yes" and "no" 

17 Any Family history of diabetes? two nominal values "yes" and "no" 

18 Class Label PCOS suffering patient-Yes (1) else No(0) 

C. RMSprop Optimization 
Root Mean Squared Propagation is an extension to the 

gradient descent optimization algorithm [31] and is designed 
to speed up the optimization process, by decreasing the 
number of function evaluations that are needed to improvise 
the functionality of the optimization algorithm to obtain the 
best. RMSprop is similar to gradient descent with momentum 
in that it employs an exponentially weighted average of 
gradient, but the distinction is that it updates the parameters 
[15]. 

Implementation: The algorithm works better results by 
updating the model parameters such as the Weight (W) and 
bias (B). 

Consider the parameters Wi and Wj which are used to update 
the parameters W and B. During the backward propagation: 
Weight = W — learning rate * Wi 

Bias = B — learning rate * Wj 

The weighted averages of Wi and Wj's squares are 
exponentially weighted in the RMSprop algorithm. 

ΔWi = β * ΔWi + (1 — β) * Wi2 

ΔWj = β * ΔWj + (1 — β) * Wj2 

Here, ‘β’ momentum is a separate hyperparameter that ranges 
from 0 to 1. 

Then a new weighted average of observed and previous values 
must be calculated. After that the parameters are updated. 

Weight = W — learning rate *Wi / sqrt(ΔWi) 

Bias = b — learning rate * Wj / sqrt(ΔWj) 

ΔWi is comparatively small so it is divided by Wi and ΔWj is 
comparatively large, so Wj is divided with a relatively larger 
number to slow down the changes on a vertical dimension. 

VI. EXPERIMENTAL RESULTS 

A. Performance Evaluation of Existing ML Algorithms for 
PCOS Datasets 
The PCOS datasets have been tested over different ML 

Algorithms. The performance measures of the paper have 
been summarized in Table III. 

F-measure, Recall, Precision, ROC area, RMSE, and 
Accuracy value was calculated and compared. 

The highest classification accuracy of 87.39 percent is 
obtained by Logistic Regression and SVM classifiers, as seen 
in the tables above. While comparing the RMSE values, also 
the SVM and LR classifiers achieve the reduced results of 
0.35 then the other classifiers, and Decision Tree (DT) obtains 
the worst performance results with a value of 0.361.The LR 
algorithm has the largest ROC area, with a value of 0.87, 
therefore it has the best classification performance. SVM and 
LR are the best methods when precision and F-measure are 
considered. According to the recall criterion, the SVM and LR 
show a good value of 0.874. In terms of recall, precision, F-
measure, and accuracy evaluation metrics, SVM and logistic 
regression are the best algorithms. 

  

593 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 6, 2022 

TABLE III. EVALUATION OF ML ALGORITHMS 

Algorithm F-measure Recall Precision ROC area RMSE Accuracy (%) 

KNeighbors Classifier 0.827 0.84 0.827 0.883 0.32 84.032 

Support Vector Machine (SVM) Classifier 0.871 0.874 0.869 0.788 0.355 87.395 

Decision Tree (DT) Classifier 0.832 0.832 0.82 0.77 0.361 83.1 

Random Forest (RF) Classifier 0.717 0.798 0.839 0.933 0.334 79.8319 

AdaBoost Classifier 0.844 0.849 0.841 0.884 0.3291 84.87 

Gaussian Naïve base Classifier 0.832 0.832 0.832 0.896 0.3365 83.1933 

Logistic Regression (LR) 0.875 0.874 0.876 0.844 0.3572 87.395 

B. Performance Evaluation of Optimized RMSprop-SVLR 
Hybrid Algorithm for PCOS Datasets 
The paper proposes a new optimized and hybrid ML 

Model which combines the features of both Support Vectors 
Machine as well as Logistic Regression Algorithms and 
performs optimization to enhance the output. The optimized-
SVLR Model takes PCOS Datasets as input and checks for 
performance metrics. 

The output value is accurately determined by the proposed 
method as per the results. Fig. 4(b) depicts the RMSE 
reduction curve of the gradient descent method during training 
and testing. The expected and observed outputs of the test 
signal are also shown in Fig. 4(a). The RMSE values can 

steadily decrease with iteration when relatively modest 
learning rates are utilized due to an effective network setup. 

The average precision score and the recall trade-off were 
then shown. The Precision-Recall Curve depicts the 
distribution of values in detail. When there is a major 
deficiency in the dataset, the Precision-Recall Curve is 
performed and the PCOS problem is identified based on the 
performance of the curve because depending on a single 
metric is damaging and not a sufficient measure of selecting 
the algorithm 

The Precision-Recall Curve and Average Precision Score 
are depicted in Fig. 5. Precision Score is the AP at the top of 
each graph. The AP for the Precision-Recall Curve is Average 
Precision Score is shown below in the figure. 

   
Fig. 4. Numerical Labels are used to calculate the RMSE in the Training Phase. Classification Results using the Provided (a) Over Modeled Labels as Output 

Labels and (b) RMSE Value based on Numerical Labels during the Training Process. 

 
Fig. 5. With Average Precision, the Precision-Recall Curve for Hybrid-SVLR Algorithm. 
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Table IV shows the performance of an optimized-SVLR 
algorithm. The optimized SVLR Algorithm is a hybrid 
algorithm that combines the features of Support Vector 
Machine and Logistic Regression. The model is optimized 
with RMSprop optimized algorithm. It is observed that 
Optimized-SVLR performed well for the given datasets for all 
the performance measures. 

C. Results and Discussion 
The higher accuracy of 89% is achieved by the proposed 

Optimized-SVLR algorithm based on input images with 
feature extraction and PCOS diagnosis as per the results. The 
performance of each classifier is shown by the ROC curve for 
a better representation of this comparison. The true-positive 
and false-positive rates are compared by forming the curve. 
Based on this curve, the best classifier has the lowest false 
positive rates and highest true-positive rates. Fig. 6 illustrates 
the ROC curve. 

As per the results, the developed SVLR model is the best 
classifier for PCOS diagnosis. Moreover, the Random Forest 
Classifier and the Gaussian Nave basis Classifier are the 
second and third high-performance classifiers, respectively. 

The accuracy comparison of several existing classifiers 
with the proposed classifiers is given in Fig. 7. The optimized-
hybrid SVLR model produces better accuracy than the prior 
classifiers; the SVLR model effectively diagnoses the PCOS 
problem. 

TABLE IV. PERFORMANCE MEASURES OF OPTIMIZED SVLR HYBRID 
ALGORITHM 

Optimized SVLR Algorithm Performance measures 

Accuracy 89 % 

Recall 0.92 

Precision 0.89 

ROC area 1.0 

RMSE 0.29 

F-measure 0.91 

 
Fig. 6. The ROC Curve of the Classifiers for Diagnosis of PCOS. 

 
Fig. 7. Accuracy Comparison Graph. 

PCOS is a significant medical problem among women 
caused by the imbalance in the reproductive hormones which 
causes problems in the ovaries. An appropriate ML algorithm 
can be applied to analyze the datasets and validate the 
performance of the algorithm in terms of accuracy. A different 
hybrid and optimized methodology are proposed in this paper, 
which uses SVM linear kernel with Logistic Regression 
functionalities in a different way. The RMSprop optimizer 
receives the output of this model. The performance of the 
diagnosis is improved by training the model iteratively using 
optimization. 1600 datasets from the top hospital in 
Bangalore's urban area were gathered for this research. 

VII. CONCLUSION AND FUTURE REFERENCE 
This paper addresses women's fertility problems caused 

because of polycystic ovary syndrome (PCOS). PCOS is a 
very common problem faced by women of the reproductive 
age. These risk factors causing this problem are unhealthy 
food habits, lack of exercise, hereditary, diabetes, prolonged 
medications, etc. The ML technique is applied to 1800 
datasets that were collected from ESIC hospital, Bangalore. 
Various classification algorithms like, SVM, Decision Tree, 
Logistic Regression, Random forest, NB, Adaboost, and KNN 
were applied to the datasets collected. Accuracy, RMSE, 
ROC, Precision, Recall, and F-measure were calculated for the 
classification algorithm. Optimizing improves the 
performance of the algorithm and thus improves the overall 
performance. It is observed that the optimized hybrid SVLR 
performs well when compared with all other classification 
algorithms. The Optimized SVLR algorithms give an accuracy 
of 89.03, which is comparatively better than other 
classification algorithms. Also this new proposed optimized 
SVLR Algorithm could be applied to other healthcare domains 
to obtain better results in both medical as well as ML domains. 
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Abstract—The preservation and rational use of the grown 
harvest, obtaining the maximum product output from raw 
materials today is one of the most important state tasks. 
Automation of production processes is the main area in which 
production is currently advancing around the world. Everything 
that was previously performed by the person himself, his 
functions, not only physical but also intellectual, are gradually 
transferred to automation systems that perform technological 
cycles and exercise control over them. The purpose of the article 
is to analyze the effect of automation on the ability to store grain 
in elevators. The main research question is what factors should 
be considered when introducing an automation system into the 
grain storage process at elevators to improve the efficiency of 
process control at enterprises. To solve the question posed, a 
qualitative study was conducted using the method of an expert 
survey. The article reveals the factors that affect the quality of 
grain; the tasks implemented in the computerized process control 
system (CPCS) and management information and control system 
(MICS); the factors that hinder the grain elevator automation; 
the tasks solved by the automation of grain elevators in the 
framework of autonomous subsystems and integrated automatic 
control systems (ACS). It is concluded that the implementation of 
automation in the process of grain storage in elevators leads to an 
increase in grain quality, increased productivity, reduction or 
elimination of losses caused by theft and the peculiarities of grain 
storage, saving energy resources, minimizing the impact of the 
human factor, as well as the risks of accidents. At that, the 
inclusion of non-standard tools in the MICS and CPCS makes it 
easier to solve several current automation problems. Creating 
standard problem-oriented complexes of responsible decision-
makers based on an integrated ACS, with the inclusion of 
certified object-oriented non-standard tools in their composition, 
is the most rational way to further improve the efficiency of the 
automated control system of the industry. 

Keywords—Grain elevator; automation; grain quality; grain 
storage; grain drying; grain losses 

I. INTRODUCTION 
Storage of grain products without losses is of great national 

importance and serves to solve several strategic tasks, such as 
guaranteeing the country's food security, providing raw 
materials for the processing industry, strengthening the feed 
base of animal agriculture, and creating appropriate conditions 

for effective export-import. Grain storage is one of the main 
factors of stabilization and increase of grain production not 
only in Russia. In the context of the global logistics crisis, it is 
necessary for grain to be able to be stored for as long as 
possible, without the deterioration of the consumer 
characteristics of grain quality. To do this, it is necessary that 
during its production, technological processes are carried out at 
the highest quality level, even if the enterprise does not have 
significant labor and financial resources. 

In the broad sense of the term, storage means a system of 
technical and technological, regulatory, and economic-legal 
measures aimed at extending the shelf life of grain and seeds 
[1]. Technical and technological measures include a network of 
granaries/elevators, and a set of processes for accepting grain, 
preparing it for storage, as well as the storage technology itself 
[1]. 

An important part of the storage system is grain elevators, 
which represent complexes of structures designed for 
receiving, cleaning, drying, processing grain, and shipping it to 
consumers. A grain elevator is a complex system with a large 
number of operations that require precise accounting and 
control. 

It should be noted that in agricultural enterprises, where the 
shortage of highly qualified labor is most noticeable, there is a 
fairly high need for partial or complete automation of 
technological processes, which in the contemporary conditions 
is an integral part of rising the competitive advantage of the 
enterprise because it will allow competing quite successfully 
both on the domestic and the world market [2]. Thus, 
according to a study by the California Farm Bureau, more than 
40% of farmers over the past five years have not been able to 
employ all the workers needed to grow the main crop. It was 
revealed that about 56% of farmers started using 
mechanization in the last five years, and of the total, more than 
half noted this was initiated by a lack of skilled labor [3]. 

However, according to the researchers [4], the construction 
of grain elevators primarily focuses on equipment, its 
efficiency, and cost, while automation of grain elevator 
operations, as a rule, is postponed, although, with its 
implementation, agricultural enterprises could have saved 
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significant funds. Thus, the researchers [4] claim that the 
payback period of a fully automated newly built grain elevator 
is 1.5 years less than that of a similar non-automated grain 
elevator due to minimizing personnel costs, reducing energy 
consumption, and optimizing technological routes. At that, 
automation of an already operating grain elevator with a 
capacity of 40 thousand tons of one-time grain storage takes 3-
4 months (from the programming process flows to the 
assembly of equipment and installing software). 

Therefore, the grain elevator is the most relevant research 
object of automation systems in the industry. 

II. LITERATURE REVIEW 
According to the researchers [5] the grain quality and 

properties are influenced by various factors that need to be 
taken into account already at the growing stage, during 
harvesting, primary processing of grain, and subsequent 
storage. A detailed description of these factors is presented in 
Table I. 

TABLE I. FACTORS AFFECTING GRAIN QUALITY 

Stage Factor 

Grain cultivation 

The quality of the seed grain, in particular, the sowing 
and varietal characteristics. Thus, the grain of different 
wheat varieties has different flour-milling and baking 
qualities; different varieties of corn differ in feed 
properties; varieties of barley have various brewing 
qualities; different varieties of rapeseed and soy differ in 
oil content and the like. 
Reducing infestation of fields and the impact of pests 
Application of mineral fertilizers 
Weather and climatic conditions. Thus, in the case of a 
large amount of precipitation, grain receiving plants 
receive highly moisture grain, which requires additional 
costs for drying. In dry years, during the grain 
maturation period the grain filling stage grows short 
reduced; in early frosts, grain is characterized by lower 
technological qualities and less resistance to storage. 

Harvesting 

Harvesting with a combine. In Soviet times, as a basis 
for solving grain quality issues, namely, drying, 
maturing in rolls, and the ability to start harvesting 6-7 
days earlier, a separate combining method was used. But 
with high prices for fuel and lubricants, as well as in 
adverse weather conditions, a separate combining 
method is often economically inefficient and can lead to 
a significant loss of grain. Therefore farms often use the 
direct combining method. Currently, the energy 
component is the main criterion for choosing the grain 
harvesting method. 
Grain fractionation by moisture. If the grain was 
harvested in different weather conditions, it is advisable 
to carry out grain fractionation by moisture (dry, 
medium-dry, wet and sodden grain) to facilitate post-
harvest processing and storage of grain, and reduce 
energy costs. Post-harvest 

grain processing Grain cleaning and drying allows bringing the grain to 
the requirements of regulatory documents in terms of the 
foreign matter and moisture content of grain for further 
storage in granaries or further processing. 

Grain storage 

Complete set for the quality of individual grain batches  
Disinfection against pests 
Required temperature and humidity (climate control) in 
the granary 

Source: Compiled based on [6-9] 

According to the researchers [10], the greatest influence on 
the grain quality has heat treatment, namely, grain drying, 
which, if the process is not properly conducted, downplays all 
measures to obtain a high quality of the crop. 

At the present development stage of grain drying 
equipment, the convective drying method is most often used in 
continuously operating grain dryers of column, tower, vertical, 
and drum types. Also, for drying grain in small volumes, or 
grain for seed purposes, periodic grain dryers in a fixed layer or 
bunkers for venting grain are used [11]. The automation level 
of the drying process allows controlling and measuring the 
grain feed, level, moisture, and temperature, as well as heat 
carrier temperature in the grain dryer [12]. 

Recent practices in the field of automated process control 
systems make it possible to automatically predict the process of 
self-heating of grain, which is necessary to improve the 
efficiency of grain storage [12, 13]. 

However, the use of serial standard tools in automated 
enterprise control systems and automated process control 
systems of enterprises in the grain storage and processing 
industry has practically exhausted its potential [14, 15]. The 
inclusion of non-standard tools in standard automated 
enterprise management systems and automated process control 
systems makes it possible to simplify the solution of several 
topical automation problems [16, 17]. The creation of typical 
problem-oriented complexes of responsible decision-makers 
based on an integrated ACS, with the inclusion of certified 
object-oriented non-standard tools in their composition, is the 
most rational way to further improve the efficiency of the 
industry’s automated control system [18, 19]. 

Thus, the issues of introducing control automation for grain 
storage at elevators relevant in Russia remain unresolved. They 
include factors constraining the automation of elevator 
operation and the possibility of creating an integrated ACS 
(ACS of technological processes and ACS of the enterprise). 

The research hypothesis is formulated as follows. The 
implementation of automation in the grain storage process in 
elevators allows improving grain quality, increasing 
productivity, reducing or eliminating losses caused by theft and 
the grain storage peculiarities, saving energy resources, 
minimizing the impact of the human factor, and the risks of 
accidents. 

The article reveals the factors affecting the grain quality; as 
well as the tasks implemented in the computerized process 
control system (CPCS) and management information and 
control system (MICS); the factors that hinder the automation 
of grain elevators; the tasks solved by the automation of grain 
elevators in the framework of autonomous subsystems and 
integrated automatic control systems. 

III. RESEARCH OBJECTIVES 
The following research objectives were set: 

1) To determine the factors affecting the quality of the 
grain should be taken into account already at the stage of grain 
cultivation, harvesting, primary processing, and subsequent 
storage. 
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2) To determine the factors that hinders the complex 
automation of grain elevators. 

3) To specify the tasks implemented in the CPCS and 
grain elevator MICS using standard and non-standard means. 

4) To consider the tasks solved by the integrated ACS of 
the grain elevator, whose solution within the local subsystems 
is difficult or impossible. 

The article consists of an introduction, a literature review, 
research methods, results, discussion, and conclusion. 

IV. METHODS 

A. Research Design 
To achieve the set goals, the following research methods 

were used in the article: 

• Theoretical methods (generalization, analysis, and 
synthesis theoretical basis of the study). The theoretical 
basis of the study was grouped depending on the type of 
documents. The first group of sources of information 
consisted of studies devoted to the problem of grain 
quality and storage factors affecting it. The second 
group of information sources was devoted to the 
problem of automation of grain storage complexes. The 
considered sources of information were mainly articles 
from scientific peer-reviewed journals indexed in 
Scopus and Web of Science over the past 15 years (57 
publications). 

• Empirical methods (expert survey method) were 
employed to determine the factors that hinder the 
automation of grain elevators, as well as tasks 
implemented through CPCS and MICS, and solved 
using the integrated ACS of the grain elevator. 

B. The Procedure and Research Tools 
The expert online survey was held as part of the annual 

comprehensive monitoring of the development of agriculture in 
Russia in 2021. The annual comprehensive monitoring was 
supported by six universities (Dagestan Federal Research 
Center of the Russian Academy of Sciences, Kemerovo State 
University, Moscow Aviation Institute, Russian State Social 
University, Moscow Polytechnic University, and Russian State 
University of Tourism and Service). The selection criteria for 
the work of experts included experience in the field of 
agricultural automation for at least seven years, a position at a 
level below a middle manager in engineering companies 
engaged in the design and maintenance of elevators, as well as 
heads of agricultural enterprises, whose interests include the 
use of ACS of technological processes and ACS of the 
enterprise of the elevator. 

The expert online survey was attended by 35 experts’ 
distribution by status and length of service is presented in 
Table II. 

The experts were asked several questions concerning the 
automation of the grain elevator performance: 

1) What are the main deterrents to the automation of 
elevator operation? 

2) What tasks are subject to automation in the first place in 
the ACS of technological processes and the ACS of the 
enterprise? 

3) What tasks can be solved by the integrated ACS of the 
elevator? 

All participants were warned about the purpose of the 
survey and the planning of the organizers of the study to 
publish the survey results in a generalized form. 

TABLE II. DISTRIBUTION OF EXPERTS BY STATUS AND WORK 
EXPERIENCE 

Status Work 
experience Number, persons 

Heads of engineering companies 
7 to 12 years 9 

Over 12 years  10 

Heads of agricultural enterprises 
7 to 12 years 4 

Over 12 years 12 

C. Statistical Analysis 
During the mathematical processing of the research results, 

the percentage of expert mentions of the factors hindering the 
automation of grain elevators, as well as the tasks solved by the 
integrated ACS, was determined. 

The ranking of the entire set of expert opinions consisted in 
their arrangement by each of the experts in the form of a 
sequence according to their decreasing preference. 

At that, each of the opinions was evaluated by the rank 
(number) under which they were arranged in this sequence. 
The final rank represented the arithmetic mean of all the expert 
ranks in the sample of experts. 

V. RESULT 
According to experts, despite the huge potential 

opportunities of the current market, the provision of a variety 
of automation services, the complex automation of grain 
elevator operations is constrained by the following factors 
(Table III). 

According to experts, these factors predetermine the 
situation in which solutions to automation problems are 
performed within the established document flow with the same 
automation functions and a simple transfer, as a rule, only the 
technical support of the ACS to a more modern level. 

TABLE III. FACTORS HINDERING THE GRAIN ELEVATOR AUTOMATION 

Factors % Rank 

Lack of objective knowledge about the potential capabilities 
of the ACS on the part of the customer; as a rule, decision-
makers underestimate the importance of automation or, 
sometimes, have excessively high expectations 

74.3% 1 

The lack of subject orientation of developer enterprises and, 
as a result, the lack of knowledge about the subject area on 
the part of specialists of leading enterprises specialized in 
providing IT services (technologies) using standard design 
solutions 

68.6% 2 

Note: compiled based on an expert survey. 
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Initially, the experts considered standard already 
functioning CPCS and MICS. According to experts, with 
respect to the CPCS of the grain elevator, automation should 
concern tasks implemented using standard (SCADA) and non-
standard tools. In the MICS, tasks are implemented, as a rule, 
using 1C (Table IV). 

TABLE IV. TASKS IMPLEMENTED BY THE CPCS AND MICS 

Means List of tasks 

CPCS 

Standard  

Controlling grain movement routes (several hundred, 
sometimes thousands of input/output signals); weighing, dosing 
(usually implemented using strain gauges); management of 
aspiration, ventilation, i.e. typical CPCS tasks implemented 
using SCADA systems. 

Nonstandard 

Measuring the temperature field of grain storage array (several 
thousand control points); grain drying control (a few dozen of 
the input-output signals); measuring the grain humidity in the 
flow; continuous grain level measurement in silos, etc. 

MICS 

Standard  
Accounting, tax, production accounting; as well as issues, such 
as personnel, salary, warehouse, trade, etc., i.e. typical MICS 
tasks, which are implemented using the 1C complex 

Nonstandard 
Quantitative and qualitative analysis of grain and grain 
accounting, grain movement accounting, decision-making 
support systems, etc. 

Note: compiled based on an expert survey 

At that, in standard solutions, noted systems function 
locally, the CPS and MICS continue to remain autonomous and 
have no links. Meanwhile, according to experts, some 
automation tasks are successfully solved within the framework 
of autonomous subsystems. 

However, the creation of an integrated ACS will allow 
solving problems that are difficult or impossible to solve within 
local subsystems (Table V). 

TABLE V. TASKS SOLVED BY THE INTEGRATED ACS 

No Tasks % Rank 

1 Grain drying in automatic mode 82.6% 1 

2 Performing grain acceptance and shipment operations 
with a given performance 77.1% 2 

3 Reducing or eliminating grain losses due to theft 71.4% 3 

4 Eliminating losses caused by the grain storage 
peculiarities  62.9% 4 

Note: compiled based on an expert survey 

VI. DISCUSSION 
Speaking about the automation of grain elevators in the 

framework of implementing autonomous subsystems, the 
majority of experts (82.6% of respondents) note that as a rule 
standard design solutions are developed by organizations that 
are official dealers of large developer enterprises. Thus, 
automated control systems are implemented using SCADA 
systems, which are collecting real-time information from 
remote points for processing, analyzing, and possibly 
managing remote objects. The requirements of real-time 
processing are determined by the need to deliver all the 
necessary events and data to the central interface of the 

operator (dispatcher). All contemporary SCADA systems 
include three main structural components: 

• RTU (Remote Terminal Unit), which is the lower level 
of the CPCS: industrial computers, programmable logic 
controller (PLC). 

• MTU (Master Terminal Unit), which is supervisory 
control center (upper level). 

• CS (Communication System) [13]. 

The SCADA system solves the following main tasks: 
providing data exchange with controllers, terminal devices, and 
real-time data processing; visualization of the technological 
process progress on monitors and terminals; ensuring the 
storage of technical information in a real-time database; 
monitoring technological parameters; implementing warning 
alarm and alarm event protocol; generating reports on the 
progress of technological processes; providing data to external 
systems at the enterprise management level [14]-[16]. 

The characteristics of alternative SCADA systems are 
given in Table VI. 

Free technical support is provided by the Russian company 
AdAstra Research Group LLC (TraceMode V6) – the only 
100% Russian company in the SCADA systems market, as 
well as by JSC Klinkmann SPb, a distributor of AVEVA 
(InTouch V10), which has been trying to enter the Russian 
market since 2019. 

According to experts, that is confirmed also in the works of 
researchers [17], the main drawback of standard design 
solutions is the replication of universal proposed tools without 
the proper orientation to a specific subject area. Besides, the 
functionality of the supplied equipment (software product) is 
due to the versatility, and therefore the excess of the means 
used, which leads to a decrease in reliability, the inability to 
take into account the specifics of the grain elevator, and leads 
to a lower level of automation. 

TABLE VI. CHARACTERISTICS OF ALTERNATIVE SCADA SYSTEMS FOR 
RUSSIA 

Name 
of the 
SCAD
A 

The function of 
the process 
execution 
module 

Cost of 
technical 
support, 
thousand 
USD 

Availability of a 
free 
development 
environment 

Price of the 
process execution 
module, thousand 
USD 

InTouc
h V10 

Monitoring, 
management, 
archiving 

Free of 
charge - 10.84 

Trace
Mode 
V6 

Monitoring, 
management 

Free of 
charge + 1.62 

Master 
SCAD
A V3.1 

Monitoring, 
management, 
archiving 

0.25 per year + 2.03 

iFix 
V4 

Monitoring, 
management, 
archiving 

2.2 per year + 8,64 

GENE
SIS32 
V9 

Monitoring, 
management, 
archiving 

4.8 per year + 11.92 
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The second class of tasks is handled by small IT 
companies. Their products, as noted by one of the experts 
(Nikolai K., 12 years of experience), "are subject-oriented, 
often unique and belong to non-standard equipment". This 
allows them to create competitive, subject-oriented, non-
redundant, unique, and in some cases significantly more 
reliable products that have no analogs in terms of price/quality 
ratio [18]. However, non-standard equipment requires 
additional costs for verification and metrological certification, 
which significantly narrows the scope of its application and, in 
the face of the risk of uncertainty of the final result, in the 
assessment of the customer, leads to insufficient funding and is 
usually limited to a small-scale or single-item production [19]. 

According to one of the experts (Alexander, 12 years of 
experience) "systems that are implemented using serial 
standard and unique non-standard tools today function locally 
and do not interact with each other in any way. Integrated 
systems that have proven themselves and are implemented 
using both standard and non-standard tools into a single 
integrated ACS will make it possible to minimize the 
disadvantages of each approach and maximize the benefits of 
each of them". 

Speaking about the tasks solved by the integrated ACS of 
the grain elevator, experts put in the first place the possibility 
of drying grain in automatic mode (Table IV), since drying 
grain, according to one of the respondents, is "the most 
important stage of storage and processing technological 
processes, whose results depend on both consumer and 
technological characteristics of grain quality". As an argument, 
the fact is given that a deviation from the target value of the 
grain moisture towards increase can lead to fire-fanging of 
grain mass during storage, while a deviation towards decrease 
–to a deterioration in consumer characteristics, weight, etc. and 
thus, to the lost profit. 

At that, the operator judges the technological process 
progress and the quality of grain subjectively, based on own 
experience. The reason for this is the inability to measure grain 
quality indicators directly during the technological process. 
This conclusion can be explained by the results of the study 
[20]. The operator monitors the technological process based on 
the current values of temperature and, in the best case, 
humidity, and can control the process only by setting the 
drying cycle time and the burner operating mode. Automatic 
control of the burner is impossible without an adequate control 
model. 

Therefore, it is extremely difficult to build an adequate 
model for controlling the technological process of grain drying, 
which would allow judging the expected consumer 
characteristics of grain quality by the observed technological 
parameters, without the knowledge and experience of a 
qualified operator. According to experts, the drying process 
management using deterministic control models in practice is 
currently unknown. As a result, the grain drying process is 
controlled manually and depends entirely on the operator's 
qualifications. 

Building a control model that would allow performing 
grain drying in an automated or automatic mode is an urgent 
task, whose solution would allow excluding unskilled actions 

of the operator, and therefore reducing the likelihood of 
deterioration of consumer characteristics of grain quality [21]. 
The solution of this problem is associated with the 
determination of the relationship between the observed 
parameters of the technological process and grain quality 
indicators, and the significance of these relationships [22]. The 
technological process parameters are controlled by the CPCS 
of the grain drying process, while the grain quality indicators 
are controlled by the laboratory assistant at his workstation in 
the quality laboratory. 

According to one of the experts (Mikhail, 16 years of 
experience), a real alternative to deterministic models, is 
"building a knowledge model using the fuzzy logic instrument, 
which provides a link between the controlled technological 
parameters and the grain quality characteristics, determined in 
laboratory conditions. Therefore, the timely inclusion in the 
grain drying model of the quality characteristics of grain at the 
dryer inlet simplifies building a proper model and allows 
solving the main problem of grain drying: obtaining (or 
improving) the quality characteristics of grain according to 
their specified values". 

At present, in the ACS, operating at grain elevators, there 
are no connections between local subsystems. Creating a 
knowledge model of a qualified operator, which would take 
into account the quality indicators and technological 
parameters, is an urgent task, whose solution will significantly 
improve the quality of grain drying [23]. 

Experts point out that executing grain receiving and 
shipping operations (Table IV) requires controlling the route of 
grain movement at given productivity. The grain shipment 
regulations require maximum possible specified performance, 
which can lead to congestion in problematic areas of 
transportation. To eliminate congestion, it is necessary to 
install conveyor (sectional) weighers on sections of the actuator 
control loop (ACL), which are functioning as intelligent 
shipment performance sensors. Depending on the measurement 
result, it is necessary to increase or decrease the shipment 
intensity by adjusting the rotation of the actuating mechanism 
(speed of the conveyor belt on the route). The solution of this 
problem within the framework of the ACS does not always 
lead to the necessary result [24]. The efficiency of solving the 
above-mentioned problem is significantly increased when 
applying a control model using data from grain movement 
control (MICS) and a subsystem for continuous grain level 
measurement in storage silos (CPCS), which is difficult or 
impossible to solve in the framework of SCADA systems [25]. 

Besides, the integration of the grain movement control 
subsystem and the route management subsystem allows 
performing technological operations providing the optimal 
route in terms of minimizing energy consumption, taking into 
account the state of technological equipment, the possibility of 
bypassing equipment units that have failed, by creating an 
alternative route, and suchlike. 

According to experts, an effective solution to the problem 
of losses caused by theft (Table IV) is impossible without 
creating integrated systems based on a single information base 
CPCS and MICS, logical models for checking the grain 
movement starting from its reception operation through the 
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shipment operation, taking into account the identified 
bottlenecks and taking appropriate comprehensive measures to 
ensure mutual control of employees responsible for production 
process accounting and the technology of reception, cleaning, 
drying, movement, storage, and shipment (production). 

In the course of grain storage, pockets of self-heating may 
appear (losses due to the storage peculiarities, Table IV), which 
can be revealed by the thermometry system indicators and 
eliminated by moving grain from one grain storage container to 
another with simultaneous cooling. 

The integration of some subsystems (thermometry, grain 
movement, grain movement control, ventilation, and electricity 
metering subsystems taking into account the daily tariff 
variations) will allow identifying automatically the hotbeds of 
self-heating, determining the availability of free containers; 
finding the optimal route of grain movement and the time of its 
execution, and performing grain storage control processes in 
automatic mode [26]. All these measures will allow 
minimizing the impact of the human factor, leading to the 
exclusion of unjustified losses, improving grain quality, 
reducing energy consumption required for its movement, as 
well as significantly reducing the costs of controlling the 
systems of the ventilation system, aspiration, etc. 

VII. CONCLUSION 
The research results confirmed the hypothesis that the 

implementation of automation in the grain storage process in 
elevators leads to an improvement of grain quality, increase in 
productivity, reduction or elimination of losses caused by theft 
and the grain storage peculiarities, saving energy resources, 
minimizing the impact of the human factor, as well as the risks 
of emergency situations. 

The results of the study show that the main tasks solved by 
the integrated ACS are drying grain in automatic mode, 
performing operations of receiving and unloading grain with a 
given capacity, and reducing or eliminating losses caused by 
theft and features of grain storage. 

The most effective practical implementation of these tasks 
is possible through the cooperation of organizations that 
specialize in the development of systems using standard tools, 
as well as organizations that develop non-standard automation 
tools. 

A promising area for further research is the analysis of 
technologies based on reducing the volume of grain drying, 
ensuring high quality and reliable storage of grain products. 
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Abstract—Cloud Computing is getting popularized with the 
invention of latest technologies like Big Data, Artificial 
Intelligence, Data Science etc. The biggest challenge faced by 
researchers is efficient ways of accessing the data and acquiring 
the required results. The efficiency of the system will help the 
researchers to go one step further in the field of cloud computing. 
Alongside of storing the data in an optimal way, one biggest 
challenge faced by the researchers is security. How best security 
can be enhanced for this data in order to protect the end system 
from data thefts and illegal attacks. In this paper the proposed 
research concentrates on customized data visualization 
techniques that have been developed in order to store the data 
and also enhance the data security. These visualization patterns 
are dynamic in nature and can be further extended based on the 
need and level of the security required by the application. The 
proposed research in this paper will help researchers to 
implement the data visualization techniques with enhanced 
security in the real time data stored in the cloud from 
unauthorized access and various attacks like Malware etc. and 
these data patterns are dynamic in nature which will be selected 
based on the number of fragments need to be stored pertaining to 
particular cluster or region. The patterns will be selected based 
on two factors basically, one is the number of fragments and 
another important factor is how many nodes are available in the 
pattern. This proposed research will give an additional strength 
to the Cloud Computing Platforms like AWS and Google Cloud 
where the customers can feel that their data is in safe hands. 
Today when we are living in the data world, the need of this 
system is very much essential as it enhances the security of the 
data. 

Keywords—Artificial intelligence; big data; cloud computing; 
data science; data visualization 

I. INTRODUCTION 
Data is the today's heart of IT companies and as data is 

growing day by day the major issue faced is what are the best 
ways to store data in order to later access it easily.  The data 
has grown from KB's to MB's and MB's to GB, today the data 
produced is in Zeta and Peta Bytes from each individual 
source. There are two major issues faced by the cloud service 
providers when data is growing day by day. [15] The first one 
is how to store this data and the second one is what the possible 
ways to secure the data are. On top of it how fast the data can 
be accessed when needed. In olden days as the size of the data 
was not so huge and also the data which was getting produced 
was not so drastic, the industries were using servers and later 
moved to data centers etc., The problem again here is how fast 
the data can be accessed and how many data centers should be 

established when data keeps on getting increased. So instead of 
working on physical resources, the concept of cloud computing 
has been introduced. In this cloud computing there is no limit 
on how much data is going to be stored and it's easy to access 
the data as data is stored virtually on the cloud.[3] The data 
which is getting generated might be structured or unstructured 
or semi structured. It might be string data or numerical or 
image data. And most of the cloud providers prefer third party 
to protect the data. The third party protection though it is 
preferred but cannot work all the times as it is difficult to trust 
the third party vendors. On top of it the data has to be protected 
again from these third party service providers. By considering 
all of the above scenarios and after extensive research, it is 
found that there is a need for a system which will help the 
cloud service providers easily to Store, Secure and Access the 
data easily from cloud [4]. 

The proposed research methodology utilizes the various 
data visualization techniques that are implemented in such a 
way that the data can be stored easily for providing highest 
level of security and also for the ease of access. The entire data 
will be stored in the cloud after proper conversion of quasi and 
unstructured data to structured data [5]. 

The final structured data will be stored in the form of 
fragments and these fragments will be stored in the form of 
customized patterns and preexisting patterns for providing high 
level security for the data [3]. In the proposed system if there is 
a need for third party, same can be involved without any 
hesitation. Though the third party is involved in controlling the 
cloud but they don't have any access to final data that is stored 
for future requirements, so the proposed system will work 
effectively to store and process the data when there is a need. 
[7]. 

II. LITERATURE SURVEY 
1) This Paper is referred to understand the data encryption 

techniques using code book. 
2) This paper gives a clear insight on the how data 

visualization techniques can be implemented in light weight 
web pages and also scientific applications as a micro service. 

3) The main take away from this paper is how data 
visualization techniques will be used for rain fall predictions 
and also understand what are the various default visualization 
images that can be used for this. The default visualization 
images are not up to the mark due to various reasons. 
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4) In this paper the main discussion is on how the 
sequential patterns will be recorded. And the sequential 
patterns of the objects will be stored for future data 
visualization patterns. It includes various objects which are 
static and dynamic in nature. 

5) This paper gives an idea on how the data can be 
fragmented for easy storage. And also, how to encrypt this 
fragment to store in the cloud for security. And also gives an 
insight on how easily these fragments can be accessed. 

6) In this paper the main take away is how d3 
visualization can be used while decoding and storing the data. 
And once the data is stored how it can be extracted for future 
use. They built a search engine where user can give visual 
based inputs which will be stored in the form graphs, charts 
and data will be stored in that, in encoding format. 

7) In this paper the main idea is how to generate 
evolutionary patterns using original data. These evolutionary 
patters are like data visualizations which will help in future for 
the urban planning. 

8) This paper gives a clear idea on Data Visualization. 
Starting from what is data visualization to how these 
techniques can be useful in real time applications. What are 
the different ways this data visualization can be used like for 
predicting, analyzing, result, reports etc.. 

9) This paper is used to understand data encryption 
techniques using Siribhoovalaya and how data fragments can 
be encoded and decoded using such techniques. 

10) This paper researches how the data stored in cloud can 
be utilized further for data visualization. In this paper the data 
taken is traffic data which can be used to generate data 
visualization patterns. After researching on this paper it is also 
clearly understood that most of the researches give much 
preference for data visualization while working on real-time 
data. 

11) The main take away from this paper is how to work on 
behavioral lines which are getting generated in data 
visualization. These behavioural lines really help to 
understand the behaviors of objects or phenomena which is 
happening in real time. And also give insight on how to access 
cloud data for the same. 

The literature survey on various papers gave clearly an idea 
to implement proposed research by avoiding few drawbacks 
faced by them. 

III. IMPLEMENTATION 
In order to provide high level security for the data, the data 

has been encrypted using the concept of Siribhoovalaya. Once 
the encryption process has been done the first level of security 
is provided for the data [5]. The next level will be how and best 
the data can be stored and further accessed when it is required. 
To do this the concept of data visualization is used in which the 
data will be stored in various patterns [8]. And the patterns or 
either the fixed or customized patterns. 

Algorithm to Read and Store the Encrypted Data in 
Patterns: 

1. Start 

2. Read the Encrypted Data 

3. Load the Encrypted Data 

4. Selection of Pattern based on Selection Function 

5. Store the data as per the pattern technique. 

6. Verify the final pattern. 

7. Stop 

In order to retrieve the data when needed just choose the 
pattern saved and get back the data. 

Pseudo Code to Read and Store the Encrypted Data in 
Patterns: 

Procedure RS_Encrypt() 
Input: Encrypted Data 
Output : Pattern Based on Encrypted Data 
While not end of this document 
  Data[]=datastore.getinstance() 
if (Data[]!=null) 
 for Data[] do 
count =count+1 

else 
  exit() 
selection (count) 
Nodes=count 
Select pattern based on count value 
For each node do 
 Store(data[]) 
End procedure 

Algorithm to extract the data from the Pattern: 

1. Start 

2. Select the solution pattern from which data needs to be 
extracted  

3. Verify once again the pattern with Select Function. 

4. Retrieve the data which is stored. 

5. Cross check the Encrypted data. 

6. Stop 

Pseudo Code to extract the data from the Pattern:  

Procedure Read(data[]) 
Select the pattern 

For each node 
 read data at every node 
  store(data[])  

End Procedure 
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After these steps the data decryption algorithm will be 
applied in order to retrieve the original data. The main thing to 
observe here is that the data is not going to be stored as it is, 
instead, it will be stored in the form of fragments and each 
fragment will be assigned with a particular node in the data 
visualization pattern and in particular order so that it will be 
very easy to retrieve back the data when it is needed [9]. 

IV. DATA VISUALIZATION PATTERNS 
The data visualization patterns will really help in storing 

the data securely. And these patterns can be created and stored, 
which can be used basis the number of fragments and level of 
the security required and based on the Select Function as 
discussed later. Let us consider an example if the data is public 
that is should be shown to every customer in the organization, 
then normal data visualization patterns [6] will be chosen. If 
the data is a secured one which needs to be hid from all except 
the administrators, then it can use high level data visualization 
pattern in order to provide additional security [8]. 

Low Level Data visualization patterns and High-Level Data 
Visualization patterns will be decided basis the number of 
nodes available in the patterns and also it depends on the 
number of nodes available in the particular pattern to store the 
data [10]. 

The sample data considered here is already encrypted data 
using the code book algorithm pertaining to one particular 
category [1]. 

The Fragments might be a single letter or word, depending 
on the application it will be selected. Once the fragments are 
generated, in the next step data is encrypted using code book. 
The encrypted fragments are considered one by one to store it 
in the visualization pattern [12]. And for every fragment an 
individual ID will be generated to access it back easily when 
required. So the existing technology problems like Storing and 
Processing of cloud data will be solved in this system [1]. Also 
the performance of the system is tested with various factors 
like size of the fragment, number of fragments and Indexing. 
[6]. 

There are total 50 fragments which are encrypted. Each 
fragment has the encrypted data as per code book algorithm. 
By considering the number of fragments the following patterns 
are generated as a reference, 

 
Fig. 1. Sample Encrypted Fragment Data for Data Visualization. 

Based on the above encrypted fragments (Fig. 1), the below 
various visualization patterns (Fig. 2 to Fig. 8) are generated 
for the reference. 

 
Fig. 2. Sample Data Visualization Pattern_Circular Structure. 
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Fig. 3. Sample Data Visulaization Pattern_Sequential Steps Architecture. 

 
Fig. 4. Sample Data Visualization Pattern_Block Structure. 

 
Fig. 5. Sample Data Visualization Pattern _Spiral Structure. 

Fig. 2 to Fig. 8 are the sample visuals generated based on 
the encrypted fragment data based on the above sample data. 

The above proposed method is an optimized way of storing 
the data into the cloud and also provides the enhanced security 
for the fragments in the cloud. [1]. 

The Encrypted Data will be stored into the cloud based on 
the size using either available visualization patterns or 
customized patterns. This data will be stored into the particular 
pattern based on the randomization algorithm [11]. 

 
Fig. 6. Sample Data Visualization Pattern _Circular Architecture with 

Divisions. 

 
Fig. 7. Data Visualization Pattern_Leaf Architecture. 

 
Fig. 8. Data Visualization Pattern_Snail Architecture. 

Optimization 

The optimization in this system is achieved by choosing the 
exact pattern which will store the data at various nodes 
depending on the size of the data. Here it is evident that the 
space will not be wasted unnecessarily by choosing the pattern 
of 100 nodes to store only three fragments data. And the level 
security plays very vital role while doing the optimization 
process. 
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V. PATTERN SELECTION ALGORITHM FOR OPTIMIZATION 
The pattern selection algorithm in this research is used to 

perform the optimization process on the secured data fragments 
which need to be stored in the cloud for further access [13]. 
The pattern selection algorithm will work on the select function 
which is defined as f(x). Based on this select function only the 
corresponding pattern is selected and fragments will be stored 
into the corresponding location of the nodes in the patterns for 
further accessing when it is required [7]. The select function is 
defined as: 

f(x)= Number of Fragments (N) / Number of nodes 
available in the pattern (NP) 

The Number of Nodes should be always greater than 
Number of Fragments. 

The final randomization function is defined as 

f(x) = N/NP where NP > N 

This Select function will be used to decide the optimization 
factor while storing the data into the cloud compared to the 
existing methods. 

VI. CUSTOMIZED PATTERN GENERATION 
In the previous step the procedure of selecting the existing 

pattern has been discussed with respect to storing the data into 
the cloud. While doing the above process one more limitation 
the system faces after quite some time is that when all the 
available patterns are completed then the system is going to 
repeat same patterns or any new patterns are going to get 
generated. The proposed method will generate the customized 
data patterns and same will be stored in the system for further 
use. And also there is no harm in repeating the same patterns 
also as the data storing will be changed though the pattern is 
same. 

In order to generate and store customized patterns various 
factors will be considered. The first and foremost factor is 
number of fragments which need to be stored in the pattern. 
Then comes the level of complexity or security. The pattern 
generation algorithm will consider above parameters majorly 
while generating the pattern. 

Pattern Generation Algorithm 

• Start. 

• The number of fragments needs to be stored (n) (the 
value of n starts from 1,2,3,4,5…) 

• Identify the Level of Complexity (L-Low Complexity, 
M-Medium Complexity, H- High Complexity) 

o The complexity level can be fixed based on the level of 
security needs to be provided for example, L=3, M=5, 
H=7. 

• Calculate the value of f(x), where f(x) = n*Level of 
Complexity 

• Generate the pattern based on the value of f(x) 

• Store the pattern into the system 

• Stop 

Once the new pattern stored into the system, again the 
pattern selection algorithm procedure applied in order to select 
the pattern based on number of fragments need to be stored. 

Consider an example n=1 and L=3 then the value of f(x) = 
n*L = 1*3=3, means total 3 arcs need to be generated with 3 
node places, out of which one is original node and remaining 
two will be dummy nodes. 

So the default pattern will be generated and it can be 
customized as per the requirements. While generating the 
customized patterns based on the value of f(x), elements can be 
selected by the users like either they can use lines, boxes, QR-
Codes, Circles, Some Special Images etc., 

Are the elements limited while generating pattern? Not 
really the user can choose various types of elements as it will 
be generated before storing the data, so that the system will be 
trained with the sample customized patterns as shown in Fig. 9, 
Fig. 10 and Fig. 11. 

As shown above the customized data patterns can be 
generated by considering the f(x) value thereby storing the data 
further using pattern selection and randomization algorithm. 

 
Fig. 9. Multi QR Code Based Pattern. 

 
Fig. 10. Basket Ball Half Court Pattern. 

 
Fig. 11. Human Body – Pattern and Data can be Stored in various Parts. 
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VII. COMPARATIVE STUDY 
As most of the researchers working on cloud based data 

access and security, most of the researchers are using graph 
coloring process after data fragmentation process [2]. The main 
drawback of this algorithms is that the complexity will increase 
with the increase of degree of nodes (Number of Nodes) due to 
which the process of storing the data will be a hectic process 
and accessing also not so easy which will lead to NP-Hard 
problem [14]. To overcome this in the proposed method the 
pattern selection algorithm is defined in such a way that the 
complexity remains same though the degree of nodes will get 
increased continuously. Whatever might be the degree of nodes 
based on select function defined in Pattern selection algorithm, 
the pattern will be selected but the procedure to store and 
retrieve the data will remain the same. That means the select 
function can be used with various degree of nodes represented 
as ∆, where the value of ∆varies from 1 to n. After the process 
and various experiments performed are based on ∆ values that 
the Select function  derives as. 

f(x) = ∑ N/NP𝑛
∆=1 where NP>N 

 The proposed method will never lead to the NP-Hard 
problem as the procedure followed to generate patterns is 
independent to the Degree of Nodes [14]. 

The proposed method is very much optimized compared to 
the existing algorithms in order to store and access the data 
from cloud. Each and every pattern when storing in the cloud 
will be stored with a key reference for better access [5]. For 
example if the fragments are related to a company called A the 
key used to store these company fragments are represented as 
A_Frag_1. 

 
Fig. 12. Comparison of Data Storage Time. 

This graph (Fig. 12) depicts the time taken for storing the 
data onto the cloud based in the form of number of nodes. Ex: 
to store 10 nodes in Customized Data Pattern technique it will 
take 3ms whereas to do the same in existing graph coloring 
algorithm it will take 5ms. 

This graph (Fig. 13) represents the time taken to retrieve 
back the nodes from cloud. Ex: in existing graph coloring 
algorithm it took approximately 12-13ms to retrieve 10 nodes 
whereas in the proposed system it took 6 to 7 ms to retrieve 10 
nodes. 

Fig. 12 and Fig. 13 clearly show that the results of the 
proposed system are satisfactory compared to existing 
methods. 

 
Fig. 13. Data Retrieval Time Comparison. 

VIII. ENHANCED SECURITY 
Coming to security as the hackers try to hack the data, the 

Encrypted data position is not known to the hackers as the size 
of the pattern i.e. number of node places will be decided by the 
service provider so that the select function value will be very 
difficult to identify. If suppose the hacker identified the random 
function again, he needs to work on decrypting the data as the 
encryption algorithm used in this paper is very secured which 
is called as Code Book based algorithm [1]. The proposed 
system compared to existing methods is optimized and 
enhances the security for fragments which are getting stored in 
the cloud. Fig. 14 gives the encryption time for different 
algorithms. 

In the Table I the proposed Code Book (ref. Table II) 
algorithm is compared with the existing algorithms with 
respect to encryption time. And it is found that the code book 
algorithm will give very good results compared to existing 
algorithms with respect to encryption. 

 
Fig. 14. Encryption Time for different Algorithms. 

TABLE I. AVERAGE TIME TAKEN FOR ENCRYPTION OF DATA 
FRAGMENTS (BASED ON SIZE) 

Time in 
(ms) 

10K
B 

100K
B 

200K
B 

400K
B 

800K
B 

900K
B 

1024K
B 

Blow Fish 1 1 2 5 11 17 21 

AES 1 1 2 2 3 3 3 

RSA 1743 1717
7 

3681
4 

7321
6 

14320
6 

16290
5 

18124
6 

XOR 1 2 4 6 356 358 489 

Code 
Book 1 1 1 1 2 2 2 
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TABLE II. SAMPLE CODE BOOK 

S. No Letter/Number Symbol 

1. A  

2. a € 

3. B ¥ 

4. b α 

5. 1 Ϣ 

6. 2 Ϥ 

8. 3 ϧ 

9. , ϓ 

10. .  

IX. REAL TIME TESTING OF THE PROPOSED RESEARCH 
In order to test the encryption technique used and data 

visualization techniques, the data has been shared with the 
certified ethical hackers to test it. The ethical hackers tried for 
almost 10 to 15 days and came back and said it is very difficult 
to crack the final data, so it is evident that the proposed 
research provides best security for the data which is getting 
stored in the cloud. The proposed method will provide multi-
level security for the data which is getting stored on the cloud. 
One method is in the form of Encryption and another way 
using data visualization [6]. 

X. CONCLUSION 
It is evident that from the proposed research whatever data 

is getting stored on the cloud is very well protected from all the 
attacks which are expected while working in real time. And 
also the proposed solution will give ease of access to the data 
which is stored on the cloud. The patterns are selected basis the 
pattern selection algorithm based on the number of fragments 
and also the number of data node representations available in 
the particular pattern. So it is very clear that the data storing 
and processing will be an easy process with the proposed 
procedure. 

XI. FUTURE ENHANCEMENT 
At present the proposed solution is working very well for 

the data which is stored as either individual data set or as a 
fragment without any limitation. In future, same system can be 
used to store the images for providing security. And also the 
data visualization patterns can be drawn in much more 
complex way in order to increase the level of security. 
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Abstract—Sentiment analysis is a subtopic of Natural 
Language Processing (NLP) techniques that involves extracting 
emotions from unprocessed text. This is commonly used on 
customer review posts to automatically determine if user / 
customer sentiments are negative or positive. But quality of these 
analysis is completely dependent on its quantity of raw data. The 
conventional classifier-based sentiment prediction is not capable 
to handle these large datasets. Hence, for an efficient and 
effective sentiment prediction, deep learning approach is used. 
The proposed system consists of three main phases, such as 
1) Data collection and pre-processing, 2) Count vectorizer and 
dimensionality reduction is used for feature extraction, 3) Hybrid 
classifier LSTM-SVM using incremental learning. Initially the 
input raw data is gathered from the e-commerce sites for product 
reviews and collected raw is given to pre-processing, which do 
tokenization, stop word removal, lemmatization for each review 
text. After pre-processing, features like keywords, length, and 
word count are extracted and given to feature extraction stage.  
Then a hybrid classifier using two-stage LSTM and SVM is 
developed for training the sentimental classes by passing new 
features and classes for incremental learning. The proposed 
system is developed using python and it is compared with the 
state-of-the-art classification techniques. The performance of the 
proposed system is compared based on performance metrics such 
as accuracy, precision, recall, sensitivity, specificity etc. The 
proposed model performed an accuracy of 92% which is better 
compared to the state-of-the-art existing techniques. 

Keywords—Sentiment analysis; natural language processing; 
incremental learning; long short-term memory; support vector 
machine; hybrid; dimensionality reduction; principal component 
analysis 

I. INTRODUCTION 
Sentiments play an important role in rational decision 

making, perception, memory, creativity, human intelligence, 
social interaction, learning and more. Sentiment analysis and 
Opinion mining is a subtopic of text mining and NLP (Natural 
Language Processing) that deals with the extraction of 
knowledge and automated discovery about people’s opinions, 
evaluation and sentiments from textual data such as review 
websites, customer feedback forms and personal blogs [1,2]. 
Sentiment analysis and opinion mining is a region, which has 
received significant interest in recent times because of its 
application and practical usage in today’s environment. 
Emotion analysis of text involves cautious modelling of 
context, association of words with different emotions and 

contexts with changing levels of magnitude making the 
identification of words for document representation. Emotions 
are categorized into surprise, sadness, anger, fear, excitement 
and disgust [3]. For example, a sentence containing beautiful 
morning #amazing, the word amazing could be related strongly 
with emotion joy, morning could be weakly associated with 
emotion joy and beautiful will be related moderately to 
emotions such as joy and love. Emotion lexicons capture such 
word-emotion associations [4]. To organize the data and 
improve classification performance, lexicon dependent 
holoentropy is applied. It is created to reduce the computational 
risk associated with solving a multidimensional problem. The 
similarity score between the keywords of all sentiment classes 
and semantic words is determined using combined holoentropy 
[5]. However, these methods rely on lexical resources 
(external) which are concerned with mapping words to a 
numerical sentiment score or categorical (positive, negative, 
and neutral). Clearly, the efficiency of the entire method 
intensely depends on one of the best lexical resources, which 
relies on it [6]. As a significance, the efficiency of certain 
widespread is available on lexical resources, which is in the 
task for classification of microblog posts. 

Sentiment analysis (SA) using supervised machine learning 
algorithms is popular and provides better results compared to 
unsupervised machine learning algorithms. However, 
supervised approaches require a labelled training set, which is 
time and labor-intensive operation [7, 8]. Whereas, the 
unsupervised approaches don’t need labelled training set. The 
emotions can also be acquired by the reviews, which can be 
collected not only from applications but also provide comment 
features such as Google Play Store [9]. Platforms like Amazon, 
Flipkart are regularly used by users/customers to give their 
sentiments about numerous subjects, including the product 
quality [10, 11]. Nevertheless, social media does not have 
rating system and companies being observed cannot instantly 
detect the sentiment of these remarks. As a result, many 
businesses and companies have a strong claim for sentiment 
classification. By using a machine learning method, computer 
can learn emotion form text. In machine learning, computers 
cannot solve problems by applying pre-programmed rules, but 
rather by creating a model that can evaluate an example [12]. 
Hence, it can anticipate a sentiment or emotion. Machine 
learning is also a part of AI (Artificial Intelligence), which is a 
subset of deep learning. 
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Deep neural networks are utilized by deep learning to 
obtain input data that can be used for improved representation 
and to complete a task precisely [13, 14]. Likewise, sentiment 
analysis using deep learning techniques has a better accuracy 
compared to the traditional machine learning techniques such 
as SVM and Naïve Bayes (NB). Multiple or hybrid classifiers 
are mainly used for better training and better performance 
metrics than the single classifier. The error of single classifier 
will be greater than hybrid classifier because in hybrid, the 
trained data of one classifier will be given to the input of 
another. so, the trained net will be effective compared to the 
single classifier. Incremental learning technique is necessary to 
develop the learning models or trained net, which is capable of 
adding newly available classes without the need of retraining 
the models. Though many techniques had performed better but 
the error rate and performance of the existing technique is not 
achieved well [15]. So, in the proposed research effective 
feature selection is designed to enhance the classification 
performance. 

The contribution of the paper is as below: 

• To acquire extraction of data from the raw data, pre-
processing technique is used that consists of sentence 
splitting, tokenization, spell correction, stop-word 
removal and lemmatization. 

• To extract datasets more conveniently and effectively, 
the count vectorizer and dimensionality deduction is 
used. 

• To attain an effective classification, the hybrid two-
stage LSTM-SVM approach is used. 

The upcoming portion of the paper is organized as follows; 
Section II illustrates certain research articles related to existing 
methods used for sentiment analyzing. Section III describes 
briefly about the proposed methodology. Section IV explains 
the results and performance metrics of the proposed 
framework. Section V concludes the entire research work. 

II. RELATED WORK 
Several feature selection algorithms have been introduced 

for choosing the most relevant features that are required for 
better classification. The most commonly used feature 
selection techniques are SVM and LSTM. Some of the existing 
feature selection technique used in sentiment analysing is 
reviewed below. 

Fu X et al. [17] has performed sentiment analysis using 
long short-term memory networks (LSTMs). This method is 
based on combination of LSTM with embedded words for 
representation of text. However, embedded words carry more 
semantic data than the sentiment data, so that the embedded 
word will cause inaccuracy to the sentiment analysis. To solve 
these issues, a lexicon-improved LSTM model is developed, 
which uses the sentiment-based lexicon as an additional data 
for sentiment classifier to pre-train a word and then include 
embedded sentiment words that are not inside the lexicon. The 
usage of a hybrid sentiment embedding and word embedding 
can improve word representation accuracy. Furthermore, 
without the intention of improving the LSTM's ability to gather 
global sentiment data, a new method for identifying the 

sensitivity vector in common sentiment analysis is developed. 
The outcomes of this model have comparative or better results 
than the existing models. Londhe A et al. [18] proposed 
incremental approach using LSTM-RNN for aspect level 
sentiment analysis. Major outcome of the paper was automated 
aspect extractions with comparable accuracy. 

Long F et al. [19] aim to investigate the sentiment 
interpretation of social media in Chinese text by incorporating 
the Multi-head Attention (MHAT) mechanism with 
Bidirectional Long-Short Term Memory (BiLSTM) networks, 
in order to overcome the lack of Sentiment Analysis, which is 
currently carried out using old machine learning techniques. 
BiLSTM networks retain the text's actual context and resolve 
the issue of long-term dependency. By performing numerous 
dispersed calculations, the MHAT process can obtain related 
data from a distinct illustration subspace, and impact weights 
are added to the generated text sequence. The numerical 
experiments reveal that the suggested model outperforms 
existing well-established approaches. Rhanoui M et al, [25] 
also investigate CNN-BiLSTM model for document level 
sentiment analysis. 

Khanvilkar, G et al. [20] has designed sentiment analysis 
for product recommendation using random forest algorithm. 
Sentiment analysis is a tool for analysing natural language and 
determining human emotions. The purpose of emotion analysis 
is to identify the polarity of a person's textual opinion and it 
can also be used to provide product suggestions. Products can 
be recommended to another user based on user reviews. 
Sentiment analysis is used by major product websites to 
analyse the difficulties and popularity of the product. 
Sentiment analysis is usually described as a task with two 
classification classes: negative and positive. Using ordinal 
classification, this approach calculates the polarity of user-
provided reviews. Using machine learning methods SVM and 
Random Forest, the system will determine polarity. Users will 
be given recommendations based on the polarity that has been 
attained. 

Can, E. F et al. [21] has designed Multilingual Sentiment 
Analysis using RNN-Based Framework for Limited Data. 
Sentiment analysis is a type of NLP work that evaluates a 
user's feelings, opinions, and ratings of a product. The fact that 
sentiment analysis is primarily reliant on language is one of the 
most difficult parts of it. Language-specific word embedding’s, 
sentiment lexicons, and even annotated data exist. Optimizing 
models for each language is very time consuming and labour 
intensive, especially for RNN (Recurrent Neural Network) 
models. From a resource aspect, gathering data for several 
languages is relatively difficult. A sentiment analysis approach 
based on RNN is trained with reviews in English and translated 
into other languages to do this. As a result, the model may be 
used to assess feelings in different languages. According to the 
experimental results, the robust technique of a single model 
trained on English reviews statistically achieves the 
benchmarks in other languages.  

Anitha Elavarasi S. et al., [22] In the age of big data and 
internet technology, organisations can use sentimental analysis 
or opinion mining to collect feedback on their services or 
goods in a more accurate and effective manner. In this paper 
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linear regression and support vector machine are applied to the 
IMDB data sets. There are 50000 movie reviews in the dataset, 
with both negative and positive polarity remarks. SVM 
classifier and logistic regression were used as machine learning 
algorithms. The outcomes were analysed through accuracy, 
precision and recall. In comparison to SVM, which has an 
accuracy of 81%, logistic regression has a higher accuracy of 
90 percent, making it more successful than SVM. 

From the above-mentioned literature studied, various 
feature selection methods are designed based on LSTM [17, 
18, 26], BiLSTM [19, 25], RF [20], RNN [21, 27], SVM [22] 
and hybrid LSTM-SVM [23] techniques. But rate of error is 
high and accurate prediction is lesser while using this existing 
method. At the same time optimal feature selection subset is 
not attained in the existing algorithm. Therefore, selection of 
hybrid feature algorithm is designed in this proposed research 
for effective selection of features from the dataset. 

III. PROPOSED METHODOLOGY 
Natural Language Processing (NLP) technique is a 

Sentiment analysing process that contain extracting of 
sentiments associated with some raw texts. 

Generally, on social media, people used to post customer 
reviews in order to automatically understand, whether it is 
positive or negative review but quality of these analysis is 
completely dependent on its quantity of raw data. So recently, 
researchers are trying to utilize large dataset for modelling the 
sentiment prediction. The conventional classifier-based 
sentiment prediction is not capable to handle these large 
datasets. So, for an effective and efficient sentiment prediction, 
hybrid models on hybrid platforms need to be used [16]. In this 
paper an efficient deep learning-based hybrid model for 
sentiment prediction is proposed. 

Fig. 1 illustrates the architecture of proposed model. It 
consists of three phases: 1) Data collection and pre-processing, 
2) dimensionality reduction and feature extraction, 
3) classification and incremental learning are the three primary 
steps of the proposed system. The raw data for the input is 
initially obtained from the online platforms for product reviews 
such as Amazon, Flipkart and Snapdeal. The data is pre-
processed to eliminate superfluous information as keywords, 
length, and word count are extracted after pre-processing. After 
pre-processing techniques, emotional features are extracted 
with count vectorizer and dimensionality reduction, which is 
used for extracting the unwanted words for reliable sentiment 
analysis and converting it to vector format. Then, for 
sentimental class prediction, hybrid two-stage LSTM-SVM 
approach is used for training the sentimental classes. The new 
classes and features are introduced during training phase for 
incremental learning. 

A. Data Collection and Pre-processing 
By reviewing the literature, it is found that aspect 

extraction and sentiment classification have not been studied 
satisfactorily on Yelp dataset [29]. This dataset is well 
described in results section. Pre-processing phase involves 
filtering noisy text using a variety of pre-processing techniques 
[24], such as sentence splitting, tokenization, spelling 
correction, lemmatization, case-conversion, stop-word removal 

and anaphoric reference resolution. These steps are used to 
omit irrelevant phrases to offer better categorization. 

• Splitting: The technique of breaking up a text string in a 
systematic way so that the individual parts of the text 
may be processed is known as string splitting. For 
example, a timestamp can be divided into hours, 
minutes, and seconds. So that those values can be used 
in the numeric analysis. 

• Tokenization: Tokenization is an action of dividing a 
sequence of strings into pieces such as symbols, 
phrases, keywords, words, and other elements called 
tokens. Tokens can be individual phrases, words or 
even whole sentences. 

• Stop word removal: Stop words are a group of terms 
that are regularly employed in any language. In English, 
“and”, “is” and “the” would easily qualify as stop 
words. Stop words removal phase is used in NLP and 
text mining applications to remove unnecessary terms, 
enabling applications to concentrate on the subsequent 
words accordingly. 

• Lemmatization: Lemmatization describes the process of 
gathering words with the same lemma or root, but 
different meaning derivatives so that they can be 
analysed as a single item. 

• Spell correction: Spelling correction is a well-known 
task in NLP. It uses techniques of “noisy and correct 
word mappings” data from numerous sources for 
automated spell correction. 

B. Pre-processed Data Extraction for New Features 
The new features are updated with the pre-processed data 

by using the below mentioned feature extraction process. 

Raw data Data Pre-
proessing

Count vectorizer and dimensionality 
reduction

LSTM

SVM

New 
Features 

(Y)

Trained Net 
(X)

Shock AngrySadHappy

Update (Z) 
Trained net 

(X) with   
new features 

(Y) 

X Features

New class 
(N)

Update (N1) 
Trained net 

(X) with 
new class 

(N)

Shock AngrySadHappy confused Confident

Updated 
(N1) Trained 
net with new 

class 
(N)

Updated (Z) 
Trained net 

(X) with 
new features 

(Y)

Z=X+YN1=X+N

 
Fig. 1. Proposed Model of Sentimental Analysis and Text Classification. 
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• Words and Their Frequencies: The frequency counts of 
unigrams, bigrams, and n-gram models are considered 
as features. Additional research has been done to 
properly characterize this feature using the word 
presence rather than frequencies. 

• Parts of Speech Tags: Adjectives, adverbs, and certain 
groups of verbs and nouns are excellent indicators of 
subjectivity and sentiment. 

• Opinion Words and Phrases: Apart from individual 
words, phrases and idioms that can convey emotion as 
features. For example. Someone's arm and a leg, 

• Position of Terms: The placement of a term in a text can 
have an impact on how much the term affects the 
overall theme of the text. 

• Negation: Negation is a significant feature that can be 
difficult to interpret. When a negation is present, the 
polarity of opinion is usually altered. 

• Syntax: Many academics employ syntactic patterns 
such collocations are used as features to learn subjective 
patterns. 

If the pre-processed data is “best coffee” then the feature 
extraction of parts of speech will be 1, 1. This is because “best” 
is an adjective and “coffee” is a noun, both the parts of speech 
contain one word. So, the outcome of these pre-processed data 
is 1, 1. Likewise the other method such as opinion words and 
phrases, position of terms, negation and syntax are used for 
extracting the features. These extracted and the features are 
updated to the class. 

C. Feature Extraction 
Feature extraction is a process of extracting the required 

features for sentimental classes. The features are retrieved 
using a countvectorizer and dimensionality reduction, which 
reduces a large amount of raw data into smaller groups for 
analysis. A disadvantage of huge data sets is that processing a 
higher number of variables which demands a lot of 
computational resources. So that, the dimensionality reduction 
technique is utilised to solve this issue. 

1) Countvectorizer: Countvectorizer is a major tool used 
in the python for converting the given text into vector with the 
frequency of each word that occurs in the entire text. This is 
helpful in converting multiple texts into each vector [24]. Each 
text sample and unique word is represented in row matrix and 
column matrix. Though the sentences of data may be in 
different size, the conversion of word to vector will be of same 
rows and columns for each and every other sentence. 

2) Dimensionality reduction: It is necessary to smooth the 
input text dataset before applying a feature extraction and 
reduction model using Principal Component Analysis (PCA). 
PCA's primary goal is to extract important features from a big 
dataset and produce a lower-dimensional feature space. It may 
be used to extract data from a large number of different 
datasets. In addition, if we use a bigger dataset for analysis, 
the classifier will take longer to run. For this reason, feature 

extraction and dimension reduction are used to reduce the size 
and complexity of the data representation. 

3) Hybrid two-stage LSTM-SVM classifier: In this 
proposed model, the hybrid two-stage LSTM-SVM approach 
is used for sentiment classification. Extracted features from 
dimensionality reduction are given as an input to this hybrid 
model. 

a) SVM Classification: SVM is a state-of-the-art 
supervised ML algorithm which can be used for both 
regression and classification tasks. The SVM finds 
hyperplanes that differentiate the classes to perform 
classification task. For a set of training vectors belonging to 
separate classes, shown in (1): 

{(𝑥1,𝑦2), … , (𝑥𝑚,𝑦𝑚)},               𝑥 ∈ 𝑅𝑛 ,𝑦 ∈ {1,−1}           (1) 

Mathematically a hyperplane for separating two classes can 
be represented as shown in (2): 

∑ 𝑋𝑖𝑗𝑙 𝑦𝑖𝑙𝑀
𝑖=1 + 𝐵𝑖𝑎𝑠𝑙              (2) 

This can be written more in vector format as< W, X >
+b = 0. Here X is “an input vector or document”, W is known 
as “a weight vector and corresponds to the normal vector” for 
separating hyperplane ‘H’, m represents “the number of input 
variables, in the case of text, this can be viewed as the number 
of words (or phrases, etc.) that are used to describe a 
document” and b denotes “the perpendicular distance from the 
hyperplane to the origin”. 

𝑚𝑖𝑛�(𝑤, 𝑥𝑖) + 𝑏� = 1             (3) 

From the above equation, it be evaluated that the optimal 
separating hyperplane given by: 

𝑤∗ =  ∑ 𝛼𝑖𝑦𝑖𝑥𝑖𝑙
𝑖=1              (4) 

𝑏∗ =  −0.5(𝑤∗, 𝑥𝑟 + 𝑥𝑠)              (5) 

𝛼𝑖 R  is the multiplier, 𝑥𝑠  and 𝑥𝑟  are support vectors that 
satisfies each class 𝛼𝑟 > 0, 𝑦𝑟 = −1; 𝛼𝑠 > 0, 𝑦𝑠 = 1. 

b) LSTM Classification: LSTM is a variant of RNN, it 
deals with the vanishing and exploding gradient problems. 
LSTM unit is consisting of a cell, forget gate, an input gate 
and an output gate. 

𝑓𝑖 = 𝜎(𝑊𝑓𝑥𝑖 + 𝑈𝑓ℎ𝑖−1 +  𝑏𝑓)            (6) 

𝑖𝑖 = 𝜎(𝑊𝑖𝑥𝑖  +  𝑈𝑖ℎ𝑖−1 + 𝑏𝑖)            (7) 

𝑜𝑖 = 𝜎(𝑊𝑜𝑥𝑖 + 𝑈𝑜ℎ𝑖−1 +  𝑏𝑜)            (8) 

𝑐𝑖 = 𝑓𝑖 ∗  𝑐𝑖−1 +  𝑖𝑖 ∗  tanℎ (𝑊𝑐𝑥𝑖 +  𝑈𝑐ℎ𝑖−1 +  𝑏𝑐)          (9) 

ℎ𝑖 = 𝑜𝑖 ∗ tanℎ (𝑐𝑖)           (10) 

Here, ℎ𝑖 represents hidden state, 𝑐𝑖 is the central state, 𝑜𝑖  is 
the output gate, 𝑖𝑖 is the input gate and 𝑓𝑖 is the forget gate. 

Fig. 2 illustrates the combined architecture of the hybrid 
two-stage LSTM-SVM model. Extracted features are given to 
input layer. The hidden layer of the LSTM consists of N layers. 
These layers will get interacted and given to the fully 
connected layer. LSTM is similar to RNN, but it has only one 
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tanh layer. The LSTM has two tanh layers and 3 sigmoid 
layers. The output from the hidden layer is given to the fully 
connected layer. The softmax layer of the LSTM is replaced 
with SVM for classification. Softmax layer is a softmax 
function, which is mainly used for multi-class classification. 
The SVM first finds hyperplanes that differentiate the classes 
to perform classification task.  Thus, the prediction of 
sentiment class will be acquired as an output from the 
classifier. 

c) Incremental Learning: In incremental learning, first 
trained-net produces a classification of sentiment with a set of 
extracted features. The output from the trained-net (X) will be 
sentiment classes e.g. happy, sad, shock and angry as shown in 
algorithm. 

Bias b

Input vector Y

L(Y,Y1)

L(Y,Y2)

L(Y,Y3)

L(Y,Ym)

∑ Output Z

Hidden Nodes 

Weights Lagrang’s
multipliers 

β1  

β2

β3

β4

.

.

Extracted 
features

LSTM
t1

LSTM
t2

LSTM
t3

LSTM
t8

.

.

.

x1

x2

Input layer

Output hnLSTM layer

Softmax layer

Hidden unit

FC output

 
Fig. 2. Hybrid Two-Stage LSTM-SVM Architecture. 

Then for incremental learning the new features (Y) are 
added to the trained-net (X), it produces an updated trained-net 
output (Z=X+Y). This updated trained-net will predict the new 
features according to the sentiment classes such as happy, sad, 
shock and angry. Likewise, the new classes (N) are added to 
the trained net (X) for producing an updated trained-net (N1), 
these updated trained-net (N1=X+N) will be addition of new 
classes and existing classes.  The new class consists of 
confident and confused and the existing class consists of 
happy, sad, shock and angry. These classes are added and 
produce an updated trained net (N1) output, which consist of 
happy, sad, shock, angry, confused and confident as mentioned 
in Fig. 1. 

IV. RESULT AND DISCUSSION 
The acquired datasets consists of special characters, 

uppercase and keywords. These characters in the sentence are 
extracted by using the pre-processing technique, which consist 
of spell correction, tokenization, stop word removal, splitting 
and lemmatization. Next process is feature extraction for 
removing the unwanted words because large data will take 
more processing time, to overcome this issue the 
dimensionality reduction is used. The extracted features from 
the countvectorizer and dimensionality reduction are given to 
the hybrid two-stage LSTM-SVM classifier for sentimental 
analysis. 

 Algorithm:      Incremental Hybrid Two-Stage LSTM-SVM Classifier for Sentiment Classification 

Input raw dataset = A 

 For all data in dataset 
 
     #Pre-processing (A)  
       A1 = Splitting (A) // Sentence splitting into words for processing 
       A2 = Tokenization (A1) // Breaking sequence of strings into pieces 
       A3 = Stop word removal (A2) // stop words such as “the”, “an”, “a” are removed 
       A4 = Lemmatization (A3) // Changing words with different derivatives 
       A5 = Spell correction (A4) // auto correction of noisy to proper words for misspelled words      
 
     #Feature extraction 
       A6 = Countvectorizer (A5) // Conversion of string to numerical  
       A7 = Dimensionality reduction (A6)  
 
     #Hybrid Two-stage LSTM-SVM Classifier 
        L = LSTM (A7) // Numerical value from Countvectorizer is classified with LSTM     
        S = SVM (L) // Last layer output of LSTM is classified with SVM 
 
     #Incremental Learning 
        Trained-net = S       
        For (i=0, i=i+n, i++) // Initial value = 0, number of features = n, new features = i 
         {        Z=S+i           // Adding trained-net and new features, Updated trained-net (Z)  
          } 
        For (j=0, j=j+n, j++) // Initial value = 0, number of features = n, new classes = j 
         {        N=S+j           // Adding trained-net and new classes, Updated trained-net (N)  
          }        

 Output: Prediction of sentiment classes based on reviews with incremental learning     
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a) Datasets: For Model evaluation four separate datasets 
were used. 1) Sentiment Labelled Sentences Data Set [28]: in 
this dataset, sentences are selected from three different 
websites: {imdb.com, amazon.com, yelp.com}. From each 
website, 500 positive and 500 negative sentences are 
randomly selected. 2) Large Movie Review Dataset [29]: this 
dataset is taken from Kaggle - IMDB dataset of 50000 movie 
reviews. 3) Amazon product review dataset [30]: this dataset 
contains product reviews (ratings, text, helpfulness votes). 4) 
The Yelp dataset [31, 32] is a subset of reviews, businesses 
and user data for use in personal, academic purposes and 
educational. This dataset consists of 8,635,404 reviews, 
160,585 businesses, 200,000 pictures and 8 metropolitan 
areas. 

Fig. 3 illustrates the extraction of input in the prepossessing 
step. Datasets is acquired and converted to lower case. 
Sentence will be extracted by the special character removal, 
which removes the special characters such as ‘@’, ‘#’, ‘_’. 
Then splitting and localization process will take place, this is 
used to split each and every word and localize it. After splitting 
and localization, the next step is removal of the stop words 
such as is, are, a, an, the etc. These are the steps involved in the 
pre-processing technique and the next step is data partitioning 
and feature extraction. The feature extraction is implemented 
by the Yake tool [33]. The extracted features are classified by a 
two-level classifier, which is a hybrid model that is 
combination of LSTM and SVM. The performance of state-of-
the-art existing feature selection approaches is compared with 
proposed feature selection process. The performance attained 

using Accuracy, Precision, Recall, F-1 score, Specificity, False 
Negative Rate (FNR), False Positive Rate (FPR), Negative 
Predictive Value (NPV) and Error. 

Table I and Table II illustrate the results obtained on 
datasets 1, 2, 3 & 4 for various metrics using the existing and 
proposed sentiment classification model. The values for 
parameters such as Error, FNR, FPR are smaller as compared 
to existing techniques and the metrics such as accuracy, 
precision, recall, F-1 score and NPV are greater as compared to 
existing techniques. The below section will explain graphical 
representation for the comparison of proposed and existing 
models. 

 
Fig. 3. Input and Output Obtained after Pre-Processing. 

TABLE I. PERFORMANCE BASED COMPARISON FOR DATASET BETWEEN PROPOSED AND EXISTING TECHNIQUES ON DATASET 1 & 2 

Performance Metrics 
Techniques 
DATA 1 DATA 2 
RF ANN SVM LSTM LSTM-SVM RF ANN SVM LSTM LSTM-SVM 

Accuracy 0.42 0.68 0.75 0.78 0.85 0.80 0.82 0.84 0.84 0.92 
Error  0.58 0.32 0.25 0.22 0.15 0.20 0.18 0.16 0.16 0.08 
Precision 0.20 0.40 0.49 0.66 0.88 0.78 0.74 0.76 0.80 0.85 
Recall 0.18 0.15 0.30 0.45 0.71 0.25 0.36 0.40 0.68 0.78 
Specificity 0.50 0.78 0.82 0.84 0.96 0.84 0.86 0.86 0.88 0.93 
F1_Score  0.70 0.76 0.84 0.88 0.92 0.70 0.76 0.82 0.86 0.91 
Negative Predictive Value (NPV) 0.52 0.78 0.82 0.84 0.92 0.84 0.84 0.89 0.93 0.94 
False Negative Rate (FNR) 0.32 0.30 0.29 0.25 0.20 0.20 0.20 0.17 0.14 0.05 
False Positive Rate (FPR) 0.23 0.17 0.09 0.06 0.05 0.35 0.30 0.22 0.17 0.10 

TABLE II. PERFORMANCE BASED COMPARISON FOR DATASET BETWEEN PROPOSED AND EXISTING TECHNIQUES ON DATASET 3 & 4 

Performance Metrics 
Techniques 
DATA 3 DATA 4 
RF ANN SVM LSTM LSTM-SVM RF ANN SVM LSTM LSTM-SVM 

Accuracy 0.63 0.68 0.68 0.77 0.86 0.60 0.73 0.76 0.78 0.89 
Error  0.37 0.32 0.32 0.23 0.14 0.40 0.27 0.24 0.22 0.11 
Precision 0.64 0.69 0.70 0.71 0.87 0.60 0.76 0.76 0.83 0.90 
Recall 0.63 0.68 0.69 0.69 0.87 0.60 0.73 0.75 0.71 0.89 
Specificity 0.63 0.68 0.69 0.84 0.86 0.60 0.73 0.76 0.85 0.89 
F1_Score  0.67 0.69 0.71 0.75 0.91 0.70 0.73 0.74 0.83 0.86 
Negative Predictive Value (NPV) 0.68 0.69 0.72 0.77 0.85 0.71 0.73 0.81 0.83 0.89 
False Negative Rate (FNR) 0.30 0.21 0.20 0.15 0.10 0.24 0.20 0.17 0.13 0.08 
False Positive Rate (FPR) 0.39 0.31 0.29 0.19 0.12 0.20 0.19 0.16 0.10 0.08 

Input Review Output Tokens 

The food is always great here. The service from both the 
manager as well as the staff is super. Only draw back of this 
restaurant is it's super loud. If you can, snag a patio table! 

'food', 'always', 'great', 'service', 'manager', 
'well', 'staff', 'super', 'draw', 'back', 
'restaurant', 'super', 'loud', 'sang', 'ratio', 
'table'  

This place used to be a cool, chill place. Now its a bunch of 
neanderthal bouncers hopped up on steroids acting like the 
can do whatever they want. There are so many better places 
in davis square where they are glad you are visiting their 
business. Sad that the burren is now the worst place in 
davis. 

'place', 'used', 'cool', 'chill', 'place', 'bunch', 
'neanderthal', 'bounce', 'hoped', 'osteoid', 
'acting', 'like', 'whatever', 'want', 'many', 
'better', 'place', 'davis', 'square', 'glad', 
'visiting', 'business', 'sad', 'burden', 'worst', 
'place', 'davis'  

The setting is perfectly adequate, and the food comes close.   
The dining chains like Chilis and Victoria Station do 
barbecue better. 
It's no surprise you can always pick up coupons for 
Linwood at restaurant.com. 

'setting', 'perfectly', 'adequate', 'food', 
'come', 'close', 'dining', 'chain', 'like', 'child', 
'victoria', 'station', 'barbecue', 'better', 
'surprise', 'always', 'pick', 'coupon', 
'linwood', 'restaurant', 'com'  
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Fig. 4 illustrates the comparison metrics as mentioned in 
Table II and Table III, for proposed approach with the existing 
approaches. In this the existing approach such as LSTM, SVM, 
ANN, and RF are compared with the proposed approach of 
hybrid two-stage LSTM-SVM. It is observed that hybrid two-
stage LSTM-SVM performs well in comparison with 
approaches. 

Table III illustrates the comparison of performance metrics 
for incremented classes and features on the proposed model. 

Fig. 5 illustrates the accuracy comparison of incremented 
values for the proposed model. In this figure, the performance 
metrics for three class 50 features is smaller compared to 
incremented three class 75 features. The performance metrics 
of the incremented five class 50 features is smaller compared to 
the five class 75 features. From this, the incremented class and 
features of the proposed model attains a best performance 
metrics. 

  

  

  

  
Fig. 4. Comparison of Accuracy, Error, Precision, Recall, Specificity, F1-Measure, FNR and FPR Metric. 
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TABLE III. COMPARISON OF PERFORMANCE METRICS FOR INCREMENTED 
CLASSES AND FEATURES ON THE PROPOSED MODEL 

Proposed 
method  

3 class with  
50 features 

3 class with  
75 features 

5 class with  
50 features 

5 class with  
75 features 

Accuracy  0.895 0.99 0.85 0.88 
Error 0.11 0.01 0.15 0.12 
Precision 0.83 0.98 0.51 0.61 

Recall 0.80 0.98 0.53 0.63 

 
Fig. 5. Comparison of Accuracy Metrics for Incrementing Features and 

Incrementing Classes. 

V. CONCLUSION 
This paper aims to design best sentiment analysis for social 

media posts and review comments. Many researchers are trying 
to utilize the large datasets for sentiment analysis but the 
performance of conventional techniques is not satisfactory. In 
this technique, features are extracted and converted by the 
countvectorizer, then for classification a hybrid two-stage 
LSTM-SVM model is used to predict sentiments. The 
proposed hybrid two-stage algorithm is validated and 
compared with the state-of-the-art existing sentiment 
classification technique. The comparison analysis revealed that 
the proposed model has excellent performance metrics. The 
accuracy of the proposed model varies according to the 
incremental leaning, the accuracy for three class 50 and 75 
features is 89 and 99 then, the accuracy for five class 50 and 75 
features is 85 and 88. This analysis reveals that the 
incremented class and features attain a better accuracy. 
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Abstract—In the professional world, the impact of big data is 

pulsating to change things. Data is currently generated by a wide 

range of sensors that are part of smart devices. It necessitates 

data storage and retrieval that is fault tolerant. Data loss can be 

caused by natural calamities, human error, or mechanical 

failure. Several security threats and data degradation attacks 

attempt to destroy storage disks, causing partial or complete data 

loss. The data encoding and data recovery mechanisms is 

proposed in this research. To produce a set of matrices utilizing 

matrix heuristics, the suggested system proposes an efficient 

Optimized Cauchy Coding (OCC) approach. In this paper, the 

Cauchy matrix is used as a generator matrix in Reed Solomon 

(RS) code to encode data blocks with fewer XOR operations. It 

reduces the encoding algorithm's time complexity. Furthermore, 

in the event of a disk failure, missing data from any data block is 

made available through the Code word. In terms of data 

recovery, it outperforms the Optimal Weakly Secure Minimum 

Storage Regenerating (OWSPM-MSR) and Product-Matrix 

Minimum Storage Regenerating (PM-MSR) methods. For data 

coding, a 1024KB file with various combinations of data blocks l 

and parity blocks m is evaluated. In the first scenario, m is 1 and 

l ranges from 4 to 10. The value of l is 4 in the second scenario, 

while m ranges from 1 to 10. The existing OWSPM-MSR 

approach takes an average of 0.125 seconds to encode and 0.22 

seconds to decode, whereas the PM-MSR approach takes an 

average of 0.045 seconds to encode and 0.16 seconds to decode. 

The proposed OCC approach speeds up data coding by taking an 

average of 0.035 seconds to encode and 0.116 seconds to decode 

data. 

Keywords—Optimized cauchy coding; fault tolerant; data 

availability; reed solomon code 

I. INTRODUCTION 

Nowadays, social media is the primary source of data 
generation that we refer to as "big data," and it generates 
tremendous amounts of data. It is both enormous in size and 
intricate in nature. As a result of the current pandemic crisis, 
the use of the internet and smart phones is increasing every 
day. As a result, numerous businesses generate a high volume 
of records in the Petabyte or Exabyte range. Traditional 
systems are limited in their ability to capture, store, and 
analyze such large amounts of data, according to Wang et al. 
[1]. Large datasets can now be stored, compiled, and evaluated 
because of advancements in processing and storage 
capabilities. Big data analytics offers novel approaches to 
analyzing massive datasets. Few applications are rigorously 
found in the domains of healthcare, finance, traffic 
management, education, and retail [2]. Furthermore, the 

increase in data necessitates attention to several difficulties 
such as privacy, integrity, and access control, all of which are 
required to protect data from various attacks such as data 
degradation attacks and man-in-the-middle attacks. The 
current research uses a Cauchy matrix generation method to 
build and create models that can be used to manage data 
recovery for dispersed datasets. 

Yang et al. [3] describe a multi-cloud storage system that 
optimizes security and affordability. Chervyakov et al. [4] 
proposed a distributed data storage system for processing 
encrypted data and controlling calculations. Furthermore, the 
Redundant Residue Number System is used to discover and 
remedy errors. For distributed cloud storage, a block chain 
approach to security architecture is being investigated. Li et al. 
[5] used a genetic algorithm to solve file block duplication 
among numerous users and data centers. Bhuvaneshwari & 
Tharini [6] argue that scalable and dependable distributed 
storage systems are essential due to the growing volume of 
data. For massive data storage, Low Density Parity Check 
(LDPC) codes are being investigated. Tang & Zhang [7] 
demonstrate how a Vander-monde matrix is concatenated with 
an identity matrix to ease encoder and decoder design. 
Furthermore, in bit matrices of the Cauchy matrix, several 
finite fields are explored to decrease one. Erasure-resilient 
codes are Cauchy Reed-Solomon (RS) codes. Makovenko et 
al. [8] describe the use of heuristic perturbation to optimize 
coding bit-matrices for fault tolerant data storage. The ability 
to serve multiple clients at the same time is one of the most 
significant requirements of cloud storage solutions. The help 
rate region is a new addition to the map. Kazemi et al. [9] 
defines a Quality of Service (QoS) metric for coded, 
distributed setups. It's a collection of information access 
requests that the system manages all at once. 

Dai & Boroomand [10] offered a combination of big data 
and man-made consciousness technologies to improve security 
by detecting attacks on internet-connected devices. Ravikumar 
& Kavitha [11] demonstrate how to use adaptive hybrid 
mutation to optimize a black widow clustering approach. To 
improve remote sensing retrieval mechanisms, Li & Zhang 
[12] propose widely open datasets with evaluation metrics. 
Xiao & Zhou [13] propose classifiers based on resource 
optimization and framework to minimize data repair and 
update concerns in erasure coding schemes. Gong & Sung 
[14] introduce zig-zag codes as erasure codes for data 
decoding. The dependability vs. storage trade-off is examined. 
Dau et al. [15] consider the Cauchy and Vander-monde 
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matrices while constructing maximum distance separable 
codes to tackle coding challenges. This method is used to 
select arbitrary Vander-monde/Cauchy matrix evaluation 
points. It necessitates the use of very small finite fields. The 
dimensions of the generator matrix are polynomial. Additional 
design limitations are implemented, rendering the Vander-
monde/Cauchy matrix ineffective for code construction. Wu et 
al. [16] show how to use Cauchy RS codes to improve the 
efficiency of distributed storage systems. It starts by 
calculating the best post scaling encoder matrix based on the 
data migration policy. Following that, the data transfer process 
is optimized using the chosen post scaling encoder matrix. The 
Solomon code protocol for multi-party authentication is 
thought to improve the security of the system. When data is 
large, it can be difficult to construct Solomon code as matrix 
creation since it takes a long time. Another difficulty with 
several portions is space complexity. Information is securely 
stored in a wireless network using both local and geographic 
replication. It aids in the recovery after a disaster. Zhang et al. 
[17] discuss the architecture, as well as resource supply and 
replication technologies. It reduces the time it takes to deploy 
software and increases customer adoption. The disadvantage is 
that it necessitates a larger development pool. 

Chen & Ma [18] present a disk recovery strategy that is 
both efficient and cost-effective. It decreases the amount of 
data that is read from the disk. Furthermore, the workload 
quantity on all surviving disks is the same. To recover the 
failed disk, only a few disk reads are needed. Recovery of all 
the data takes a long time. Shen et al. [19] demonstrate how to 
determine the optimal number of code word pictures for any 
XOR-based erasure code. It produces recapture rosters with 
the least amount of data possible. It also improves I/O 
performance for cloud document frameworks that use large 
square sizes. For the length of recuperation, it reduces the 
amount of data read. Its drawback is that it necessitates a 
significant amount of area. On database servers, it causes a 
heating problem. Burihabwa et al. [20] suggest using a flat 
XOR-code for data recovery. Recovery schedules are also 
generated. As a result, the execution time is minimized. 
Periodic system backup is not included in this system's 
configuration. Hadoop is a platform for storing and analyzing 
massive data sets. Hadoop Distributed File System (HDFS) is 
used to store the large amount of data. Partitioning a large 
record into blocks is considered a block position strategy. 
Following that, it was assigned to the homogenous cluster. 
Shah & Padole [21] offer a novel approach to updating the 
information blocks on explicit hubs. Total nodes are split into 
two categories: homogenous and heterogeneous, and high and 
low performing nodes. It improves node burden revision. Its 
drawback is that it requires a capacity approach that can work 
on both homogeneous and heterogeneous clusters. It requires 
apps that can run in a diverse and homogenous environment in 
a short amount of time. 

Information is stored in a NoSQL database in a hub-like 
way. As a result, the information becomes skewed. These data 
sets should store information that is extremely accessible. It 
also has no reservations about the parcel's adaptability and 
durability. Pandey [22] introduces this strategy for balancing 
load in a circulating environment. It divides data into small 

parts, making it easier to move things around on their own. As 
erasure codes, Cauchy RS codes are gaining in use. It is 
preferred in Redundant Array of Independent Disks (RAID) 
arrays that use Solid-State Drives (SSDs). The use of Galois 
Field (GF) math to accomplish matrix-vector multiplication is 
necessary for such coding on a processor-based RAID 
regulator. The erasure coding performance of resistive RAM 
(ReRAM) can be improved. RAID controllers and SSD 
controllers use it as core memory. The Cauchy-Vandermonde 
matrix is used by Han et al. [23] as the encoding generating 
matrix. SSDs are used to distribute rebuilding efforts for a 
single failure. It boosts the speed of encoding and decoding. 
More memory accesses result from increased computation 
complexity. It has a high level of durability while requiring 
less storage space. To improve failure recovery performance, 
Xu et al. [24] introduce a PBD-based Data Layout (PDL). In 
the event of part failures, it clearly gives superior assistance to 
front-end applications. For mixed erasure codes, it provides a 
uniform data layout. Each lump containing different symbols 
from a coding strip resides in a different node and on a 
different disk in distributed storage. Pirahandeh & Kim [25] 
present a scalable, multisector scheduler that allows for three 
levels of adaptability to non-critical failure over time, plates, 
and nodes. It can now recover from multiple levels of failure. 
The innermost assembly of each node, which consists of total 
disks and segments for each node, is alarming. It raises 
encoder and decoder average performance. It has been 
determined that it is suitable for use in a distributed storage 
environment that is adaptive. To determine parity chunks, our 
approach uses fewer XOR tasks. It provides a consistent 
information layout for integrated Erase Code (EC). 

The rest of the paper is written in the following format. 
The related work is discussed in Section II. The proposed 
Optimized Cauchy Coding (OCC) method is detailed in 
Section III. The evaluation findings are given in a real-time 
scenario in Section IV. The proposed OCC system benefits 
and potential scope are summarized in Section V. 

II. RELATED WORK 

A. Related Work 

This section discusses relevant work in the data storage 
domain for fault tolerant systems that addresses time, space, 
and complexity issues in matrix formation. 

In light of the equipment execution system for decoding, 
Wu et al. [26] suggested a novel high-speed Cauchy algorithm 
to construct an encoding calculation. To achieve the same 
results as Cauchy, this technique requires a less sophisticated 
calculating process. Ca-Co, a useful Cauchy coding method 
for information storage in distributed systems, was proposed 
by Zhang et al. [27]. To produce a scheduling sequence, it 
uses a Cauchy matrix with XOR operations. In comparison to 
existing systems, the system provides an effective data storage 
approach. It can quickly generate a Ca-Co matrix using the 
XOR operation. Tang & Cai [28] offer a novel erasure 
decoding approach. To protect against capacity node 
disappointments, erasure coding is preferred in the appropriate 
stockpiling framework. The data is first separated into data 
blocks, which are then coded to create encoding blocks. The 
decoding method is used to recover the lost data blocks. In 
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light of the changing system of the translating change matrix, 
the decoding failures are acknowledged. Erasure coding 
improves interpreting effectiveness while requiring less 
bandwidth for modernization. The hypothetical examination, 
on the other hand, demonstrates the method's accuracy. The 
system of data restoration benefits from available erasure-
coded data insertion strategies. To recover data, the operator 
first replaces all unproductive nodes with one new node. The 
Node Replacement Process (NRP) takes hours or days in 
practice. Due to the lack of durability, the enhanced statistics 
are lost once more. Information accessibility and 
dependability are maintained by a few methods in circulating 
record systems. 

The Erasure Coding (EC) method is popular for increasing 
space efficiency. It has incalculable execution encoding, 
decoding, and input/yield corruption elements in general. Kim 
[29] proposes a buffering and joining method in which several 
I/O demands that occur during encoding are combined and 
treated as one. It offers four recovery options for distributing 
the disk input/yield loads generated during decoding. Erasure 
coding is a generally complex technology used in the allocated 
storage framework to protect against capacity node disk 
failure. It improves resilience while also reducing 
repetitiveness. First, the data is separated into b chunks. The 
encoding technique is then used to convert the b blocks into c 
blocks. The decoding technique recovers the     blocks that 
were missed. Clients of distributed storage typically assign 
different redundancy configurations to the repetitiveness 
settings (b, c, and d) of EC. It is based on the perfect balance 
of execution and internal failure adaption. This work aids in 
the observation of a very low likelihood encoding approach 
for a design with available configurations that produces 
superior results. With low data repetition, EC codes are used 
in the cloud. Just a hypothetical investigation demonstrates the 
Ca-Co technique's accuracy. 

The Optimal Weakly Secure Minimum Storage 
Regenerating (OWSPM-MSR) [31] approach was proposed by 
Bian et al. Its implementation is based on Jerasure, and the test 
was run on a Linux machine with an Intel Core i5 CPU and 
4GB RAM. A Galois field size of 28 and a block size of 1024 
are used in the implementation. They compared many factors, 
such as calculation time and storage overhead, with the 
previous system. This method use the Cauchy-network based 
RS coding algorithm. Over constrained fields, division and 
multiplication may be converted into subtraction and addition 
tasks, and they can be recognized by XOR tasks. Furthermore, 
they calculated the aforementioned during data recovery in 
terms of translating time. In the most pessimistic case, it takes 
a little longer than Product-Matrix Minimum Storage 
Regenerating (PM-MSR). The time between techniques 
became longer as the number of data blocks (k) and parity 
blocks (p) increased (m). Because it takes longer to invert a 
matrix, the time consumed by the OWSPM-MSR approach is 
longer than the time necessary to encode the data. 

Shah et al. [32] proposed a technique which is based on a 
product matrix structure. PM-MSR uses the Vandermonde 
network to reconstruct information that has been lost due to a 
disc crash. Two special characteristics of the Product-Matrix 
structure make the codes used in this system desirable from a 

security standpoint. For starters, several standards in the 
literature, including those in, take functional repair into 
account. The data placed in the replacement node might vary 
from the data stored in the failed node in this form of repair as 
long as the replacement node meets the system's rebuilding 
and appropriate working requirements. This enables a snoop 
to get a greater amount of data by examining the information 
stored in a core over several instances of repair. PM codes, on 
the other hand, provide a precise fix, with information stored 
in the substitute node indistinguishable from that stored in the 
bombed node. Second, regardless of whether the fix is exact, 
the information downloaded during the repair of a given 
server may be dependent on the arrangement of n nodes 
cooperating in the maintenance with handling, and therefore 
may alter between fixes of that node. By default, the PM 
system ensures that the data retrieved by the substitute node is 
independent of the helper nodes' personalities. The 
Vandermonde-based has a high level of complexity in terms 
of duplication and division in a Galois field, resulting in a long 
calculation time. 

The approach proposed by Wang et al. [30] involves 
replacing some submatrices of the polarizing change with 
networks on the decoder side, resulting in a less difficult 
evaluation of log-probability proportions. This strategy allows 
for a reduction in complexity for the sequential termination, 
list, and successive translation calculations. Later, it was 
suggested that an improved decoding technique for polar 
codes with large kernels be used. It entails replacing the 
instances of large kernels in the polarizing change with more 
straightforward frameworks in a specified way. The 
methodology does not require any sideways encoder 
enlargements and has no effect on decoder operation. It can 
also be used in conjunction with list and consecutive 
translation calculations. For efficient polar codes, many 
encoding computations are addressed. In comparison to 
previous non-recursive algorithms, an improved encoding 
approach reduces the number of calculations due to an 
iterative property of the generating matrix and a specific lower 
three-sided design of the lattice. When compared to current 
non-recursive approaches, it reduces the number of XOR 
processing units, which is advantageous for numerous 
executions over existing algorithms. Many limiting or figure 
units haven't been changed. This makes the framework less 
stable. 

B. Problem Identification 

In the above related work, many techniques are introduced 
to find a way to deal with fault tolerance with Cauchy matrix 
in combination with RS code. Several existing approaches 
require a long computation time to conduct XOR operations in 
encoding and decoding user data. In existing work, erasure 
codes like Cauchy RS use Galois Field (GF) to accomplish 
matrix-vector multiplication, which causes CPU overhead due 
to an exponential increase in read/write operations. We 
present an Optimized Cauchy Coding method with RS coding 
to overcome this problem. Proposed method makes it easier to 
create Cauchy matrices because it reduces the number of XOR 
operations in data recovery. 
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C. Research Contribution 

The main objectives of this paper are as per the following: 

 To reduce the number of read/write operations in the 
encoding process while storing data in a distributed 
environment with a certain redundancy configuration. 

 To minimize XOR operations for various combinations 
of matrices as well as schedule fewer iterations for data 
recovery on the data blocks with logarithmic functions. 

 To handle unnecessary resource utilization problems in 
a distributed environment, replica formation of the same 
block is replaced with a single block with fault 
tolerance ability to recover data. 

III. METHODOLOGY 

The Optimized Cauchy Coding (OCC) technique proposed 
is based on RS coding. The OCC paradigm for data recovery 
is depicted in Fig. 1. The encoding and decoding procedure 
here involves a number of different entities. 

The entities engaged in the coding process are listed 
below: 

1) Client 

2) Data files 

3) Data blocks 

4) Parity blocks 

5) Server nodes 

In the block diagram of OCC approach at first when a 
client wants to write a data file, the write data request will first 

travel via the encoding block, where the files from the client 
side F1, F2, F3, and F4 can be written on server nodes. 

The source file that the client wants to write on the server 
node will no longer be written in the original format of the 
source data file, but will instead be translated into a different 
format to secure the data. The encoding procedure encodes the 
file received from the client to make the system fault resistant 
and increases data availability in the event of a disk failure. To 
produce a check matrix, the OCC technique examines 
redundancy configurations (l, m, n) during the encoding 
process. The number of data blocks is represented as one, the 
number of parity blocks is represented as m, and the number 
of coding unit bits per word is represented as n in this system. 
The experiment considers the trade-off between matrix 
creation time and resource utilization. In a distributed 
environment, the system is emulated. XOR operations are 
used to produce each Ca-Co coding matrix for each chunk. 
Cauchy matrices are built on GF. Using the Cauchy matrix 
and XOR operations, GF additions and multiplications are 
also minimized. In terms of time, the Cauchy matrix density 
determines encoding performance. Algorithm 1 explains the 
check matrix construction process. Data blocks and parity 
blocks for the input files will be written on the servers S1 
through S6 after the encoding procedure is completed. When 
clients want to read the files, the data is decoded by the 
decoding process. If any data blocks are missing, the data can 
be recovered using the decoding process, which uses the check 
matrix established during the encoding process to reassemble 
the data. 

 

Fig. 1. OCC Data Recovery Approach. 
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The suggested method lets users control their access in a 
safe and private way. Algorithm 1 shows how to make an 
optimized Cauchy matrix and encode data blocks in a data 
write operation in a step-by-step way. 

The proposed OCC data recovery technique converts the 
Cauchy encoding entities into Boolean form and stores them 
as a binary matrix. Further binary XOR operations are 
performed for the elements obtained from Galois Field 
      . It helps in reducing the time complexity of XOR 
calculations. Here in the encoding algorithm, three parameters 
 ,   and   are considered to generate the Cauchy matrix, 
where   is the number of data blocks,   is the number of 
parity blocks and   is the coding unit bits per word. 

Algorithm 1: OCC encoding algorithm 

Input:         where              ,                 

and                              

Output: Code word check matrix 

The following are the steps for the encoding strategy. 

Step 1: We need to generate elements of         with the 
help of specific polynomial then generate its binary form 
matrix. So first we need to generate polynomial to generate 
a       .  

For different value of   different polynomials are there as 
below. If we have prime polynomial of degree   over       
then        can be constructed. For      generate        
from       using prime polynomial            . 

To calculate elements of       : As             , 
polynomial elements over        is as below: 

              

         1 

            

             

              

               

                 

                

             1 

This shows set of elements generated on         using 
polynomial. 

As per binary matrix rules       is generated using   
elements of polynomial and coefficient vector     . 

Step 2: Generate a Cauchy coding matrix. 

In the binary Cauchy coding matrix, the count of ONES 
decides how many operations of XOR will be required. A 
lower number of ONES yields better performance. In this 
matrix generation, the Cauchy Good (CG) method is used for 
enhancing the performance because the generated matrix will 
have a lower number of ONES as compared to other heuristic 
methods. 

With the help of CG, constructing the Cauchy matrix, 
which is defined as MG. Furthermore, we divide each element 
of MG, as in column j by 
                                                    . 

For other rows like row i, present number of ONES are 
calculated which are considered as N. Further by dividing row 
i, elements by       and record the number of ONES count, 

which is represented as              . 

Select a minimum of {              } which generates 
CG position one.  Repeat step 2 for the remaining matrix 
elements of CG. 

Step 3: Expand the Cauchy coding matrix of size     to 
the binary matrix of size       . Consider the extended 
matrix as a matrix  . 

Step 4: Create an array. 

Divide   data blocks into   parts similar to           

into                . 

      

  [

              

              

 
     

 
     

 
       

]  [

    

    
 

    

]  [

    

    
 

    

]          (1) 

                                          

The result array is as below: 

    [

             

    
 

    
 

     
 

             

             

    
 

    
 

     
 

             

]           (2) 

Further XOR operations are calculated then sorted. Further 
result is replaced with new data as   . 

Algorithm 2 shows how to write data to a cloud storage 
service using the OCC approach. 

Algorithm 2:   Data recovery algorithm 

Input: Code word check matrix 

Output: Plain text  

Step 1: The client sends a request to the server for data 
extraction. 

Step 2: The decoding matrix generation phase. 

As R1 has been partitioned into the blocks of (m +l) ×n 
and matrix BM(d) which has (m +l) n× (m +l) w in size is 
formed. 

      
                           

                   
            (3) 

Step 3: Evaluate the missing data blocks. 

i: When a data node fails, the information for the whole 
segment is lost. So while re-establishing information, a 
relating list   of missing components is made for the missing 
node. 
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ii: The component   in the missing component list   is 
iterated through. Assuming it has a place in the data 
component; continue to step iii. 

If it has a place in the redundant component, skip it. 

iii: The   is the row set whose element   is one in the 
parity check matrix  . Assume that there is no component 
in  , set row   to zero. In case there is a component in  , then, 
at that point, we select the row with the little load of hamming 
subsequent to eliminate the missing component from   as   . 
The row corresponding to the component in   and the row   
performs XOR with    and     is set to  . 

iv: After handling each component of the list  , the values 
in the column corresponding to the redundant components in 
the list can be set to zero. 

Step 4: Data recovery phase 

Now, line    is an analogous row to the component   of 
the missing component list with the name   which is the 
relating matrix      .    is a set of columns with 1 in   . The 
information block relating to the component in    is the data 
block expected for restoring the component  . 

As per the above component list with the name   and the 
binary matrix      , all missing records can be recovered as 
before. Lost data can be recovered with XOR operations with 
available dataset. 

IV. RESULT 

This section examines performance in terms of the amount 
of time it takes to encode and decode data in a distributed 
system. The requirement to run a test-engine to evaluate 
system performance is shown in Table I. 

At the output, it encodes these data blocks into m parity 
blocks. The storage system is resistant to numerous disk 
failures in this case. The OCC code works with binary data. 
Each word consists of n bits such that            . For data 
encoding, redundancy configuration        varies by keeping 
different combinations of data blocks and parity blocks. 

TABLE I. SYSTEM REQUIREMENT 

Particulars Specifications 

CPU with RAM Pentium 2.5 GHz with 4 GB RAM 

Language Java 

Operating system Linux 

The work of the proposed system is compared to that of 
the present system in terms of encoding and decoding times, 
utilizing various redundancy configurations. Encoding time 
refers to the time it takes to convert the contents of a file into a 
specified format that allows data to be securely sent and stored 
in a specific data node. The time it takes to convert an 
encoded data sequence back to its native format is known as 
decoding time. Table II demonstrates the time necessary to 
code files ranging in size from 1MB to 50MB using the 
proposed OCC coding technique in seconds. 

TABLE II. ENCODING AND DECODING TIME FOR VARIOUS SIZE INPUT 

FILE FOR PROPOSED OCC (L=10, M=20) 

File size Encoding Time Decoding Time 

1 MB 0.12 0.145 

5 MB 0.26 0.31 

10 MB 0.54 1.3 

In the event of a disk failure, Table III outlines the various 
criteria, such as data availability, recoverability, efficiency, 
and storage overhead. It displays great data availability, high 
recoverability, and high efficiency for the inputs     and 
   . For the same arrangement, the storage overhead is 
minimal. The amount of storage space required grows as the 
number of parity blocks grow. 

TABLE III. PERFORMANCE ANALYSIS OF PROPOSED OCC FOR VARIOUS 

INPUT PAIR VALUES (L, M) 

Encoding Availability Recoverability Efficiency 
Storage 

Overhead 

l=4, m=1 High High High Low 

l=5, m=1 High High Medium Low 

l=6, m=1 High High High Low 

l=7, m=1 High High High Medium 

l=4, m=2 High High High Low 

l=4, m=3 High Medium High Low 

l=4, m=4 High High Medium Low 

l=4, m=5 High Medium Low High 

V. DISCUSSION 

Table IV demonstrates the encoding time required for 
various ways to encode the data when different numbers of 
data blocks (     to     ) and parity block (   ) are 
examined. For comparison of the proposed OCC with the 
existing approaches of Optimal Weakly Secure Minimum 
Storage Regenerating (OWSPM-MSR) [31] and Product-
Matrix Minimum Storage Regenerating (PM-MSR) [32], a 
total of seven different combinations are evaluated. 

TABLE IV. ENCODING TIME FOR VARIOUS NUMBER OF DATA BLOCK (L) 

Techniques 
Encoding Time(s) 

l=4, m=1 l=5, m=1 l=6, m=1 l=7, m=1 l=8, m=1 l=9, m=1 l=10, m=1 

 OWSPM-MSR 0.0065 0.0065 0.0082 0.0119 0.0125 0.0119 0.0135 

 PM-MSR 0.0065 0.0077 0.039 0.053 0.098 0.27 0.38 

Proposed OCC 0.006 0.0063 0.008 0.0084 0.009 0.0096 0.01 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 6, 2022 

626 | P a g e  

www.ijacsa.thesai.org 

 

Fig. 2. Comparison of Encoding Time with Various Number of Data Blocks. 

Fig. 2 depicts an encoding time plot, with the X axis 
representing input and the Y axis representing encoding time 
for a single input. The inputs are the number of data blocks 
(    to   ) and the number of parity blocks (   ). The 
OCC encoding procedure outperforms the previous OWSPM-
MSR and PM-MSR algorithms for various combinations of 
one and m. Fig. 3 depicts an encoding time plot, with the X 
axis representing input and the Y axis representing encoding 
time for a single input. The number of data blocks (   ) and 
the number of parity blocks (    to   ) are used as inputs. 
The OCC encoding procedure outperforms the previous 
OWSPM-MSR and PM-MSR algorithms for various 
combinations of l and m. 

Table V shows the encoding time required for various 
approaches to encode the data when     to      parity 

blocks and data blocks     are examined. For comparison of 
the proposed OCC with the existing approaches OWSPM-
MSR and PM-MSR, a total of seven different combinations 
are explored. 

Table VI demonstrates the decoding time necessary for 
various ways to decode the data when different numbers of 
data blocks (     to     ) and parity block (   ) are 
examined. For a comparison of the new OCC with the existing 
OWSPM-MSR and PM-MSR approaches, seven different 
combinations are tried. 

Fig. 4 depicts a plot for decoding time, with the X axis 
representing input and the Y axis representing decoding time 
for a certain input. The inputs are the number of data blocks 
(    to   ) and the number of parity blocks (   ). OCC 
outperforms the previous OWSPM-MSR and PM-MSR 
algorithms for various combinations of   and   decoding. 

 

Fig. 3. Comparison of Encoding Time for Various Number of Parity Blocks. 

TABLE V. ENCODING TIME (IN SECONDS) FOR VARIOUS NUMBER OF PARITY BLOCKS 

Techniques 
Encoding Time(s) 

l=4, m=1 l=4, m=2 l=4, m=3 l=4, m=4 l=4, m=5 l=4, m=6 l=4, m=7 l=4, m=8 l=4, m=9 l=4, m=10 

OWSPM-MSR 0.017 0.022 0.026 0.031 0.06 0.07 0.094 0.099 0.112 0.125 

PM-MSR 0.008 0.012 0.019 0.024 0.029 0.037 0.043 0.053 0.063 0.064 

Proposed OCC 0.003 0.005 0.009 0.011 0.013 0.023 0.028 0.031 0.038 0.045 

TABLE VI. DECODING TIME (IN SECONDS) FOR VARIOUS NUMBER OF DATA BLOCKS 

Techniques 
Decoding Time(s) 

l=4, m=1 l=5, m=1 l=6, m=1 l=7, m=1 l=8, m=1 l=9, m=1 l=10, m=1 

OWSPM-MSR 0.010 0.023 0.045 0.075 0.12 0.19 0.26 

PM-MSR 0.0092 0.015 0.035 0.050 0.070 0.085 0.13 

Proposed OCC 0.0077 0.0083 0.0089 0.0097 0.010 0.016 0.018 

PM-MSR 0.0092 0.015 0.035 0.050 0.070 0.085 0.13 
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Fig. 4. Comparison of Decoding Time for Various Number of Data Blocks. 

Table VII compares the average time required for 
encoding and decoding 1024KB of data using different 
approaches. In comparison to the existing two methodologies, 
the proposed system takes less time. 

Table VIII demonstrates the decoding time required for 
various ways to decode the data when     to      
parity blocks are used in combination with data block    . 
For a comparison of the new OCC with the existing OWSPM-
MSR and PM-MSR approaches, seven different combinations 
are tried. 

TABLE VII. AVERAGE ENCODING AND DECODING TIME OF DIFFERENT 

METHODS (FILE SIZE 1024KB, L=4, M=10) 

Techniques Encoding Time(s) Decoding Time(s) 

OWSPM-MSR 0.125 0.22 

PM-MSR 0.045 0.16 

Proposed OCC 0.035 0.116 

Fig. 5 depicts a plot for decoding time, with the X axis 
representing input and the Y axis representing encoding time 
for a certain input. As inputs, the data block count (   ) and 
the   parity block count (     to   ) are used. OCC 
outperforms the previous OWSPM-MSR and PM-MSR 
algorithms for various combinations of   and   decoding. 

Fig. 6 and Fig. 7 provide a comparison graph for average 
data encoding and decoding times for various techniques, 
showing that the proposed OCC outperforms existing 
techniques with a 0.035 second encoding time and 0.116 
second decoding time for a 1024KB data file. 

The OCC data recovery strategy outperforms the 
OWSPM-MSR and PM-MSR data recovery strategies. 
Because PM-MSR employs the Vandermonde matrix in the 
encoding process, the encoding time is longer than the OCC 
technique, which uses the Cauchy matrix in conjunction with 
the RS code. In the encoding process, the OCC technique 
employs a Cauchy Good matrix with fewer ONES, which 
decreases the time required for the XOR operation. Ultimately 
it optimized overall processing time for encoding and 
decoding. As a result, the OCC technique outperforms the 
OWSPM-MSR and PM-MSR strategy. 

TABLE VIII. DECODING TIME FOR VARIOUS NUMBER OF PARITY BLOCKS 

Techniques 
Decoding Time(s) 

l=4, m=1 l=4, m=2 l=4, m=3 l=4, m=4 l=4, m=5 l=4, m=6 l=4, m=7 l=4, m=8 l=4, m=9 l=4, m=10 

OWSPM-MSR 0.03 0.045 0.065 0.080 0.11 0.13 0.15 0.16 0.19 0.22 

PM-MSR 0.02 0.035 0.050 0.070 0.08 0.085 0.095 0.010 0.12 0.16 

Proposed OCC 0.0086 0.0092 0.0099 0.0103 0.0135 0.0156 0.0187 0.0256 0.0285 0.0321 

 

Fig. 5. Comparison of Decoding Time for Various Number of Parity Blocks. 

 

Fig. 6. Comparison of Average Encoding Time of Different Methods. 
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Fig. 7. Comparison of Average Encoding and Decoding Time of Different 

Methods. 

VI. CONCLUSION AND FUTURE WORK 

This paper proposed an optimized Ca-Co approach to 
utilize matrix as well as schedule heuristics to attain an 
optimal coding structure. In terms of data recovery, it 
outperforms the OWSPM-MSR and PM-MSR approaches. 
For data coding, a 1024KB file with various combinations of 
data blocks   and parity blocks   is evaluated. For coding, two 
data block and parity block combinations are evaluated. In the 
first scenario,   equals 1 and   ranges from 4 to 10. The value 
of   is 4 in the second scenario, while m ranges from 1 to 10. 
The existing OWSPM-MSR approach takes an average of 
0.125 seconds to encode and 0.22 seconds to decode, whereas 
the PM-MSR approach takes an average of 0.045 seconds to 
encode and 0.16 seconds to decode. The proposed OCC 
enhances data coding performance by taking an average of 
0.035 seconds to encode and 0.116 seconds to decode data. In 
future, we intend to use the system in a hybrid cloud 
environment to balance energy savings with resource 
virtualization using punctured Cauchy RS code, which can 
further optimize network resources like power and bandwidth. 
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Abstract—Due to the COVID-19 pandemic, intensive controls 
were put in place to prevent the pandemic from spreading. 
People's habits have been altered by the COVID-19 measures 
and restrictions imposed such as social distance and lockdown 
measures. These unexpected changes created a significant impact 
on cellular networks, such as increased use of online services and 
content streaming, which increased the burden on wireless 
networks. This research work is basically a case study that aims 
to examine and investigate cellular network performance, 
including upload speed, download speed, and latency, during two 
periods (MCO, CMCO) in three different regions, including 
Kuala Lumpur, Selangor (Cheras), and Johor Bahru, to observe 
the effects of lockdown enforcement and other restrictions in 
Malaysia on cellular network traffic. We used the phone 
application Speedtest™ as a tool for data collection within 
different times during the day, considering the peak times, 
including morning, evening, and night times. The research 
findings show how COVID-19 has affected internet traffic in 
Malaysia significantly. This research would help perspective 
developers and companies to better understand and be prepared 
for tough times and higher load on cellular networks in future 
pandemics such as COVID-19. 

Keywords—Cellular networks; COVID-19; network 
performance; pandemic 

I. INTRODUCTION 
COVID-19 has shifted public perceptions about pandemics, 

with far-reaching repercussions for the global health and 
economic systems that was started in Wuhan, China [1]. In 
barely six months (from January to June 2020), 210 nations 
and territories worldwide reported more than ten million sick 
persons, including more than 500 thousand deaths [2]. COVID-
19 has caused huge economic losses in addition to the 
worldwide health catastrophe (e.g., a projected 25% 
unemployment rate in the United States) [3], as a result of that, 
one million Canadians lost their jobs in March 2020 [4]. The 
Australian economy shed 1.4 million jobs [5], as well as a 
global GDP loss of 3% [6]. Because of this, several analysts 
have projected a worldwide recession [7], [8]. Since there was 
no cure or vaccine back in 2020 and the virus was spreading 
rapidly, many countries have implemented various measures of 
social distancing [9], [10], [11], [12] to slow the spread of the 
pandemic and give more time for the pharmaceutical industry 
to develop a cure or vaccine. Few of these scenarios are contact 
tracing [13], tracking and monitoring [14], quarantine [15], and 
lockdown [16]. Specifically, such scenarios aim to reduce the 

transmission of illness by limiting the frequency and closeness 
of human physical contacts, such as closing public locations 
(e.g., schools and universities workplaces), avoiding large 
crowds and maintaining a safe gap among the people [9], [15]. 
However, the closure of schools and businesses means that 
many more people will have to work or study online, which 
will lead to an overwhelming rise in Internet traffic and online 
service needs, such as new Zoom users. Therefore, the load on 
the cellular networks has increased significantly [12], [17]. 

The social distancing and measures have a significant 
impact in reducing the spread of the virus. Malaysia was one of 
the countries that implemented social distancing solutions in 
early March 2020 [18], such as lockdown and restricted 
movement and measurements for individuals in outdoor areas, 
namely Movement Control Order (MCO) and Conditional 
Movement Control Order CMCO [18]. During that time, a 
substantial increase happened in data traffic and this has 
adverse effects on the network experience for the users in 
Malaysia. Note that Umobile, Maxis, Celcom, and Digi are the 
cellular networks providers in Malaysia. As soon as the MCO 
was launched, Malaysian smartphone users' average mobile 
data usage hit the roof, and this was followed by dramatic 
declines in the consumers' average 4G Download Speed 
Experience. Fig. 1 shows the recent social distancing scenarios 
[12] that were deployed during COVID-19 pandemic around 
the world. 

In [19], Comcast, one of the major US operators, claims a 
32% rise in upstream traffic growth and an 18% increase in 
downstream traffic growth outside of Europe as shown in 
Fig. 2, and Fig. 3 shows the increase of gaming downloads, 
streaming, and web video consumption and video 
conferencing. 

It's worth noting that throughout that period in Malaysia, 
4G Download Speeds for U Mobile customers increased by 
almost two times compared to pre-MCO levels. Until the week 
of May 18, data usage on most Malaysian networks was at its 
highest point. On average, Celcom's network experienced a 44 
percent rise in data usage, followed by Maxis’s 36 percent 
increase [18]. Compared to the beginning of the year, U 
Mobile subscribers' 4G download speeds were more than twice 
as fast by September 30th. According to [20], U Mobile has 
been bolstering its network infrastructure in recent months to 
keep up with the soaring demand for data by expanding its 
capacity and fine-tuning the performance of its current cells. 
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Fig. 1. COVID-19 Measures and Social Distancing Scenarios. 

 
Fig. 2. Network Growth Over Time. 

   
Fig. 3. Entertainment, Streaming, and Gaming Increase Rates. 

This study aims to investigate and analyze the usage of 
internet services, including networks traffics, latency and speed 
of internet, to understand the pandemic's impact on our daily 
use of internet applications and services and to support future 
researchers and developers for maintaining and improving the 
digital infrastructure or services. By doing this, countries and 
authorities can avoid the negative side of social distancing in 
the future pandemic, such as negative economic impacts and 
disturbances of services provided by companies that rely on 
online connections. 

The rest of the paper is organized as follows: Section II 
shows related research works. Section III introduces an 
overview of mobile data in response to the COVID-19 
measures and cellular network service providers in Malaysia. 
Section IV presents the methodology and data collection 
method of this research. Section V illustrates the results and 
discussion. Limitations and future directions are shown in 

Section VI. Finally, Section VII summarizes the work as a 
conclusion. 

II. RELATED WORK 
Microsoft claims that there has been an increase of 755% in 

the use of cloud servers [21], which means an increase in usage 
during the pandemic. Moreover, companies such as Netflix and 
YouTube concentrated the streaming quality in Europe to 
prevent network overload [22]. Moreover, since the shutdown 
in Italy, Cloudflare [23] and Fastly [24], two of the world's 
largest content delivery networks, have reported a 20–40 
percent spike in daily traffic. Furthermore, according to ISPs, 
the rise in network traffic has been reported in public news and 
blog reports. 

According to Vodafone [25], fixed broadband use has 
increased by more than 50% in Italy and Spain. With a 100% 
increase in upstream traffic and a 44% increase in downstream 
traffic during the pandemic. In [26], Telefonica IP networks 
had a traffic growth of about 40%, while mobile phone usage 
rose by approximately 50% and data usage increased by about 
25% [27]. Moreover, in [26] and [28], traffic increased by 10–
40% at European Internet Exchange Points. In [27], Malaysia’s 
internet traffic increased by 23.5 percent during the first stage 
of the pandemic due to the additional burden of online 
education and video conferencing. Many cities have started 
using online shopping such as Lazada and grab car for food 
delivery and many people used streaming video services like 
Netflix to pass the time while they were confined to their 
homes. 

Few studies have considered reporting some variations and 
statistics during COVID-19 pandemic. In the research work 
[29], the authors investigated the impact of the lockdown on 
Politecnico di Torino's campus network in Italy. They also 
noticed that inbound traffic had fallen significantly, but it has 
more than doubled outgoing traffic. 

In [30], using data from a diverse set of vantage points (one 
ISP, three IXPs, and one metropolitan educational network), 
the authors examined the effect of these lockdowns on traffic 
shifts. We can observe that the Internet infrastructure was able 
to handle the new volume, as most traffic shifts occur outside 
of traditional peak hours. While many networks saw increased 
traffic demands, in particular, those providing services to 
residential users, academic networks experience major overall 
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decreases. Yet, in these networks, we can observe substantial 
increases when considering applications associated to remote 
working and lecturing. The study also included the effect that 
government-mandated lockdowns had on the Internet by 
analyzing network data. Since all data sources exhibit vastly 
differing traffic characteristics and volumes, the authors 
normalized the data to make it easier to compare. 

The Internet was a gateway to the world; the study [31] 
used data from Internet speed tests, consumer complaints, 
search engine optimization tools, and logs of Internet use from 
public libraries to understand the effects of the pandemic on 
Internet use and performance. Despite reports that the Internet 
handled the surge in traffic well, we find that complaints about 
Internet speed nearly tripled, and performance was degraded. 
The study stated that many people without Internet at home 
turned to public Wi-Fi hotspots during the pandemic. We find 
that this occurred disproportionately in neighborhoods with 
more students. Future distance learning initiatives should 
consider the challenges some students face in obtaining 
Internet access. 

Mobile sensing has played a key role in providing digital 
solutions to aid with COVID-19 containment policies, 
primarily to automate contact tracing and social distancing 
measures. Many COVID-19 technology solutions leverage 
positioning systems, generally using Bluetooth and GPS, and 
can theoretically be adapted to monitor safety compliance 
within dedicated environments. However, they may not be the 
ideal modalities for indoor positioning. The study [32] 
conjectures that analyzing user occupancy and mobility via 
deployed WiFi infrastructure can help institutions monitor and 
maintain safety compliance according to the public health 
guidelines. Using smartphones as a proxy for user location, 
their analysis demonstrated how coarse-grained WiFi data can 
sufficiently reflect the indoor occupancy spectrum when 
different COVID-19 policies were enacted. They have 
demonstrated how their data source can be a practical 
application for institutional crowd control and discussed the 
implications of their findings for policy-making. 

The study [33] evaluated the impact on the Internet latency 
caused by the increased number of human activities that was 

carried out on-line. Their analysis of the impact of COVID-19 
pandemic relied on the results generated by both Anchoring 
Measurements (AMs) and User-Defined Measurements 
(UDMs). Beside ICMP-based latency, an evaluation of latency 
as seen at the HTTP level was provided. Latency is particularly 
important not only because it has a profound effect on some 
classes of applications, but also because it is, by itself, an 
excellent indicator of the health status of the network. We 
believe that the provided numbers and the related analysis will 
definitely help in better understanding this previously unseen 
event in the history of the Internet. 

The article [34] provided a perspective of the scale of 
Internet traffic growth and how well the Internet coped with 
the increased demand as seen from Facebook’s edge network. 
They have used this infrastructure serving multiple large social 
networks and their related family of apps as vantage points to 
analyze how traffic and product properties changed over the 
course of the beginning of the Covid-19 pandemic. 

The pandemic has significantly changed people’s mobility 
and habits, subsequently impacting how they use 
telecommunication networks. The study [35] has investigated 
the effects of the COVID-19 emergency on a UK Mobile 
Network Operator (MNO). The authors have quantified the 
changes in users’ mobility and investigate how this impacted 
the cellular network usage and performance. Their findings 
brought insights at different geo-temporal granularity on the 
status of the cellular network, from the decrease in data traffic 
volume in the cellular network and lower load on the radio 
network, counterposed to a surge in the conversational voice 
traffic volume. 

Table I shows a summary of related works. The motivation 
for this study is that no study has investigated the impact of 
COVID-19 restrictions and measures on cellular network 
traffic in different times during the day and through the year 
2021 in Malaysia. Moreover, the COVID-19 restrictions and 
measures such as social distancing and lockdowns have 
increased our daily use of internet services and applications; 
therefore it is important to study the variations of data speeds 
and usage. 
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TABLE I. RELATED WORK SUMMARY 

Ref. Focus Findings Location Time frame Network 
type From To 

[29] 
Analyzed the changes in 
the traffic patterns. 
 

1. Reveals the importance of using different lenses to fully 
understand the COVID-19 pandemic’s impact at the traffic 
level: Mornings and late evening hours see more traffic. 
2. Conclude that the Interne did its job and coped well with 
unseen and rapid traffic shifts. 

The 
Politecnico di 
Torino 
campus 
network /  
Italy. 

 February 
2020. April 2020 WiFi 

[30] 

Analyzed network flow 
data from multiple vantage 
points, including a large 
academic network and a 
large ISP at the edge, and, 
at the core. 

1. They found that the traffic volume increased by 15-20% 
almost within a week-while overall still modest, this 
constitutes a large increase within this short time period. 
2. Traffic increases in applications that people use when at 
home, such as Web conferencing, VPN, and gaming. 

Three IXPs 
located in 
Europe and 
the US. 

January 1, 
2020.  

June 24, 
2020. 

The core of 
the Internet 
(IXPs), and 
at the edge 
(a 
metropolitan 
university 
network). 

[31] 

To understand the effects 
of the pandemic on 
Internet use and 
performance. 

1. Downstream data rates changed little, but median 
upstream data rates at midday dropped by about a third. 
2. Significant increases in the use of many important 
categories of online content, including those used for work 
communications, education, grocery shopping, social media, 
news, and job searches. 

Wi-Fi in 73 
public 
libraries in 
Western 
Pennsylvania/ 
US. 

December, 
2019. 

September, 
2020. WiFi 

[32] 

Analyzes staff and 
students’ mobility data. 
Seeks to investigate if 
location data that is 
passively sensed from 
existing WiFi 
infrastructure can, in fact, 
show the real-world 
effects of various COVID-
19 policies on institutions. 

Show that online learning, split-team, and other space 
management policies effectively lower occupancy. However, 
they do not change the mobility for individuals transitioning 
between spaces. 

2 campuses in 
Singapore,  
and 1 in the 
Northeastern 
United States. 

January 6, 
2020. 

April 7, 
2020.  WiFi 

[33] 

Analyzed the impact of the 
COVID-19 pandemic on 
the latency of the Internet. 
The analysis focuses on 
Italy. 

1. The analysis of a large set of measurements shows that 
the impact on the network can be significant, especially in 
terms of increased variability of latency. 
2. The impact is not negligible also for Italy and the other 
countries in the whole of Europe. 
3. The major changes have been observed in the evening, 
the time of the day when most of the on-line activities are 
related to entertainment. 

Italy, Spain, 
France, 
Germany, 
Sweden, and 
whole of 
Europe. 

February 
08, 2020. 

March 28, 
2020. 

Not 
specified 

[34] 

Used Facebook’s edge 
network serving content to 
users across Facebook’s 
family of apps to provide a 
perspective on how the 
Internet coped with and 
reacted to the surge in 
demand induced by Covid-
19. Assessed the impact of 
this traffic surge on 
network 
stress and performance. 
 

1. Showed that there have been changes in traffic demand, 
user behavior and user experience. 
2. Different regions of the world saw different magnitudes 
of impact with predominantly less developed regions 
exhibiting larger performance degradations. 
3. North America and Europe did not show any signs of 
stress in their networks, India and parts of Sub-Saharan 
Africa and South America did witness signs of network 
stress translating into degraded video experience, higher 
amount of traffic overflowing to indirect links and secondary 
CDN locations, and higher network round trip times. 
4. Found that traffic increases occurred mainly on 
broadband networks. 

Facebook 
servers 
around the 
world with 
2.5 billion 
monthly 
active users. 

January, 
2020. 

Late July, 
2020 

Facebook’s 
Edge 
Network 

[35] 

The study focused on 
presenting an analysis of 
the changes in mobility 
and their impact on the 
cellular network traffic. 

1. An overall decrease of 50%, with non- uniform changes 
across different geographical areas and social backgrounds. 
2. Despite significant pattern changes, the MNO was able to 
provide service maintaining quality standards: the radio load 
was below common values and per user throughput was 
likely application limited. 
3. Identified one issue in voice traffic packet loss due to 
excess of congestion in the interconnection infrastructure 
MNOs use to exchange voice traffic. 

The entire 
country to 
specific 
regions 
(London). 

February 
23, 2020. 

May 31, 
2020. 

Cellular 
network 
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III. MALAYSIA’S RESPONSE TO COVID-19: PROBLEM 
DEFINITION 

On March 18, the Malaysian government issued a 
continuous Movement Control Order (MCO) [36]. Throughout 
the crisis, as more Malaysians stayed at home to obey the 
order, they rely on mobile networks for business, education, 
information, and pleasure expanded. The Malaysian 
Communications and Multimedia Commission (MCMC) 
detected a significant rise in data traffic and suspected that this 
has significantly impacted consumers' network services in a 
variety of ways; furthermore, with students and staff working 
from home [37], as well as variations in user activity during the 
lockdown [38], [39]. Normal internet speed may have reduced 
during non-peak hours, reducing total speeds. Furthermore, in 
order to avoid being confined in the city and to save expenses, 
many city workers returned to their home towns in the suburbs 
or rural regions. 

This swing in mobile usage geography suggests that users 
were spending additional time in places where the network 
infrastructure was not designed to support such a large number 
of users and their increasing mobile data consumption. 
Following that, Beginning April 1, 2020, until restrictions were 
reduced, the MCMC announced that few cellular companies 
such as Celcom, Digi, Maxis, and U Mobile would offer all of 
their customers (prepaid and postpaid) 1GB of free data each 
day between 8 a.m. and 6 p.m., while Unifi offered various 
unlimited plans to support its customers [1]. 

As data demand grew during the early months of the 
outbreak [40], more users experienced poorer average 4G 
download rates. Given the challenges, Malaysia's mobile 
operators have supplied consistent coverage to their customers 
in this extraordinary situation. However, mobile network 
service is not always steady or of high quality. Several basic 
Quality of Service (QoS) requirements for mobile broadband 
have been defined by the MCMC. While there was significant 
dissatisfaction with network speeds, Malaysians mainly 
accepted their situation until the COVID-19 epidemic triggered 
the MCO, which restricted people to their homes and increased 
their dependency on high-speed internet connection for 
business, school, and entertainment [2]. Malaysia's internet 
traffic grew by 23.5 % in the first week of the MCO. Median 
download speed fell from 13.7 Mbps in early February to 8.8 
Mbps in late March, as each additional activity imposed at 
strain on the entire digital infrastructure. Local 
telecommunications and internet service companies moved 
quickly to upgrade wireless backhaul to fiber optic connections 
in order to reduce internet disruptions and increase network 
performance. 

Malaysian internet traffic had shifted to residential areas 
and increased by 30-70% by September 2020, yet internet 
speed had declined by 30-40% [2]. Malaysia's internet speed 
has significantly decreased as a result of increased bandwidth 
demand since the MCO's implementation [3]. Congestion may 

occur as a result of increased data usage, resulting in slower 
speeds. This has had an effect on the user experience, with 
longer loading times noted, particularly when accessing 
bandwidth-intensive media such as High-Definition (HD) 
streaming services. However, comparable trends have been 
reported worldwide, according to MCMC, with operators 
experiencing an unprecedented increase in bandwidth demand 
as a result of this behavioral shift. The vast majority of today's 
leisure activities, such as streaming services [41], video chats, 
and online gaming, take a significant amount of data. All of 
this puts a considerable strain on existing infrastructure. 

Furthermore, E-commerce is a massive platform that is 
expanding at an unprecedented rate around the world. E-
commerce has experienced a huge increase in sales [42], as 
more shoppers turn to online grocery platforms to purchase 
their daily necessities. Digital media providers such as Netflix 
are becoming popularity [43]. Malaysia ranks fifth in the world 
and first in Southeast Asia in terms of social media adoption, 
according to Hootsuite's Digital 2020 research [44]. Fig. 4 
shows meaningful statistical data on internet users as well as 
other important elements. 

The employees who are working from home rely heavily 
on various online conference call platforms to continue their 
business discussion. Every day, the ordinary Malaysian internet 
user spends 7 hours and 57 minutes online, which equivalent to 
roughly 100 days per year. This is greater than the global 
average user time spent. Google, YouTube, Facebook, 
WhatsApp, and Maybank2u are the leading five most visited 
websites in Malaysia [44]. 

The use of E-wallets in Malaysia such as Touch and Go, 
Grab, Fave, Samsung Pay, and others has grown [45]. The ratio 
dipped to 55% at the beginning of 2020, but due to the "new 
normal, 70% of users now feel they will use e-wallet services 
even if no benefits are offered [46]–[48]. Fig. 5 shows the 
number of payments and E-wallets statistics as well as types of 
E-wallets in Malaysia. People are turning to online grocery 
platforms to purchase their daily requirements, which have 
resulted in a significant surge in e-commerce sales. 

In China, for example, Carrefour China recorded a 600 
percent year-over-year rise in vegetable deliveries during the 
Lunar New Year period, and JD.com observed a 215 percent 
growth in online grocery sales to 15,000 tonnes in just the first 
ten days of February 2020 [44]. 

Note that the growth of ecommerce before the crises of 
COVID-19 has increased significantly. According to the 
Worldwide Ecommerce Report 2019, global retail e-commerce 
sales are worth US$3.535 trillion and are predicted to hit 
US$6.5 trillion by 2023. Malaysia is among the top five 
fastest-growing e-commerce countries, indicating that the 
country has significant e-commerce potential. Fig. 6 presents 
some fast facts about online shopping growth in some countries 
[46]. 
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Fig. 4. State of Internet in January 2020 Around the World and in Malaysia. 

  
(a)              (b) 

Fig. 5. (a): Payments and E-Wallets against other Elements during 2019 according to Fintech Report [42], (b) Most Popular E-Wallets in Malaysia. 

 
Fig. 6. State of Internet in January 2020 Around the World and in Malaysia. 

IV. METHODOLOGY 
In this section, the methodology process details are 

presented. In addition, the tool used for the data collection 
process with the details is explained. In this work, we have by 
used Speedtest phone application Ookla [49] for the data 
collection. Every day, approximately ten million individual 
tests are performed by users in places and at times when their 
connectivity is vital to them. Speedtest has delivered almost 35 
billion tests since its establishment in 2006. After the data 
collection process, all data gathered and analyzed using Excel 
sheets, then converted to graphs as results. Customers are 

linking to networks everywhere such as on the road, in their 
cars, at home, at work, and everywhere else. 

When paired with data on cell site locations, tools to 
priorities optimization and rollout efforts, and competitor 
comparisons, Cell Analytics offers an entire solution for 
mobile network operators to examine their networks and 
determine areas that demand upgrading. The data collected for 
this study was conducted by using different phone types. 

The data were collected in three different times during the 
day, namely morning, afternoon, and evening. The data 
collection for the morning time starts from 10 am to 12pm, 
afternoon time 4pm to 6pm and evening 10 pm to 12 pm. An 
iPhone 12, Samsung galaxy s8 and Poco F2 Xiaomi were used. 
Details of data are summarized in Table II. 

Fig. 7(a) and (b) shows a snapshot of an example of the 
application used in this study during the data collection process 
including testing the download speed and upload speed. The 
coverage areas of Umobile cellular networks in Kuala Lumpur 
and Johor Bharu provided by Speedtest are shown in Fig. 7(c) 
and (d), respectively. Fig. 8 shows the methodology steps and 
details. All the data were collected and analyzed using excel 
sheets. 
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TABLE II. DATA COLLECTION DETAILS 

Matrices Details 
Country Malaysia 

Cities Johor Bahru, Kuala Lumpur, and Cheras (Selangor) 

Network type Umobile 

Performance matrices Download speed, upload speeds, and latency 

Smartphone types iPhone 12, Samsung galaxy S8, and Poco F2 Xiaomi 

Time of collection 
Morning time 10-11:50 am 
Afternoon time 4-6 pm 
Evening time 10-11:59 pm 

Date of collection 
Phase 1 13 January – 13 February 
Phase 2 5 March – 2 April 

Data collection tool Speedtest phone App 
Lockdown periods MCO and CMCO 

   
Fig. 7. (a): Snapshot of Speedtest Application showing the Collection of Download Speed Data, (b) Collection of Upload Speed Data, (c): UMobile Cellular 

Network Coverage in Kuala Lumpur, and (d): UMobile Cellular Network Coverage in Johor Bharu. 

 
Fig. 8. Snapshot Methodology Process Details. 
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V. RESULTS AND DISCUSSION 
This section presents the results and discussion. The main 

data gathered for this study including the download speed rate 
and upload speed rate. In addition, the latency was also 
measured. All data were collected, transformed to readable 
graphs then analyzed. We evaluate the performance of cellular 
networks during two time periods, namely MCO and CMCO. 
In order to describe the data being studied, all data were 
analyzed and compared. Specifically, download speed in the 
morning is compared with afternoon and evening time within 
same period, same for the upload speed, then the latency. In 
addition, all performance metrics during MCO is compared 
with the performance during CMCO. Finally, an overall 
comparison is presented as final findings. 

The first period, MCO started from 13 January 2021 to 13 
February 2021, and the second-period CMCO began from 5 
March 2021 to 2 April 2021. 

Microsoft Excel was used to combine and compare the data 
from three cite to measure the network speed and latency in 
(LTE cellular, U-mobile). It should be noted that the variations 
of data taken into consideration may be caused by the traffic 
volume and the peak hours for people using the internet for 
example work, online study or video streaming. 

Since the performance of the considered cellular networks 
presented in this study is highly dependent on network 
parameters and a few other variables such as i) number of users 
connected to the BS [50], ii) time of data collection where 
speed and data traffic varies from time to time based on the 
density of users which relies on population when comparing 
different cellular networks performance from different areas. 
The data rate requirements per user also play an important role 
in load variations on the BS which represents the data usage 
[51]. In the data collection phase, we had to collect data from 

three different cities in Malaysia in order to make a fair 
comparison of cellular networks within different user density, 
and to simulate diverse network conditions and verify the 
impact of COVID-19 measures and restrictions. 

All data collection were conducted on smartphones (iPhone 
13, Samsung S8), with 60 GB of RAM memory. Exceptionally 
in this scenario, since the phone application used by the client 
is making calculations and data measurements, it is affected 
only by network conditions and the server connected nearby 
the cellular BS. To verify the use of different smartphone 
types, we had to utilize all smartphones on same network 
operators that is popular in Malaysia and subscribed to the 
same broadband subscription which is Umobile. Note that the 
average download speed while using a cellular network during 
normal times (before the crises of COVID-19) was around 4-
8Mb/s. 

Since download speed rates are the most important aspect 
of the network speed, our focus will be on the download speed 
rates in this discussion. Fig. 9 describes the network 
performance during MCO at 10 am from 13 of January to 13 of 
February. 

It is shown that the download and upload speed in KL and 
JB increases in some days especially weekends, and decreases 
in weekdays. This is because the necessity for services and 
applications for business, education, and/or online meetings is 
higher on weekdays; therefore the load on the network is 
higher. In addition, it can be seen the download and upload 
speed rates are higher in KL. This is because the population 
there is much higher than other areas in Malaysia, thus there 
are more cellular networks installed in the area. The highest 
download speed during this period is around 23Mbps in KL, 
while the lowest is near to 0 Mbps on some days for KL and 
JB. 

 
(a) Download Speed at 10 AM. 

 
(b) Upload Speed at 10 AM. 
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(c) Latency at 10 AM. 

Fig. 9. Network Performance during MCO at 10AM. 

Fig. 10 presents the network performance during MCO at 4 
pm from 13 of January to 13 of February. It is obvious that 
there is performance differences compared with the 10 am 
rates. Specifically, during this period all rates were quite low 

except in 6 of February and 13 of February (weekends) in KL 
and JB. The highest rate measured during this period was 30-
40Mbps for download speed. 

 
(a) Download Speed at 4:00 PM. 

 
(b) Upload Speed at 4:00 PM. 

 
(c) Latency at 4:00 PM. 

Fig. 10. Network Performance during MCO at 4PM. 
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On the other hand, most of the weekdays during this peak 
time (4 pm) has the lowest rates, this is because most services 
and online meetings shifted afternoon in MCO. 

Fig. 11 presents the network performance during MCO at 
10 pm from 13 of January to 13 of February. The download 
speed is low overall, mostly in KL. This is because the usage 
of online services and streaming such as Netflix has risen after 
the pandemic, especially in the evening. Moreover, it can be 
seen that the rates are lower when comparing it with the 
morning and afternoon rates. This is because the government 
of Malaysia ordered people not to go out in the evening, and 
most of the markets were closed, therefore the usage of the 
internet has increased. It can be seen that from 8 of February, 

the download speed rates increase as the MCO period is about 
to finish. 

Fig. 12 presents the network performance during CMCO at 
10 am from 5 of March to 2 of April. This figure shows the 
decreased download speed rate in the morning time (10 am) 
compared with the morning time of MCO. This is because the 
restrictions were less during CMCO and people could go out 
shopping and more businesses opened after the MCO period. 
In addition, during CMCO, the users of cellular networks 
service increased compared with MCO due to the fact that in 
the MCO period, people spent more time at home which means 
most of the users change their connection to WiFi network. 

 
(a) Download Speed at 10 PM. 

 
(b) Upload Speed at 10 PM. 

 
(c) Latency at 10 PM. 

Fig. 11. Network Performance during MCO at 10PM. 
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(a) Download Speed at 10:00 AM. 

 
(b) Upload Speed at 10:00 AM. 

 
(c) Latency at 10:00 AM. 

Fig. 12. Network Performance during CMCO at 10AM. 

While in the CMCO period when people had the chance to 
go out, they shifted back to the cellular network connections. 
The rates of the download speed for the morning time were 
more stable than MCO, as well as for the upload speed. The 
highest value measured was on 20 of March (weekend) and 25 
of March. On the other hand, the latency value increased near 
and on the weekend as well on 12, 21 and 26 of March for KL, 
and on 13 and 31 of March JB. Overall latency in this period is 
higher than the latency measured in the morning of MCO due 
to the increased usage during the CMCO. 

Fig. 13 presents the network performance during CMCO at 
4 PM from 5 of March to 2 of April. The download speed 
during this period has slightly increased compared with the 
morning time. This is because in the CMCO time, the peak 
time has shifted mostly in the morning to the afternoon because 
the measures and restrictions has been minimized by the 
government, therefore the load on the network is expected to 
be less in the afternoon and evening times. The highest rate 
achieved by the network for the download speed is around 25-
30Mbps on 12 of March and 1 of April during the weekend 
(Saturday and Sunday) and in Friday. 
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(a) Download Speed at 04:00 PM. 

 
(b) Upload Speed at 04:00 PM. 

 
(c) Latency at 04:00 PM. 

Fig. 13. Network Performance during CMCO at 4PM. 

For the latency, due to the increased number of users of the 
cellular networks, the rates of latency have increased 
significantly, especially in KL in 24 of March and 2 of April. 

Fig. 14 presents the network performance during CMCO at 
10 PM from 5 of March to 2 of April. Overall rates including 
download, upload and latency are higher than the morning and 
afternoon times. The download speed rate in this period is 
slightly higher when comparing it with the evening time of the 
MCO period. This is because people had to go home after 8 
pm, which means the number of cellular users decreased 

significantly. The highest upload speed rate achieved was 
around 45Mbps on 27 of March (weekend) in KL and Cheras. 
The lowest value of latency is around 0-50ms, and the highest 
has reached 200ms same as the value of latency in the MCO 
evening time. 

This is because of the increased number of users during the 
CMCO than the MCO period. In addition, the number of 
people subscribed to a broadband subscription plan has 
increased during CMCO. 
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(a) Download Speed at 10:00 PM. 

 
(b) Upload Speed at 10:00 PM. 

 
(c) Latency at 10:00 PM. 

Fig. 14. Network Performance during CMCO at 10PM. 

To summarize and extract the findings from all the above 
results, the average rates are presented in Fig. 15. In addition, 
the highest and the lowest values of all times for all cities are 
shown and highlighted in red and yellow colours, respectively. 
The highest value of all rates within all times among the three 
cities is highlighted in blue colour. While the lowest values are 
highlighted in yellow color. Specifically, the average rates of 
the download speed are presented in Fig. 15(a). As shown in 
the figure, the highest value in the MCO period was in KL in 
the morning time. This is because, as mentioned earlier, the 
cellular towers and BS deployed in that area are much more 
than in other areas, and the peak time of workers who relied on 
the internet connection in the morning time of the MCO was 
shifted to work from home in fixable times. The lowest value 

was in the evening time in JB. On the other hand, the highest 
value in the CMCO period was in SL (Cheras) in the morning 
time. While the lowest value was in KL in the evening time. 

Fig. 15(b) shows the upload speed rates. The highest value 
in the MCO period was in JB in the Afternoon time and the 
lowest value was in SL (Cheras) in the morning time. On the 
other hand, the highest value in the CMCO period was in JB 
during morning time, and the lowest value was in SL (Cheras) 
during the evening time. 

Fig. 15(c) presents the latency values for all cities in all 
times. The longest time of latency in the MCO period was in 
JB during the morning time, which expresses the best value, 
and the highest time of latency was in SL (Cheras) in the 
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morning time as well, which was the worst value. The highest 
time of latency in the CMCO period was in KL in the evening 
time, while the lowest time was in JB during the afternoon 
time. 

In Fig. 16, the total volume values of downloads, uploads, 
and latency in a percentage manner are presented. In Fig. 16(a) 
during MCO, the biggest volume of downloads was in KL 
which is 45%, while the rates in JB and SL are almost the 
same. On the other hand, during CMCO, the biggest overall 
value of downloads was in SL which is 42%, and the lowest 
value was in Kl which is 25%. In Fig. 16(b), the upload speed 
total value is presented. During MCO, the higher values were 
in both KL and JB which are 46%, and the lowest was in SL 
which is 8%. In addition, during the CMCO, the greatest value 
of upload speed total value was in JB which is 54%, and the 
lowest was in SL at 10%. In Fig. 16(c), the overall latency is 
shown. The highest volume of latency during the MCO was in 
SL at 42%, and the lowest was in JB at 22%. Moreover, the 
greater value during the CMCO was in KL at 42%, and the 

least value was in JB at 27%. That means the total volume of 
downloads was at the highest value in KL during MCO at 45%, 
and the biggest total volume of uploads was in JB during 
CMCO at 54%. In addition, the worst value of total latency 
was in the SL during MCO and in KL during CMCO at 42%. 
Therefore, to accelerate the performance of cellular networks, 
and to decrease the burden, it is important to use another 
wireless technology such as WiFi, visible light communication, 
and other types of optical wireless communications to support 
the network and to deliver higher data rates [52]. 

To conclude, for the overall evaluation of cellular networks 
during the two periods, it can be seen that the performance of 
cellular networks has decreased especially in the peak times 
and during weekdays during the CMCO more than the MCO 
times. The speed rates depend on the number of computing 
devices that work concurrently in addition to the user 
requirements and the usage of data. The processing of such a 
big amount of data requires intensive computing tasks. 

Times 
Download rate 

JB KL SL 

MCO 

10AM 4.94 7.88 4.83 

4PM 3.15 6.24 3.23 

10PM 2.16 2.31 2.66 

CMCO 
10AM 4.43 3.43 5.69 

4PM 5.35 2.83 4.20 
10PM 4.04 2.71 3.69 

(a) 

Times Upload rate 
JB KL SL 

MCO 

10AM 8.19 8.26 1.37 

4PM 8.96 4.35 1.51 

10PM 8.07 5.79 1.55 

CMCO 

10AM 9.17 6.16 1.61 

4PM 7.34 4.24 1.92 

10PM 7.24 7.92 1.60 
(b) 

Times 
Latency 
JB KL SL 

MCO 
10AM 18.41 30.72 36.22 
4PM 29.44 33.72 28.09 
10PM 34.03 27.88 33.44 

CMCO 

10AM 19.10 29.97 21.59 
4PM 12.83 30.17 23.34 

10PM 22.69 38.86 35.76 
(c) 

Fig. 15. Network Performance Average Values during MCO and CMCO in All Times for All Cities. 

 

 
(a)        (b)        (c) 

Fig. 16. Overview of Total Values of All Rates during MCO and CMCO. 
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VI. LIMITATIONS AND FUTURE DIRECTIONS 
The main limitation of the study can be divided into few 

points as follows: i) data collection: only three cities were 
taken into account, ii) only Umobile network service provider 
was considered, iii) the exact location of users and distance to 
the cellular BS was neglected due to some difficulties, 
especially during the mobility around the city in the CMCO 
period. According to the above limitations, it is only possible to 
make further steps for future directions related to this study, 
where similar situations and circumstances would be available 
during a pandemic similar to COVID-19. Therefore, when 
studying cellular network traffic during a pandemic in 
Malaysia or any other country, more cities can be taken into 
account in addition to other factors. However, when a 
pandemic happens, lockdown and other types of movement 
restrictions take place immediately which makes it hard to 
conduct such research study. 

VII. CONCLUSION 
A new age in wireless networks has been accompanied in 

by the COVID-19 pandemic. Computer wireless 
communications is a complex challenge since multiple features 
are involved. The present pandemic situation and the debate in 
this paper clearly describe the need for efficient impact 
analysis in this digital era. In this paper, we investigate the 
effect of COVID-19 measures and restrictions on cellular 
network traffic in Malaysia. The results show a significant 
impact on our daily use of network services and applications 
including download speed, upload speed, and latency. 
Moreover, three cities were taken into account which is Kuala 
Lumpur, Johor Bahru, and Selangor (Cheras) using Speedtest 
phone applications during two periods namely MCO and 
CMCO. In addition, Umobile was taken into account as a 
cellular network provider which is one of the most popular 
network service providers in Malaysia. This study used a 
simple approach as a method of calculation and analysis of 
cellular networks performance. The proposed analysis is 
presented as a case study that consists of different components 
and factors for the presented findings. Companies will also be 
required to optimize budgets and accelerate their digital 
revolutions as they adjust to the new normal post-crisis. By 
leveraging the emerging technologies and service models 
transformed to do more with less, communications leaders 
would have to embrace these initiatives. 
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Abstract—Early Diagnosis has a very critical role in medical 
data processing and automated system. In medical diagnosis, 
automation is focused in different area of applications, in which 
heart disease diagnosis is a prominent domain. An early detection 
of heart disease can save many lives or criticality issues in 
diagnosing patients. In the process of heart disease diagnosis 
spatial and frequency domain features are used in making 
decision by the automation system. The processing features are 
observed to time variant or invariant in nature and the criticality 
of the observing feature varies with the diagnosis need. Wherein, 
the current automation system utilizes the features extracted in a 
large count to attain a higher accuracy, the processing overhead, 
and delay are considerable. Different regression approaches were 
developed in recent past to minimize the processing feature 
overhead the features are optimized based on gain performance 
or distance factors. The characteristic variation of feature and 
the significance of the feature vector are not addressed. This 
paper outlines a method of feature selection for heart disease 
diagnosis, based on weighted method of feature vector in 
consideration of feature significance and probability of estimate. 
A new optimizing function for feature selection is proposed as a 
dual function of probability factor and feature weight value. 
Simulation results illustrate the improvement of accuracy and 
speed of computation using proposed method compared to other 
existing methods. 

Keywords—Deep learning approach; heart disease diagnosis; 
feature fusion model; ECG analysis; weighted clustering; F-Score 

I. INTRODUCTION 
The real time world is tending towards automation with the 

emergence of new technologies. To improve the system 
performance, different technologies were proposed to attain 
higher performance in the process of technologies in 
automation. The medical data processing is an emerging area 
of automation. In processing the medical data in making 
decision, the diagnosis systems were developed based on the 
captured samples which were passed to the processing unit 
using advanced processing algorithms. In the processing of 
medical data for automation, heart disease diagnosis has 
evolved as an area of interest in recent past. Various 
approaches have evolved in recent time in diagnosis of an early 
prediction of heart disease using electrocardiogram (ECG) or 
physiological parameters defined in Cleveland data set. 
Cardiac activity is measured as a rapid variation in the process 

of heart which is based on the physical or mental working 
condition of a person. ECG signals are measured for the 
variation of electrical impulses in the heart operation based on 
the contraction or expansion of heart functioning. This is one 
of the most dominantly used observations in the diagnosis of 
heart disease. The process of ECG signal processing requires a 
high precision of storage and computation to provide an exact 
prediction of the heart condition. ECG processing has been 
now observed as a most common observation of various heart 
disease diagnosing such as arterial fibrillation, post-operative 
complication in cardio surgery [1,2], etc. The post diagnosis 
complications and delay in diagnosis results in longer 
hospitalization leading to critical illness and increases a high 
cost of treatments as well [3]. High risk of heart disease is 
observed in older age persons [4], however in recent time a 
rapid increase in the cases of aged between 40 and 50 is also 
observed. Different diagnoses of heart disease use ECG signal 
were presented in literature. R-peak detection for ECG analysis 
is outlined in [5] square double difference method for the QRS 
segment localization was outlined. This process is developed 
for feature extraction from ECG using three steps of 
operations. Process of sorting, thresholding and approximation 
of the relative region is presented. The R-peak detection is 
developed based on the magnitude difference of the RR peak 
values. The external inference has however limited the decision 
performance. In [6] a feature extraction process with signal 
denoising is presented. This method proposed soft thresholding 
approach in processing of ECG signal. Wavelet based method 
is used in the extraction of feature vectors and processed for 
signal denoising. The spectral decomposed bands are processed 
using soft threshold. The selection of feature vector is 
improved using K-nearest neighbor (KNN) approach outlined 
in [7]. This approach developed a classifier model using KNN 
approach in categorizing QRS patterns in ECG signal analysis. 
This approach applied a band pass filter in selection of feature 
vector and noise filtration process. In [8] band pass FIR filter 
was used in extracting the feature vectors. Totally six features 
were extracted for QRS pattern using a sliding window 
approach. An approach of signal denoising using modified 
Weibull distribution for ECG is presented in [9]. This is a blind 
method defined for the extraction of signal from the source 
using independent component analysis. In deriving line 
patterns Hilbert transformation were used. The extraction of 
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feature vector was processed with normalized multi derivative 
wavelet used for detection and denoising. The classification of 
the extraction feature is developed using Euclidian distance 
where a Nyman Pearson classification is developed in [10]. In 
[11] a wavelet-based transformation is developed for feature 
extraction and a temporal relation is used in the developing the 
feature selection.  A feature extraction and selection approach 
are outlined in [12] where P, T peaks were used in diagnosis of 
heart disease. The presented approach develops a multi 
classification for heart disease diagnosis. A geometrical feature 
extraction is outlined in [13]. These approaches extract the 
feature based on the structural representation of ECG signal. 
The structural variations were derived using 1-D discrete 
wavelet transformation. The extracted features are however 
biased with noise effects which lead to misclassification. In 
classification model, various classifier such as support vector 
machine (SVM), probabilistic neural network (PNN) and 
multi-layer perceptron (MLP) back propagated network is 
outlined in [14, 15, 25]. Artificial intelligence (AI) methods 
have been used in the diagnosis and early alarming of 
cardiovascular diseases. The usage of AI in the diagnosis of 
cardiology application is outlined in [16,17]. These approaches 
significantly eliminate the baseline wandering and using the 
linear mapping the classification is performed. In [18] a new 
classifier model based on kernel driven classifier is presented. 
The authors in [19, 20] outlines the application of artificial 
neural network (ANN) and SVM model in classification. 
Similarly, a cross wavelet transform (XWT) is outlined in [21], 
where two distinct signals are correlated in deriving the 
correlation. Other method such as wavelet entropy [22, 23] and 
signature descriptors [24] were presented in automation of 
heart diseases diagnosis. In [28, 29] different deep learning 
techniques based on MRI sample processing for early detection 
of brain tumors and gliomas is presented. However, the feature 
overhead, accuracy of feature selection and a proper relation of 
trained features is constraint. In developing a new feature 
representation for heart disease diagnosis, a new approach of 
feature fusion using the property of discrete monitored data 
with the continuous ECG signals features. The overhead of 
feature representation is addressed ad significant feature 
vectors were selected in processing the system faster and more 
accurate. The contribution to the presented work is listed as: 

1) Developed a new feature fusion approach using 
regression and weighted clustering. 

2) Developed a classifier model using deep neural 
network model using feature selected. 

3) Integrated electronic record data with ECG feature 
vector. 

The rest of this paper is outlined in seven sections. 
Characteristic of the features for a heart disease diagnosis is 
presented in Section II. Section III outlines the existing 
approach of feature representation and the proposed approach 
is outlined in Section IV. Section V present the simulation 
result obtained for developed work. Section VI outlines the 
conclusion for the developed work. 

II. FEATURE REPRESENTATION IN HEART DISEASE 
DIAGNOSIS 

The diagnoses of heart diseases are affected by multiple 
factors. There are multiple observations which are inter-relative 
in nature. A proposed selection others feature can improve the 
estimation performance as well, the accuracy of estimation. 
The two dominant features used in the diagnosis of the heart 
disease are the discrete monitoring vector and the continuous 
varying ECG signal. The observation of the discrete feature 
vector is presented with 14 dominant feature representations. 
These features are listed as: 

1) Age: Patients age in year. 
2) Sex: represent the patient is Male/female gender. 
3) Chest pain (CP): define type of chest pain in a patient. 

a) Patient having a past record of chest pain referred as 
typical angina (angina). 

b) The patient past record is not effective however 
current observation of chest pain termed as atypical angina 
(abnang). 

c) Patient with short period chest pain with painful 
condition termed as non-anginal pain (notang). 

d) Patient with illness but with low possibility of heart 
disease termed as Asymptomatic (asympt). 

4) Trestbps: Resting blood pressure of a patient at initial 
monitoring. 

5) Chol: patient’s density of cholesterol in mg/dl. 
6) Fbs: it is a Boolean representation reflecting the fast 

state of blood sugar with higher value of 120mg/dl. 
7) Restecg: Reflect patient ECG on rest state. This is 

reflected in 3 states having normal, abnormal or hypertrophy. 
8) Thalach: this represents the patient maximum value of 

heart rate obtained. 
9) Exang: this is s Boolean value which indicates the 

angina pain when exercise. 
10) Oldpeak: value of ST variation when rested from 

exercise. 
11) Slope: indicates the variation in the slope when in 

exercise. 
12) Ca: indicate major vessels numbers. 
13) Thal: indicate the status of heart condition which could 

be reversible or non-reversible condition. 
14) Num: indicate the class attributes which indicate patient 

health condition which varies from 0-4 value. 

These UCI features are readily available at 
(https://archive.ics.uci.edu/ml/datasets/Heart+Disease) 
Cleveland database, which describe the measured discrete 
coefficient of automation system. A feature selection approach 
of the monitoring feature of Cleveland data set is presented in 
our past work [27]. In addition to the measured discrete 
parameter, a continuous signal monitoring of ECG is used for 
representation. ECG reads the impulse of heart muscle 
variations. This reflects the functionality of the heart and the 
rhythmic repetition indicates the variation of heart movements. 
A typical ECG signal is measured for a continuous monitoring 
which could extend from 24-48 hours. For a detail monitor 
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about 12 different observations can be used with different 
placed sensors. The ECG signals are recorded for a 125Hz to 
500 Hz sampling rate which are buffered in 8–12bit binary 
representation. The volume of discrete samples buffered into a 
file for processing could range from few Kb’s to a large Mb. 
The interference during the capturing of ECG or buffering is an 
additional overhead to the buffered data. Basically a ECG 
signal is captured a 0.05-100Hz frequency range for a value of 
1-10mV. ECG signal is characterized by five peaks and valleys 
which are termed as P, Q, R, S, and T representing the 
variation of heart movement. The estimation of ECG features 
defining the PQRST time period, peak values etc. the variation 
of a P-R interval could extend for 0.2 to 0.2 seconds for a 
normal heart condition. The duration of the ECG peaks and the 
amplitude variations in QRST representation diagnosis 
different heart disease cases such as cardiac arrhythmias, 
ventricular hypertrophy, myocardial infection, Arterial 
fibrillation etc. A representation of an ECG is signal is 
presented in “Fig. 1”. 

The ECG signal is characterized by the varying coordinates 
of the signal and the 12 features used in the process of 
diagnosis are as listed: 

1) R_pk_cnt – Number of R peaks in the signal 
2) Q_Dur – Q time period 
3) R_Dur – Period of R-R time interval 
4) R_Ampl – Amplitude for R peak  
5) Q_Ampl - Amplitude for Q peak 
6) S_Ampl - Amplitude for R peak 
7) P_Loc – location of P 
8) Q_Loc - location of Q 
9) R_Loc - location of R 
10) S_Loc - location of S 
11) T_Loc - location of T 
12) ST_dev- ST deviation 

The variations of these parameters reflect the variation in 
heart movement which is used in the diagnosis of heart disease. 
The automation system developed in diagnosis of heart disease 
read these features as an input parameter in making decisions 
and diagnosis of different heart disease. In recent [26] a fusion 
model for ECG feature and medical record data is presented. 
The feature fusion model is developed based on the cluster 
information gain for a normalized factor. The presented 
approach of feature fusion is presented in following section. 

 
Fig. 1. Figure Illustrate ECG Signal Representation with Feature 

Representation. different Segment of ECG Shown in Figure P Wave, PR 
Interval, QRS, ST Segment and T Wave [25]. 

III. EMBEDDED FEATURE FUSION APPROACH 
The representing features for diagnosis are very important 

in representing the variations in observing data. Features for 
heart disease diagnosis are observed by recording sensor 
interface or by recording physical or medical history of a 
patient. As multiple sources of feature vector exist developing 
different processing and classification system is very complex 
and overhead for automation system. Fusion of multiple 
observations can reduce the overhead in automation process. 
Fusion can be developed based on data, feature or decision 
level. A feature based fusion approach is proposed in [26]. This 
approach attempts to fuse the patient record data with the 
sensor monitoring features. The framework for feature fusion 
approach proposed in [22] shown in “Fig. 2”. An integration of 
physiological data observed via sensors with the electronic 
recorded data is developed. 

The data recorded are preprocessed for its representation 
and improve the quality of representation. A signal denoising, 
missing data filtering and normalization. The presented 
approach developed a feature fusion selection method based on 
information gain and entropy of information. Here, a set of 
feature vectors are structured obtained from sensors and record 
data. The feature selection is optimized by   observing the 
information gain factor (IGF). IGF of the feature vector is 
represented as, 

𝐼𝐺𝐹 (𝑓, 𝑓′) =   𝜈(𝑓) − 𝜈(𝑓, 𝑓′)            (1) 

Where 𝑓, 𝑓′ are the feature vectors of sensor and recorded 
data, respectively.  𝜈(. ) is the entropy function of the variable.  
The entropy (𝜈)  of a feature set is measured based on the 
redundancy parameters of the feature vectors in a class given 
by, 

𝜈(𝑓𝑖) =  −∑ 𝑃(𝑓𝑖)𝑙𝑜𝑔2�𝑃(𝑓𝑖)�𝑘
𝑖=1              (2) 

Where 𝑃(. ) is the probability factor for a feature entering 
into cluster. The selection of the feature vector is governed by 
the distance metric of the entropy value of the two observing 
feature vectors. An optimization is observed when the distance 
is minimal. The information gain is then defined by, 

𝐼𝐺𝐹 (𝑓, 𝑓′) =   −∑ 𝑃(𝑓𝑖)𝑙𝑜𝑔2�𝑃(𝑓𝑖)�𝑘
𝑖=1 − �−∑ 𝑃(𝑓𝑖) −𝑘

𝑖=1
 ∑ 𝑃(𝑓𝑖) 𝑙𝑜𝑔2�𝑃(𝑓𝑖, 𝑓𝑖′)�𝑘

𝑖=1 �             (3) 

 
Fig. 2. Work Flow for Feature Fusion and Decision for Heart Disease 
Analysis. Figure Illustrate the Extraction of Features from Unstructured 

Electronic Medical Record.[26]. 
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The presented work discards the features with low 
information gain and select only features with high information 
gains. The selection is based on the higher values of 𝐼𝐺𝐹 which 
is relative to the entropy of a feature value. The presented work 
discards the features based on the redundancy of the feature 
vector in the set. A weight-based feature selection is also 
presented in prioritization of feature selection. However, the 
outline work though improves estimation accuracy discard the 
features with reference to redundancy factor. The process of 
low entropy feature elimination reduces the processing 
overhead but, the criticality of the feature set is not observed. 
Secondly, the redundancy wrt. Vector magnitude is observed 
but the diversity in feature vector in fusion is not considered. 
This discard features of importance due to similar magnitude 
values. To overcome the addressed issue, a new regression 
model with divergence factor is presented. The outlined 
method is presented in the following section. 

IV. WEIGHTED FEATURE FUSION MODEL AND 
CLASSIFICATION 

Feature fusion based on entropy eliminates features of low 
magnitude or higher redundancy; however, the significance of 
such features was not observed with the criticality of heart 
disease. Elimination of feature of higher critical features 
having higher entropy could lead to lower estimation 
performance and hence should be selected based on feature 
criticality. An approach based on the divergence of feature 
vector and its importance based on its criticality called 
weighted feature fusion model (WFM) is presented. The 
proposed feature selection is developed based on an auto 
regressive model. The auto regression approach has a 
significant means of selecting appropriate fusion of record data 
with ECG features simultaneously. The auto regression method 
is developed based on the information theory approach where 
the optimization is achieved using burg’s method. The method 
minimizes the information loss based on feature vectors and 
the approximation of test feature with the registering group 
(𝐺𝑖). For a given set of feature vector{𝑓, 𝑓′}, where f is the 
features derived from the grouping of ECG signal(𝑓𝐸𝐶𝐺)and 
the record values(𝑓𝑅) of patient physiological details and f' is 
the feature set of other classes. 

𝑓 = {𝑓𝐸𝐶𝐺 , 𝑓𝑅}              (4) 

An auto regression for the feature set is computed to derive 
the variation (𝛾𝑖) using distance metric for all ‘j’ features set in 
the group given as, 

𝛾𝑖 = (𝑓𝑖 − 𝑓𝑖,𝑗′ )2               (5) 

To observe the criticality of the feature vector a weight 
value is associated with different class of heart disease based 
on the severity factor.  Severity of the heart disease is defined 
in 5 different classes as listed in Table I, where each class 
group is associated with a weight value indicating its criticality. 
The weight value of each class is allotted based on its 
criticality. Here a higher value of 0.5 is given to class-4 type of 
heart disease and 0.1 is given to the healthy class. The 
associated weight value for each class is presented in Table I. 

TABLE I. WEIGHT ASSOCIATION WITH CLASS ATTRIBUTE FROM 
ELECTRONIC RECORD DATA. THE WEIGHT VALUE OF EACH CLASS IS 

ALLOTTED BASED ON ITS CRITICALITY 

Group 
(𝑮𝒊) 

Class Infection level 
in % Categorize Weight 

allotted (𝝎𝒊) 

G0 Healthy Nil Healthy 0.1 

G1 class -1 0-20% starting level 0.2 

G2 class -2 20-40% Effective with-
Low 0.3 

G3 class -3 40-60% Effective with –
High 0.4 

G4 class -4 60-max% Significant level 0.5 

A regression model is developed for the selection of fusion 
feature where a Bergman divergence approach is applied for 
selecting the best suitable feature values. The optimization of 
feature selection is defined as a minimization function given as, 

𝐴𝑟𝑔𝑚𝑖𝑛(𝑃[𝛾𝑖(𝑓, 𝑓′])             (6) 

Features with minimum probability of diversity are 
eliminated and features with higher diversity are considered for 
selection. The two-feature set 𝑓  and 𝑓 ̃  are processed for 
computing diversity (𝛾𝑖) based on squared distance. The 
Probability function 𝑃(. )  defines the probability of diversity 
among the set of fusion features. The diversity factor is 
computed as, 

𝛾𝑖(𝑓, 𝑓′) =  (𝑓 − 𝑓′)2              (7) 

The features with higher diversity factor have a higher 
probability of selection. However, the proposed approach 
measures the criticality of the feature in selection based on the 
class of severity. For the measure of class severity, a weight 
value is associated listed in Table I. 

The features are processed for computing an aggregated 
weight factor (𝐴𝜔) for all k-classes given by, 

𝐴𝜔 =  ∑ 𝜔𝑖
 𝑘
𝑖=1                (8) 

Where, 𝜔𝑖 are the associated weight values for each class 
value. An aggregated class weight  (𝜔𝑘𝑐) for each group (𝑐) is 
computed given by, 

𝜔𝑘𝑐 =  ∑ 𝜔𝑖𝑐
 𝑘
𝑖=1                (9) 

The selection of feature vector in fusion is optimized by the 
minimization of divergence factor and having feature vector 
with relative higher weight value. the optimization for feature 
selection is given by, 

𝐹𝑠𝑒𝑙 ⇒ {arg min(𝑃[𝛾𝑖(𝑓, 𝑓′)]), (�∑ 𝜔𝑖𝑐
 𝑘
𝑖=1 � > 𝐴𝜔

𝑘
 )}         (10) 

The process of feature selection presented optimizes the 
features with higher diversity and having weight associated 
higher than the relative weight value of all class 𝐴𝜔/𝑘. This 
condition selects features which has a variation in feature and 
are of more significance. The proposed feature fusion approach 
based on divergence factor and aggregated weight is outlined 
in the algorithm below. 
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ALGORITHM  
 
Input: Feature set (𝑓, 𝑓′ ) 
Result: selected fusion features  
Process 1: Diversity feature selection  
1. for each class,   
2. Compute fusion feature for each patient ‘i’, 

𝑓𝑖 =  {𝑓𝐸𝐶𝐺𝑖 , 𝑓𝑅𝑖} 
3. Compute divergence of feature vector,  

𝛾𝑖(𝑓, 𝑓′) =  (𝑓 − 𝑓′)2 
4. Converge the feature with the minimal factor 

arg min(𝑃[𝛾𝑖(𝑓, 𝑓′]) 
5. Update the feature fusion for each group with minimal 

divergence, 
𝐺𝑢 =  𝑓𝑖 ⟹  𝐺𝑢 

Where ‘u' define the group label varying 1-5. 
6. Update the feature selection using weight allocation 

using process 2. 
 
Process 2: Weighted selection approach (𝐺𝑢,𝜔𝑖) 
1. Associate weight (𝜔𝑖) for each group 𝐺𝑢 

𝐺𝑢 ⇔ 𝜔𝑖 
 2. Compute aggregated weight factor (𝐴𝜔), 

𝐴𝜔 =  �𝜔𝑖

 𝑘

𝑖=1

 

3. compute each class aggregated weight, 

𝜔𝑘𝑐 =  �𝜔𝑖𝑐

 𝑘

𝑖=1

 

4. Converge the feature selection of fusion,  

𝐹𝑠𝑒𝑙 ⇒ {arg min(𝑃[𝛾𝑖(𝑓, 𝑓′)]), (��𝜔𝑖𝑐

 𝑘

𝑖=1

� >
𝐴𝜔
𝑘

 )} 

 end Process1 
 end Process0 
 end 

Selected features are distinct with variations and higher 
weight associated which is passed to a classifier unit. The 
classification operation is developed based on Ensemble deep 
learning model. The Neural Network is developed with training 
and testing phase. The network is trained for minimum class 
error and the NN model is developed with multiple layers with 
input, hidden and output layers. The network layout of the NN 
model is show in “Fig. 3”. 

The input to the NN model is the selected fusion features xi 
and weight value υi.  For a given input set a set of weight is 
associated given as, υ= [υ1, υ2, ……., υv] for the input X= [x1, 
x2, …., xv] 

The output of the network is given by, 

𝑌 = 𝑓 (𝜐𝑡  𝑥) 

or 

Y = ∑ 𝜐𝑖 𝑣
𝑖=1 𝑥𝑖              (11) 

 
Fig. 3. Network Layout of the NN Model. Figure Illustrate the General Form 

of Neural Network with n-Input Nodes, N-Output Nodes and K Hidden 
Layers. 

The output of the network is given as a bipolar 
representation of the NN model output given by, 

𝑌 = 𝑓 (𝜐𝑡 𝑥)            (12) 

𝑌 = �−1, 𝑥 < 0
1, 𝑥 ≥ 0            (13) 

A multi-level NN model is used for transition as illustrated 
in “Fig. 4”. 

The multi-level model process for error minimization based 
on the weight updation where a feed forward back propagated 
network for error minimization is developed.  A weighted 
input-output relation with bias (𝑔)  passed to activation 
function (𝑎) is used for mapping the output to input based on 
the updation. The relation of the input to output is given as, 

𝑌𝑖 = 𝑓 �∑ 𝜔𝑖
𝑛
𝑖=1 𝑎�∑ Ф𝑖

𝑘
𝑖=1 𝑥𝑖 + 𝑔𝑖��           (14) 

The output is obtained as a function of updating weight 
variable Ф  and bias value (𝑔)  and the class weight value is 
applied with the weight updation of NN model. 

 
Fig. 4. Multi-Layer Network for Classification is Shown in Figure with 

Input X1-Xn and Output y1-yn. 
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V. EXPERIMENTAL RESULTS 
The presented approach of weighted feature fusion model 

(WFM) is tested for the presence or absence of heart 
disorderness. Simulation is developed for electronic records 
(ER) from updated Cleveland database consisting of 600 
patient records, where each patient has 14 records of entry. The 
records are updated for time line observation and selected for 
fusion. ECG signals of 600 patients are taken from MIT 
database. ECG features are computed for peak values and time 
periods, which are used for fusion with the ER data. The 
proposed approach WFM is compared with the existing 
approach of embedded fusion model [26] and classifier models 
for performance evaluation. Few sets of ECG signals and ER 
used in training the network is shown in “Fig. 5” and Table II, 
respectively. 

 
Fig. 5. ECG Signals from Database used for Training. The ECG Signals 
from MIT Database are used to Compute Peak Values and Time Periods. 

Feature for each ECG signal is computed and fusion 
approach is applied with selective approach as outlined in 
Section IV. For testing an ECG signal is randomly selected 
from the database and corresponding ER record is read. 

The ECG signal is processed for feature extraction, where 
the features are processed for fusion and selection and mapped 
to classifier model. NN classifier performs the classification for 
detection of disease diagnosis. The processing ECG signal is 
shown in “Fig. 6”. 

The ECG signal is processed for peak detection and time 
period computation. Magnitude and time interval in reference 
to QRST measurement is computed. The magnitude plot for 
the peak values is illustrated in “Fig. 7”. 

Computed features for the processing ECG signal are listed 
and a Mean value is computed to observe the variation of 
computing features for different ECG signals. Table III list the 
feature values for different test samples where the R peak 
counts (F1), Q-duration(T1), RR interval (T2), R-peak(F2), Q-
peak(F3), S-peak(F4), P-location(F5), R-location(F6), S-
location(F7), T-location(F8) and ST deviation(F9) is 
computed. 

TABLE II. ER RECORD FOR THE PATIENTS USED IN TRAINING. THIS ER RECORD CONTAIN 14 DIFFERENT ATTRIBUTES FIELDS 

ER-Values 
ER-filed 

age sex Chest pain Trestbps Chol Fbs Restecg Thalach Exang Oldpeak Slope Ca Thal Num 

P1 64 0 3 140 313 0 0 133 0 0.2 1 0 7 0 

P2 43 1 4 110 309 0 0 161 0 0 2 0 7 3 

P3 45 1 4 128 259 0 2 143 0 3 2 3 3 1 

P4 58 0 3 144 312 1 0 152 1 0 1 2 3 4 

P5 50 0 2 142 200 0 2 134 0 0.9 1 0 7 1 

 
Fig. 6. Test Sample for Classification. Figure shows ECG Input Signal for 

Classifier. 

 
Fig. 7. Peak Level Representation of the Processing ECG Signal. Figure 

Illustrate that the Computed Peak Value of the Signal. 
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TABLE III. OBSERVATION FOR DIFFERENT FEATURE VECTORS COMPUTED FROM ECG SIGNAL. TABLE SHOWS THE LIST OF THE FEATURE VALUES FOR THE 
DIFFERENT TEST SAMPLES. 

Sample T1 (ms) T2(ms) F1 F2 F3 F4 F5 F6 F7 F8 F9 Mean 
S1 585 578 2 0.86 0.62 0.66 273 351 347 361 0.13 227.2 
S2 576 567 0.392 0.81 0.62 0.61 254 323 332 323 0.14 216.14 
S3 534 573 0.37 0.85 0.62 0.66 251 356 343 334 0.12 217.60 
S4 561 543 0.395 0.83 0.62 0.62 276 376 346 367 0.15 224.69 
S5 588 571 0.36 0.89 0.62 0.69 212 398 323 369 0.16 223.97 
S6 579 577 0.31 0.81 0.62 0.63 265 312 364 362 0.12 223.77 
S7 565 567 0.67 0.80 0.62 0.67 223 353 368 367 0.16 222.35 

The features are processed for fusion with ER and selection 
using WFM approach. The selected features passed to classifier 
model result in the classification of heart diseases. To observe 
the performance of the developed method retrieval accuracy, 
recall rate, precision and F-Score of the system is computed for 
5-random test iterations. The accuracy of the system is 
measured as, 

Accuracy = 𝑇𝑃+𝑇𝑁
𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁

            (15) 

The four parameters of observation (TP, TN, FP, FN) is 
derived from the confusion matrix presented in Table IV given 
as, 

Where, 

TP is the true positive. 

TN is true negative 

FP is false positive and 

FN is false negative. 

The precision for the developed system is defined by, 

𝑃 = 𝑇𝑃
𝑇𝑃+𝐹𝑃

            (16) 

Recall factor for the system is computed by, 

𝑅 = 𝑇𝑃
𝑇𝑃+𝐹𝑁

             (17) 

and the F-Score of the system is measured given by, 

𝐹 = 2∗𝑅.𝑃
𝑅+𝑃

             (18) 

Observation for the developed system is listed in Tables V 
to VIII. 

System accuracy of the proposed approach is shown in 
“Fig. 8” and it is observed to be improved by 0.7%. The 
accuracy is observed based on the selected feature due to 
divergence and weighted feature. As the features of critical 
observations are retained rather than entropy measure the 
accuracy of the proposed system is improved. 

TABLE IV. CONFUSION MATRIX FOR THE ANALYSIS 

Diagnosis Effective Not-Effective 

Effective TP FN 

Not-Effective TN FP 

TABLE V. SYSTEM ACCURACY OF THE WFM APPROACH. THE PROPOSED 
WFM APPROACH HAS 99.2% ACCURACY, WHICH SHOWS0.71% INCREASE IN 

ACCURACY THAN THAT OF FUSION MODEL 

SVM 
[26] 

L-
Regression 
[26] 

Decision 
Tree [26] 

Naïve 
Bayes 
[26] 

Fusion 
model 
[26] 

Proposed 
WFM 

84.4 92.2 77.6 83.4 98.5 99.2 

TABLE VI. SYSTEM RECALL RATE OF THE DEVELOPED APPROACH. THE 
PROPOSED WFM APPROACH HAS 1.97% INCREASE IN RECALL THAN THAT OF 

FUSION MODEL 

SVM 
[26] 

L-
Regression 
[26] 

Decision 
Tree [26] 

Naïve 
Bayes 
[26] 

Fusion 
model 
[26] 

Proposed 
WFM 

81.5 95.2 77.7 78.5 96.4 98.3 

TABLE VII. SYSTEM PRECISION OF THE DEVELOPED APPROACH. THE 
PROPOSED WFM APPROACH HAS 98.9% PRECISION 

SVM 
[26] 

L-
Regression 
[26] 

Decision 
Tree [26] 

Naïve 
Bayes 
[26] 

Fusion 
model 
[26] 

Proposed 
WFM 

87.5 89.2 84.6 88.8 98.2 98.9 

TABLE VIII. SYSTEM F-SCORE OF THE DEVELOPED APPROACH. THE 
PROPOSED WFM APPROACH HAS 98.4% F-SCORE 

SVM 
[26] 

L-
Regression 
[26] 

Decision 
Tree [26] 

Naïve 
Bayes 
[26] 

Fusion 
model 
[26] 

Proposed 
WFM 

84.5 92.2 77.6 83.4 97.2 98.4 

 
Fig. 8. Figure shows the Accuracy Plot for WFM Approach. The Developed 

System Achieves 99.2% Accuracy. 
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System recall, and precision shown in “Fig. 9, 10” is 
observed to have an improved by 2%, and 0.7% respectively. 
The selective approach by weighted method results in 
improvement of the system parameters. The F-Score of the 
system is improved by 1.2% as shown in “Fig. 11”. 

Observation for the developed approach for different time 
period of observation is listed in Table IX. The variation of 
time period in ECG monitoring has significance on the 
classification performance is shown in “Fig. 12”. For a short 
period, observation of 10ms the accuracy obtained is 97%, 
wherein for 15ms observation it is obtained to 98% and for a 
higher time period observation of 20ms the accuracy is retained 
to 98%, signifying an average period observation has a 
maximum accuracy and long period observation has same 
effect as redundant features are observed. The time period for 
longer period is observed to be higher compared to short period 
observation. Selection of the features with high divergence and 
weight parameter result in selection of feature vectors which 
result in lower time for classification. 

 
Fig. 9. Recall Rate Plot for WFM Approach. Figure shows the Recall Rate 

of Developed System Up to 98.3%. 

 
Fig. 10. Precision Plot for WFM Approach. Figure Shows the System 

Precision of Developed System Up to 98.9%. 

 
Fig. 11. F-Score Plot for WFM Approach. Figure shows the F-Score of 

Developed System Up to 98.4%. 

TABLE IX. OBSERVATION FOR ECG SIGNAL WITH DIFFERENT TIME 
PERIODS. THE OBSERVATIONS OF ECG SIGNAL WITH TIME PERIODS 10MS, 

15MS, 20MS 

Observin
g time 
period 

Accuracy 
(%) 

Recal
l 

Precisio
n 

F-
Measure 

Time 
(sec) 

10ms 97.3 95.3 98.1 96.8 10.6 

15ms 98.6 97.4 98.6 98.2 14.5 

20ms 98.7 97.6 98.8 98.4 18.3 

 
Fig. 12. Observation for different Time Period of Sample. The Figure 

Illustrates the Observations of ECG Signal with Time Periods 10ms, 15ms, 
20ms. 

VI. CONCLUSION 
An approach for feature fusion based on the selection of 

feature vector and class attribute is presented. The process of 
weighted clustering based on information gain and updated 
feature is presented. This approach illustrated an enhancement 
of feature selection and improvement in accuracy of the system 
based on the observations obtained. The system accuracy is 
obtained to be improved based on the selected feature and 
fusion of multiple parameters in observation. The significant 
illustration of feature selection has given dual advantage of 
feature selection and classification performance for heart 
disease diagnosis. The selective method of feature selection 
based on divergence and weighted method provide a more 
accurate selection of fusion feature as the criticality factor is 
monitored based on associated weight factor which results in 
the improvement of system performance. In future, the 
proposed approach will be extended with varying conditions of 
heart monitoring with patient having multiple diseases and 
varying signal input conditions such as magnitude variations 
and signal wandering distortions. 
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Abstract—The transportation network service quality is 
generally depends on providing demand based routing. Different 
existing approaches are focused to enhance the service quality of 
the transportation but them fails to satisfy the demand. This 
work presents an effective demand based objectives for optimal 
route generation in public transport system. The importance of 
this work is providing demand based optimal routing for large 
city transportation. The proposed demand based optimal route 
generation process is described in subsequent stages.  Initially the 
passengers in each route are clustered using Distance based 
adaptive Fuzzy C-means clustering approach (DFCM) for 
collecting the passengers count in each stop. Here the number of 
cluster members in each cluster is equivalent to the passenger 
count of each stop. After the clustering process, adaptive 
objectives based beetle swarm optimization (ABSO) approach 
based routing is performed with the clustered data. Then re-
routing is performed based on the demand based objectives such 
as passenger’s count, comfort level of passengers, route distance 
and average travel time using ABSO approach. This ABSO 
approach provides the optimal routing based on these demand 
based objectives. The presented methodology is implemented in 
the MATLAB working platform. The dataset used for the 
analysis is Surat city transport historical data. The experimental 
results of the presented work is examined with the different 
existing approaches in terms of root mean square error (9.5%), 
mean error (0.254%), mean absolute error (0.3007%), 
correlation coefficient (0.8993), vehicle occupancy (85%) and 
accuracy (99.57%). 

Keywords—Clustering; optimization; demand based objectives; 
comfort level; optimal routing 

I. INTRODUCTION 
The increased population rate in large cities is one of the 

major transportation issues in developing countries. The 
unplanned organization in those cities increases the mobility 
demand and improves the tendency of private vehicle 
transport ownerships [1, 2]. This issue is common for all large 
cities have to deal with hundreds of vehicles running through 
their street each day. The congestion of traffic is increasing 
day by day even in rural areas also. Moreover, the traffic 
congestion associated delays are happening more often [3, 4]. 
A public transport network plays an important role in 
changing the demand from private to effective transportation 
and reduced traffic congestion [5]. The better public 
transportation can avoid the traffic congestion. To enhance the 

cooperation in public transport systems, different demand 
based models are introduced. Passenger comfort [6] is one of 
the vital indexes used to validate the quality of public 
transport system. 

The quality of the public transport system is depends on 
increasing the passenger comfort. Therefore, enhancing the 
bus comfort is a great attention by the public transport to 
attract the passengers [7-9]. The passenger’s choice of 
transport is depends on various factors like comfort ability, 
travelling time, expense and reliability. Therefore, transport 
authorities are making attention to attract the passengers by 
providing passengers demand based transportation [10, 11]. 
The comfort of transportation is categorized into two classes. 
One is based on the performance of vehicle and the other one 
is depends on the operation of transport. Various studies are 
presented for providing demand based public transportation 
[11]. The investigated works states that uncertainties in travel 
times and traffic increases the passenger’s stress level and 
reduces the passenger’s quality [12, 13]. Some of the 
researchers proved that the comfort is depends on the 
passenger’s load. So, accurately determining the bus comfort 
and providing demand based effective bus routing is important 
for improving the quality of transportation [14]. The load 
factor of passenger’s and the bus travel time is an important 
and foremost for the quality of transportation [15]. The 
proficient public transport system can lessen the negative 
issues of private transport network. 

Moreover, the quality of transport is mainly depends on 
minimization of travel time and waiting time. This effectively 
increases the performance of transportation [16]. The 
transportation authorities are responsible for generating the 
optimal routes. Based on the different objectives, transport 
authorities are determining the demanded bus routes and 
schedules [17]. The main concern of public transport is 
satisfying the public needs and the transport authorities are 
focussing on their profit. Moreover, different constraints are 
considered in the existing researches for the generation of 
transportation routes [18]. But the optimal route generation is 
still in demand. 

Numerous optimization approaches are utilized in the 
existing works to enhance the transportation framework. Some 
of the existing optimization approaches are, genetic algorithm 
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(GA) [19, 20], simulated annealing (SA), Tabu search (TS) 
and Swarm intelligence (SI) [21]. These optimization 
approaches are proved their capability, effectiveness in 
optimal route generation in transportation network. But all the 
major issues of transportation are not solved as a whole and 
optimal route generation is still in demand. Moreover, demand 
based optimal route generation is not performed in the existing 
works. 

The main motivation of proposed work is providing 
demand based transportation in large cities. Therefore, the 
quality of transportation can be achieved by considering major 
objectives such as passenger’s count, comfort level of 
passengers, route distance and average travel time. In the 
presented work, demand based optimal route generation is 
proposed to improve the quality of transportation network. 
The major contributions of the presented methodology is 
described as, 

• To effectively cluster the passengers in the 
transportation network, distance based fuzzy c-means 
clustering (DFCM) approach is utilized. This approach 
is utilized to gather the accurate passenger’s count of 
each station in the transportation network. 

• Optimal routing is generated by using effective 
objective based adaptive beetle swarm optimization. 
Re-routing is performed based on the different 
objectives such as comfort level of passengers, 
passenger’s count, route distance and average travel 
time. 

• Demand based effective routing is obtained by the 
proposed ABSO optimal routing approach. Here, the 
performance of the proposed approach is enhanced 
based on the considered effective objectives. This 
enhances the quality of the transportation by providing 
demand based vehicles. 

The organization of this research work is described as: 
Section 2 surveys the recent related works, the presented 
approach is described in section 3, results and their discussion 
is provided in section 4 and the section 5concludes the paper 
respectively. 

II. RELATED WORK 
Ovidiu Cosma et al. [22] presented an innovative 

methodology for two-stage transportation issues with fixed 
costs related to the routes. The developed heuristic algorithm 
solves the investigated transportation issues and it was 
attained by integrating the linear programming optimization 
issue within the genetic optimization process. Moreover, an 
effective local search process was incorporated with genetic 
optimization algorithm able to enhancing the global search. 
The proposed methodology effectively solves the 
transportation issue and enhances the quality in transportation. 
The performance can be enhanced further by using other 
optimization approaches in transportation. 

Jiangtao Liu et al. [23] developed a routing based on the 
integration of travel demand, vehicle supply and restricted 

infrastructure. Based on these constraints, vehicles were 
optimally assigned in the routes to satisfy the passenger’s. 
Various decomposition techniques were adapted in this 
research. Vehicle based integer linear programming model 
was presented for space time state (STS) with Dantzig Wolfe 
decomposition methodology. The presented methodology 
effectively increases the efficiency and reduces the congestion 
in transportation. But the proposed methodology was 
challenging to predict the optimal routes based on the travel 
demand. 

Jishnu Narayan et al. [24] developed an integrated bus 
route selection and scheduling framework for static and 
dynamic public transport networks. The introduced framework 
based on the dynamic demand based route generation using an 
iterative learning framework. The effective routing based on 
this proposed approach effectively reduces the average 
waiting time of passengers. The combination of fixed and 
flexible transport networks enhances the routing ability and 
satisfies the passengers. Moreover, the day to day learning 
was considered to effective selection of routes and allocation 
of transport vehicles. The proposed approach can be improved 
in future by incorporating the time and reliability of 
passenger’s. 

Mahmoud Owais and Abdullah Alshehri [25] developed a 
pareto optimal route generation in transportation networks. 
Instead of considering the travel time like existing approach, 
the presented approach considered the relation among the 
traffic flow and the respective trip time. Based on the demand 
based information, the initialized routes were changed and 
select the traffic allocation approach. Finally, different 
objectives based approach was conducted with pareto optimal 
route generation. Further, the research performance can be 
enhanced by using effective recent techniques in future. 

Philipp Heyken Soares [26] developed a zone based 
optimized routing in an urban network. Node based 
optimization was introduced on transportation routes by 
predicting the passenger trips for each stops. Here, the hybrid 
methodology was utilized for evaluate the journey times of 
source to destination. The travel time of each stop was 
determined by the node based procedures. The developed 
optimization procedure was applied on input considered real 
world database and the enhancement was shown existing 
routing framework. Further enhancements were possible in 
various factors based on passenger’s comfort and satisfaction. 

The investigated existing approaches are tried to solve the 
issues in the transportation system. But still, the existing 
approaches are not reached the satisfaction level by solving all 
the issues. Some of the approaches are focused on increasing 
the passenger’s while decreasing the comfort of passengers. 
Therefore, the quality of transportation is needs to be 
enhanced by considering major objectives. The proposed work 
considered the four effective objectives such as passenger’s 
count, comfort level of passengers, route distance and average 
travel time to provide the demand based routing. This resolves 
the issues present in the existing routing. Based on the 
proposed demand based routing, the service quality of the 
transportation can be increased. 
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III. PROPOSED METHODOLOGY 
This work presents an effective demand based optimal 

route generation in transport system. At first, Distance based 
adaptive Fuzzy C-means clustering approach (DFCM) is 
utilized for clustering the passengers in each stop.  Here, the 
number of cluster members in each cluster is equivalent to the 
passenger’s count of every station. Afterwards, adaptive beetle 
swarm optimization approach based routing is performed 
based on the clustered data. Further, re-routing is performed 
based on the effective objectives such as passenger’s count, 
comfort level of passengers, route distance and average travel 
time using ABSO approach. In the optimal route generation 
approach, objectives are analysed in each pair of stations in 
the route using the ABSO approach. This ABSO approach 
enhances transportation system by providing demand based 
routing. The schematic diagram of the presented methodology 
is depicted in Fig. 1. 

Surat city 
transportation 

dataset

Optimal demand based 
routing

Routing

Adaptive beetle swarm 
optimizationClustering

 Distance based adaptive 
fuzzy c-means (DFCM)

Passenger’s count on each 
station

Passenger’s count

Comfort level of 
passenger’s

Average Travel time

Route distance

Demand based objectives

 
Fig. 1. Schematic Diagram of Presented Methodology. 

The process of demand based optimal routing in the 
transportation system is described in the subsequent sections. 
Initially, the input Surat city transportation history data is 
considered and the passenger of each station is obtained by the 
proposed DFCM clustering. Afterwards, routing is performed 
by the proposed ABSO approach and demand based objectives 
are updated in this optimization approach to effectively 
performs the re-routing. This methodology effectively 
provides the demand based routing. 

A. Distance based Adaptive Fuzzy C-Means (DFCM) 
Clustering 
The proposed DFCM clustering approach minimizes the 

objective function through the iterative process. Consider, 
{ }pqqqqQ ,.....,, 321= represents the vectors of cluster centre, 

[ ] optpm
kpU ×= µ , kpµ represents the membership degree of 

input data ky to the cluster centre pq , )1,0(∈kpµ .The 
objective function of the presented DFCM approach is 
described as, 
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Here, N represents the constant to control the fuzzy 
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The cluster centre vectors are updated by the subsequent 
condition (3), 
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The fuzzy c-means clustering is processed into different 
steps to minimize the objective function kJ with the update of  

U and Q . 

The effectiveness of the fuzzy c-means clustering is based 
on the initial means. The means are having great impact on the 
final clustering. The existing FCM approaches are based on 
the arbitrary initialization to examine the centroid for 
clustering. But, the proposed DFCM approach centroids are 
selected according to the dense nodes positioning. The nearest 
neighbouring nodes are considered as a dense nodes. The 
nearest neighbouring nodes are the nodes with minimum 
distance. The distance of the nodes is evaluated based on the 
dense nodes to estimate the passenger’s count in each station. 
Distance is evaluated by the subsequent condition (4), 
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              (5) 

Here, optP  represents the optimal cluster center. Based on 
these evaluations, the high dense data points are considered as 
a first cluster centre, and the farthest from the first centre is 

considered as a second centre and so on. The 
thP cluster 

centroid is satisfied with the condition 
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The evaluated distance using condition (4) is updated in the 
condition (1). Then, the objective function satisfies the 

condition
δ<− − )1()( t

k
t

k JJ
, and then forms the optimal 

clustering. Here, δ represents the threshold function. The 
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initial cluster centre is needs to be changed to overcome the 
issue of distance among the node position and the cluster 
centre is zero. The cluster centres are updated based on the 
consideration that if the neighbouring node centre is far from 

pqqqq ,.....,, 321  is then considered as the updated cluster 
centroid. Clusters are formed by assigning nearest sensor 
nodes to the cluster based on this DFCM approach. The 
nearest sensor nodes are considered based on the minimum 
distance of sensor nodes. The pseudo code of the DFCM 
clustering is described in algorithm 1. 

In algorithm 1, the proposed DFCM clustering steps are 
provided. This effectively clusters the historical data of 
passengers. Evaluate the objective function DFCMJ  as per the 

condition (1), if the condition satisfies δ<− − )1()( t
k

t
k JJ  then 

the optimal clustering is obtained. The passenger’s count 
details of each station are obtained in this clustering approach. 

 

Algorithm 1: Pseudo code of DFCM clustering 
Input: Initialize the passenger data in the transportation 
network { }nsssS ,....., 21= and the initial centres 

{ }pqqqQ ,....., 21=  
Output: Optimal clustering 
Begin 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
End 

Initialization of passenger’s data
{ }nsssS ,....., 21= and centroids
{ }pqqqQ ,....., 21=  . 

Compute the objective function )( DFCMJ  
utilizing condition (1). 
Evaluate membership nodes and cluster centres 
with conditions (2) and (3) at DFCMJ
computation step. 
Compute the adaptive distance evaluation for 
passenger data using the condition (4) 
Update the cluster centroids by utilizing the 
condition (3), 
If the clustering process attains best outcome at 
maximum iterations, then the iteration is 
terminated. 
Else 
Repeat the above procedure until reaches the 
best solution. 
Return optimal clustering 

B. Demand based Optimal Routing in Transportation System 
The demand based optimal routing is attained by the 

proposed adaptive objectives based beetle swarm optimization 
approach. Optimal re-routing is performed by updating the 
demand based objectives such as passenger’s count, comfort 
level of passengers, route distance and average travel time are 
described in the subsequent sub sections. 

1) Demand based objective measures: In this section, 
effective objectives are evaluated based on the transportation 
demand is described in the subsequent sections, 

a) Comfort Level of Passengers: The passenger’ 
comfort level is depends on the number of passenger’s in the 
vehicle and the capacity of the vehicle. Comfort level of 
passenger is estimated by the subsequent condition (6), 

C

N

V
P

C =α

               (6) 

Here, α represents the passenger’s comfort level, NP
represents the number of passengers in the vehicle and CV
represents the vehicle’s capacity. 

b) Passenger’s Count: The number of passengers in 
each station is computed based on the count between source 
and destination. Passenger’s count is computed by the 
subsequent condition (7), 

∑
=

t t
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KP
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Here, countP represents the passenger’s count, K
represents the number of passengers arriving in the station in a 
specified time. Similarly, number of passengers in vehicle 
based on the passenger count is computed by the subsequent 
condition (8). 
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Here, N represents the average number of trips in a 
specified time, mR is computed by the subsequent condition 
(9), 
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Here, m and M represents the two consecutive stations. 

c) Route Distance: Route length represents the sum of 
the distance among all the mid stations. The route distance is 
estimated by calculating the distance among each stop from 
source and destination. The distance between two adjacent 
nodes are computed by the subsequent condition (10), 

kj

kj
route dist

DS
aD

,

=
             (10)

 Here, routeD represents the route distance, a signifies the 

adjustment factor, jS  represents the source point of trip at j , 
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kD represents the destination point trip at k , and kjdist ,  
signifies the distance between the two station points. 

d) Average Travel Time: The travel time is the starting 
and stopping time of vehicle from source to destination. The 
travel time of passenger is varies based on the different 
stations. The average travel time is computed by the various 
transport stations. The travel time of passengers are computed 
by the subsequent condition (11), 

∑
=

=
ntoi

avg K
TST

1              (11) 

Here, avgT represents the average travel time, TS  
represents the travel time between two stations. The travel 
time is increases based on the increasing distance. 

2) Optimal routing in transport network using adaptive 
objective based beetle swarm optimization (ABSO) 

Initially, starting and target points are initialized in the 
transport network. Moreover, the general attributes of beetle 
swarm optimization approach is initialized. The beetle swarm 
optimization approach is the combination of beetle foraging 
mechanism and swarm optimization. Two beetle antennae of 
the beetles are used to explore the nearby regions. If the one 
side antenna finds the more valuable data, then the beetle will 
move to that antenna side. This optimization approach is based 
on the behaviour of beetles. The flow diagram of the presented 
ABSO process is depicted in Fig. 2. 

Initially, the input optimization parameters are initialized 
and the fitness is evaluated based on the average weight of 
four objectives by utilizing the condition (17). Then the swarm 
attributes of the optimization algorithm is updated. If the 
maximum iteration is reached then the optimal global best 
solution is considered as the optimal routing. 

Begin

Parameters 
initialization

Fitness 
evaluation

Update swarm 
attributes 

Iterative 
optimization

Maximum 
iteration?

End

Multi 
objectives

YES

NO

 
Fig. 2. Flow Diagram of ABSO Routing. 

a) Parameters Initialization: The input population of 
optimization approach is expressed as ( )mYYYYY .....,, 321= . 

Here, m represents the population size. The position )( aP  

and speed attribute )( aS  of beetle is first arbitrarily initialized 

in a m dimensional search space. Speed attributes of beetle k  

is expressed as ( )TkSkkkk vvvvV ....,, 321= . The set of 

individual best is expressed as ( )TiSiiii bbbbb ....,, 321= . The 

global best set signified as ( )TgSgggg bbbbb ....,, 321= . The 
speed update of the optimization approach is described in the 
subsequent condition (12), 

( ) t
js

t
js

t
js

t
js vyy ∈−++=+ λλ 11

           (12) 

Here, 
)(1 YFvt

js
tt

js ××∂=∈ +

            (13) 

 2
1

t
t
is

t
rs

t
rs

dvyy ×+=+

            (14) 
t

t
ls

t
ls

t
ls

dvyy
2

1 ×−=+

             (15) 

The position attribute of every beetle individual is updated 
by the subsequent condition (16), 
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Here, Ss ,....2,1= and mj ,....2,1= , t represents the 
iteration time, js∈ signifies the displacement increment 
examined by the strength of data predicted by the beetle 
antennae, λ signifies the decrement factor, ω signifies the 
inertia weight, 1r and 2r are arbitrary function with value 

ranging from 0 to 1, 1c and 2c signifies the degree of impact 

of individual and global best on the beetle, t∂ signifies the 
searching step size of beetle, d represents the predicted 
distance of antennae, )(YF  signifies the fitness function, 

1+t
lsy signifies the predicted distance of left antennae, 1+t

rsy
signifies the predicted distance of right antennae. 

b) Fitness Evaluation: Fitness function is evaluated 
based on four different objectives such as, passenger’s count, 
comfort level of passengers, route distance and average travel 
time. Fitness of optimal route generation using the proposed 
optimization approach is described in the subsequent 
condition (17), 
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Here, mP represents the passenger count computed by the 

condition (6), routeD  represents the route distance computed 

by the condition (10), avgT  represents the average travel time 

computed by the condition (11), αC represents the comfort 

level of passengers computed by the condition (9), )(YF
represents the fitness function for the evaluation of optimal 
route. The minimum values of fitness function are considered 
as the global best value ( gb ). 

c) Update of Optimization Attributes in Beetle Swarm 
Optimization: The position and speed attributes of every beetle 
swarm is updated by the conditions in (12) to condition (16). 
Further, the fitness function is computed for each updated 
beetle individuals. Also, the individual best ( ib ) solutions are 

updated and attains the global ( gb ) solution. 

d) Iterative Optimization: The variables t∂ and d of the 
optimization is updated by the subsequent conditions (18) and 
(19). 

195.0 −∂=∂ tt               (18) 

01.095.0 1 += −tt dd             (19) 

Here, d represents the predicted distance of antennae, and 
t∂ signifies the searching step size of beetle. Iterations are 

performed to the maximum by updating these variables to end 
optimization. Finally, optimal demand based routing is 
obtained according to the global best output. 

IV. RESULTS AND DISCUSSION 
The experimental results of the proposed demand based on 

the optimal route generation in transport system is 
implemented in the working platform of MATLAB. The 
dataset used for the implementation is Surat city historical 
transport data. The performance of the presented technique is 
analyzed with the existing Inverse distance weighting (IDW), 
and Empirical Bayesian Kriging (EBK) [27], XGBoost, 
gradient boosting regression model (GDBR), support vector 
machine regression (SVR), and multiple linear regression 
model (MLR) [28], agent based scheduled routing [29] 
techniques in terms of Root mean square error, mean square 
error, mean absolute error, correlation coefficient, accuracy, 
vehicle occupancy. The performance metrics utilized for 
analyzing the presented work is described in the subsequent 
sections. 

A. Dataset Description: Surat City Historical Data 
Surat city transportation system historical data is 

considered for the evaluation of optimal demand based routing 
performance in the presented work. The passenger detail for 
this prediction process is taken from Surat city dataset. The 
passenger details are taken for one year (June 2017 to June 
2018) for passenger flow prediction in transportation. The 
passenger details are taken for one year (June 2017 to June 

2018) for optimal route prediction in transportation. The 
presented DFCM clustering approach output is depicted in 
Fig. 3. 

In Fig. 3, the proposed DFCM clustering output of 
passenger’s count is provided. This provides the accurate 
details of passengers in every station. The number of 
passengers in each station is gathered by using this clustering 
process. Each cluster provides the passenger details of each 
station. Based on the predicted passenger’s count, each route 
passenger’s flow for august month is depicted in Fig. 4. 

In Fig. 4, august month data of Surat city transportation 
dataset is examined for evaluating the Passenger’s count 
variations of route 1. The passenger count of route 1 is 
depicted in Fig. 4 for each day in a month. Here, RAST, 
SAHD, KADB, UDHD and ADGS represent the different 
stations in the considered route 1. The passenger count of each 
day is calculated by adding the passenger details of each trip 
of the day. The passenger count in RAST station is higher than 
the other stations. Similarly, passenger’s count variations of 
route 2 are analyzed with august month data and it are 
depicted in Fig. 5. 

 
Fig. 3. DFCM Clustering Output. 

 
Fig. 4. Passenger’s Count Variations of August Month with Route 1. 
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Fig. 5. Passenger’s Count Variations of August Month with Route 2. 

In Fig. 5, Passenger’s count variations of route 2 are 
examined for evaluating the august month data of Surat city 
transportation dataset. In Fig. 5, the passenger count of each 
station of route 2 is depicted. Here, RAST, SAHD, KADB, 
UDHD and ADGS characterize the different stations of the 
considered route 2. The passenger counts in route 2 with 
different stations are provided. This demonstrates that the 
passenger count in station name ADGS is higher than other 
stations. Similarly, the daily passenger flow is analyzed for 
different stations with various trip timings are depicted in 
Fig. 6. 

In Fig. 6, daily passenger’s flow of different stations such 
as, 10, 1003, 1015, 2040, and 2799 is analyzed with various 
bus timings from morning 6 O’ clock to night 9 O’clock. This 
demonstrates that the daily passenger flow of the station 
number 10 is higher than the other stations. Moreover, the 
passenger count is at peak at 9 o clock timing than other 
timings. Here, the daily passenger flow of each trip timing 
details is demonstrated for a month. The passenger count of 
each trip for one month is illustrated for various stations. 
Moreover, the passenger’s demand for one month data is 
depicted in Fig. 7. 

 
Fig. 6. Daily Passenger’s Flow of different Stations with Various Trip 

Timings. 

 
Fig. 7. Passenger Demand in August Month. 

The Fig. 7 depicts that the demand of passengers for a 
month. Based on the passengers demand, transport needs to be 
allocated with optimal routing approach. Here, the passenger 
demand is calculated based on the passenger data for 30 days. 
Furthermore, routing is performed based on the adaptive 
beetle swarm optimization approach for august month data. 
The effective objectives such as passenger count, travel time, 
comfort level and distance are considered for re-routing. In 
this way, an optimal demand based routing is generated to 
enhance the quality of service. Moreover, the passenger 
demand for a week based data for a month is depicted in Fig. 8. 

In Fig. 8, passenger demand is evaluated for an august 
month data. Here, the passenger demand is evaluated for each 
day in a week for a month. This figure provides the passenger 
demand data for a month on weekly basis. The demand based 
objectives are considered for each pair of stops in the 
transportation system. The demand based objective measure 
for the pair of stations 1 and station 5 is depicted in Fig. 9. 

 
Fig. 8. Passenger Demand of Week based Data for an August Month. 
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Fig. 9. Demand based Routing with Pair of Station 1 & 5. 

In Fig. 9, august month data is considered to predict the 
demand based routing. Here, the daily passenger flow is 
illustrated by considering various parameters like passenger 
count data, travel time, comfort level and distance. Finally, 
daily passenger is depicted by considering all these parameters. 
Here, pair of stations 1 and station 5 is illustrated to prove the 
effectiveness of proposed demand based routing. The 
proposed route 2 is obtained as an optimal routing. Similarly, 
optimal routing based on the effective objectives with pair of 
station 3 and station 4 is depicted in Fig. 10. 

In Fig. 10, demand based routing with pair of station 3 and 
station 4 is provided. Here, august month data is considered to 
analyze the routing based on different objectives. The 
combined objectives output is providing higher performance 
than the single objectives. This illustration proved that the 
effectiveness of proposed demand based routing. Similarly, 
optimal routing based on the effective objectives with pair of 
station 1 and station 2 is depicted in Fig. 11. 

 
Fig. 10. Demand based Routing with Pair of Station 3 & 4. 

 
Fig. 11. Demand based Routing with Pair of Station 1 & 2. 

In Fig. 11, optimal routing is evaluated with pair of station 
1 and station 2. Here, the prediction performance is analyzed 
without objectives and with objectives such as passenger 
count, travel time, comfort level, distance. The final predicted 
output is based on all the combined objectives. Optimal 
routing based on the effective demand based objectives for the 
pair of station 4 and station 5 is depicted in Fig. 12. 

In Fig. 12, routing performance is evaluated with the pair 
of stations 4 and station 5. This proves that the proposed 
demand based optimal routing achieves enhanced performance 
than the single objective based predictions. The passenger’s 
flow with the proposed demand based routing is enhanced. 
This enhancement proves that the service quality of the 
transportation system. 

B. Performance Metrics 
In this section, different performance metrics such as Root 

mean square error, mean square error, mean absolute error, 
correlation coefficient, accuracy, vehicle occupancy are 
described in the subsequent sub sections. 

 
Fig. 12. Demand based Routing with Pair of Station 4 & 5. 
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1) Correlation coefficient: Correlation coefficient is 
evaluating the correlation among the considered variables. The 
correlation coefficient range is 0 to 1. The performance is 
proved by obtaining the value closer to 1. The correlation is 
estimated between the attained optimal route and the other 
existing routes. It is computed by the subsequent condition 
(20), 

( )
[ ] [ ]kk

kk
C zVaryVar

zyCov
C

−
=

,

           (20) 

Here, ky  and kz represents the predicted optimal and 

original routing, ( )kk zyCov , represents the covariance of 

ky and kz , [ ]kyVar represents the variance of ky  and 
[ ]kzVar represents the variance of kz . In the optimal routing 

prediction, correlation coefficient is used to examine the linear 
correlation among the predicted optimal data and original data. 

2) Root means squared error (RMSE): This RMSE 
measure is used to examine the variation between predicted 
and the original values. This demonstrates the model accuracy 
from the perception of predicted deviation. This is computed 
by the subsequent condition (21). 

m

zy
R

m

k
kk

MSE

∑
=

−
= 1

2

           (21) 

Here, MSER  represents the root mean squared error. This 
measure is used to prove the prediction accuracy rate by 
minimizing the error in optimal routing. 

3) Mean absolute error (MAE): The mean absolute error 
performance is the average of absolute values of the variation 
among all the predicted values and the original values. This 
accurately predicts the error of the predicted output. The MAE 
measure is computed by the subsequent condition (22). 
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kkAE zy

m
M
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1

            (22) 

Here, AEM represents the mean absolute error. The 
minimum value of mean absolute error proves that the 
proposed demand based optimal routing is effective technique 
demand based optimal route prediction. 

4) Mean squared error (MSE): This measure is similar to 
the MAE performance metric but only the difference is taking 
square in the mean differences of the input and predicted data. 
It is calculated with the mean of the square difference among 
the original input and the predicted data. It is evaluated with 
the subsequent condition (23). 

( )2

....1

~1 ∑
=

−=
Tk

kk zz
T

MsE
           (23) 

Here, MsE represents the MSE, T represents the total 

considered data, kz and kz~ denotes the original data and 
predicted data correspondingly. 

5) Accuracy: Accuracy measure is the ratio of correctly 
predicted data to the total number of observations. Moreover, 
it is the percentage of accurateness for predicting the data. It is 
evaluated utilizing the subsequent condition (24). 

p

P
y T

cA =
             (24) 

Here, yA represents the accuracy, Pc represents the correct 

predictions, and pT represents the total predictions. 

6) Vehicle occupancy: Vehicle occupancy is determined 
by the occupancy rate and it is equivalent to average number 
of passengers in the vehicle. It is computed based on the 
average numbers of passengers used the vehicles in the same 
route. The average computation is attained from the number of 
trips in the same route for a day. The passenger’s count of 
each trip is estimated to attain the vehicle capacity. The 
vehicle occupancy is computed by the subsequent condition 
(25). 

N
PT

V CN
O

∑= )(

            (25) 

Here, OV represents the vehicle occupancy, NT represents 

the number of vehicle trips, N represents the Trips number, 
and CP represents the passengers in each trip. 

C. Performance Analysis 
In this section, performance of the presented approach is 

examined with the existing strategies in terms of Root mean 
square error, mean square error, mean absolute error, 
correlation coefficient, accuracy, vehicle occupancy. The 
performance metrics and their validations are examined with 
the various existing approaches. The RMSE performance 
evaluation is analyzed with the existing approaches for each 
station is depicted in Fig. 13. 

In Fig. 13, the RMSE performance demonstration is 
provided with existing approaches for each station. The 
RMSE value of the presented approach for each station is 
station 1 (0.2629), station 2 (0.2217), station 3 (0.2474), 
station 4 (0.2629), and station 5 (0.0768) respectively. The 
presented demand based route prediction is examined with the 
existing XGBoost, gradient boosting regression model 
(GDBR), support vector machine regression (SVR), and 
multiple linear regression model (MLR) approaches. Here, the 
RMSE performance is evaluated for 5 stations with the 
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existing approaches. The RMSE performance on varying 
stations is portrayed in Table I. 

In Table I, RMSE measure values are lesser than the 
different existing approaches. The obtained RMSE of 
presented approach for each station is station 1 (0.2629), 
station 2 (0.2217), station 3 (0.2474), station 4 (0.2629), and 
station 5 (0.0768) correspondingly. The performance analysis 
of the proposed demand based routing with existing 
approaches is depicted in Fig. 14. 

 
Fig. 13. Performance Analysis on RMSE for Each Station. 

TABLE I. RMSE PERFORMANCE ON DIFFERENT STATIONS 

Technique XGBoost GDBR SVR MLR Proposed 

STATION 1 1.1043 1.1131 2.5570 3.0657 0.2629 

STATION 2 1.4011 1.0558 1.6021 3.1922 0.2217 

STATION 3 0.8773 1.3297 1.3851 3.0004 0.2474 

STATION 4 0.6586 0.9369 3.0113 2.7080 0.2629 

STATION 5 1.0901 1.5924 2.7080 3.5162 0.0768 

 
Fig. 14. Performance Analysis on RMSE. 

In Fig. 14, RMSE performance evaluation is provided with 
existing Inverse distance weighting (IDW), and Empirical 
Bayesian Kriging (EBK) [27] approaches. The existing EBK, 
and IDW approaches are used Orissa dataset, which is 
overcome by the proposed approach with surat city dataset. 
Here, the RMSE value of presented approach is 9.5. This error 
value is much lesser than the existing IDW (19.4994) and 
EBK (16.3527) approaches. This demonstrates that the 
presented approach provides reduced RMSE than the existing 
approaches to prove the efficiency of the proposed approach. 
The comparison analysis on RMSE is mentioned in Table II. 

In Table II, the RMSE of the presented approach is 
compared with the existing approaches. The proposed 
approach attains reduced RMSE than the existing IDW, EBK 
[27] approaches. The presented approach attains enhanced 
performance than the existing techniques by reducing the error 
rate. The comparison analysis of MSE is examined with the 
existing approaches are depicted in Fig. 15. 

In Fig. 15, performance of the presented approach in terms 
of MSE is analyzed with the different existing approaches like 
XGBoost, GDBR, SVR, and MLR. The MSE value of 
presented approach for each station is station 1 (0.3007), 
station 2 (0.2548), station 3 (0.2500), station 4 (0.3007), and 
station 5 (0.2544) respectively. This clearly demonstrates that 
the presented demand based optimal routing approach 
provides enhanced performance with less error. The 
performance comparison on MSE is mentioned in Table III. 

TABLE II. COMPARISON ANALYSIS ON RMSE 

Techniques Dataset Root Mean squared 
error (%) 

Inverse distance 
weighting  Orissa dataset 19.4994 

Empirical Bayesian 
Kriging  Orissa dataset 16.3527 

Proposed Surat city historical 
dataset 9.5 

 
Fig. 15. Performance Analysis on MSE. 
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In Table III, the performance comparison on MSE is 
provided. Here, the performance of the presented approach is 
compared with the different existing approaches like GDBR, 
SVR, XGBoost, and MLR. The attained MSE value of 
presented approach for each station is station 1 (0.3007), 
station 2 (0.2548), station 3 (0.2500), station 4 (0.3007), and 
station 5 (0.2544) correspondingly. Moreover, the comparison 
on mean absolute error is depicted in Fig. 16. 

In Fig. 16, mean absolute error performance of the 
proposed and the existing strategies for each station is 
provided. This proves that the presented demand based routing 
provides enhanced performance than the existing XGBoost, 
GDBR, SVR, and MLR approaches. The attained MAE value 
of presented approach for each station is station 1 (0.2007), 
station 2 (0.3548), station 3 (0.2500), station 4 (0.5007), and 
station 5 (0.3544) correspondingly. The performance on MAE 
for varying stations is portrayed in Table IV. 

TABLE III. MSE PERFORMANCE ON DIFFERENT STATIONS 

Technique XGBoost GDBR SVR MLR Proposed 

STATION 1 1.2195 1.2390 6.5384 9.3988 0.3007 

STATION 2 1.9630 1.1147 2.5669 10.1900 0.2548 

STATION 3 0.7697 1.7681 1.9185 9.0023 0.2500 

STATION 4 0.4338 0.8778 9.0681 7.3333 0.3007 

STATION 5 1.1884 2.5357 4.9333 12.3639 0.2544 

 
Fig. 16. Performance Analysis on MAE (%). 

TABLE IV. MAE PERFORMANCE ON DIFFERENT STATIONS 

Technique XGBo-
ost GDBR SVR MLR Proposed 

STATION 1 0.7415 0.5089 0.8601 2.0907 0.2007 

STATION 2 0.7542 0.6676 0.8905 2.3933 0.3548 

STATION 3 0.8470 0.5624 1.2911 1.4605 0.2500 

STATION 4 0.8975 0.8437 1.4642 0.9596 0.5007 

STATION 5 0.8760 0.5943 0.9015 1.2081 0.3544 

The Table IV proves that the presented methodology 
provides enhanced performance in terms of MAE than the 
XGBoost, GDBR, SVR, and MLR approaches. Moreover, the 
performance efficiency is examined by the vehicle occupancy 
is depicted in Fig. 17. 

In Fig. 17, vehicle occupancy performance is demonstrated 
with the existing agent based scheduled routing [29]. Here, the 
vehicle occupancy is evaluated based on the number of 
passengers used the vehicle for a month. This illustrates that 
the presented routing process increases the usage of 
passengers. This proved that the performance of demand 
based optimal routing is effective than the other transportation 
routings. The vehicle occupancy is enhanced by the better 
quality service of the transportation based on the presented 
methodology. The performance on accuracy for varying 
stations is portrayed in Table V. 

The Table V proves that the presented methodology 
provides enhanced performance in terms of accuracy than the 
deep neural network (DNN), Random forest (RF), Linear 
regression (LR) approaches. The attained accuracy of 
presented approach for each station is station 1 (99.51%), 
station 2 (98.14%), station 3 (98.69%), station 4 (97.61%), 
and station 5 (98.19%) correspondingly. The accuracy 
performance of the proposed optimal routing is depicted in 
Fig. 18. 

 
Fig. 17. Performance Analysis on Vehicle Occupancy (%). 

TABLE V. ACCURACY PERFORMANCE ON DIFFERENT STATIONS 

Technique DNN (%) LR (%) RF (%) Proposed (%) 

STATION 1 98.26 94.52 94.08 99.51 

STATION 2 98.58 94.52 94.08 98.14 

STATION 3 98.5858 94.52 94.088 98.69 

STATION 4 98.58 94.52 94.087 97.61 

STATION 5 98.58 94.52 94.089 98.19 
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In Fig. 18, the presented approach is analyzed with the 
existing approaches in terms of accuracy performance. This 
proved that the presented approach provides enhanced 
accuracy performance than the existing strategies. The 
performance on correlation coefficient for varying stations is 
mentioned in Table VI. 

The Table VI proves that the presented methodology 
provides enhanced performance in terms of correlation 
coefficient than the XGBoost, GDBR, SVR, and MLR 
approaches. The attained correlation coefficient of presented 
approach for each station is station 1 (0.8993) station 2 
(0.1000), station 3 (0.2800), station 4 (0.2000), and station 5 
(0.4800) correspondingly. The comparison analysis in terms 
of correlation coefficient is depicted in Fig. 19. 

In Fig. 19, the correlation coefficient performance is 
examined with the different existing approaches. The 
correlation coefficient of presented approach for each station 
is station 1 (99.51%), station 2 (98.14%), station 3 (98.69%), 
station 4 (97.61%), and station 5 (98.19%) correspondingly. 
Here, the proposed approach achieved a high correlation 
coefficient for each station than the existing the XGBoost, 
GDBR, SVR, and MLR approaches. Here, this validation is 
evaluated for each station in the considered Surat city 
transportation dataset. This proposed methodology provides 
enhanced results in demand based optimal routing. 
Furthermore, this methodology enhances the quality of 
transportation service. 

 
Fig. 18. Performance Analysis on Accuracy (%). 

TABLE VI. CORRELATION COEFFICIENT PERFORMANCE ON DIFFERENT 
STATIONS 

Technique XGBoost GDBR SVR MLR Proposed 

STATION 1 0.6259 0.6529 0.5598 0.2788 0.8993 

STATION 2 0.5876 0.3125 0.5281 0.1164 0.1000 

STATION 3 0.6263 0.4114 0.5977 0.2863 0.2800 

STATION 4 0.4736 0.6480 0.2810 0.2754 0.2000 

STATION 5 0.5624 0.5944 0.4928 0.1643 0.4800 

 
Fig. 19. Performance Analysis on Correlation Coefficient. 

V. CONCLUSION 
This paper presented a demand based effective routing in 

transportation network. At first, Distance based adaptive 
Fuzzy C-means clustering approach (DFCM) is utilized for 
clustering the passengers in each stop.  Here, the number of 
cluster members in each cluster is equivalent to the 
passenger’s count of every station. Afterwards, adaptive beetle 
swarm optimization approach based routing is performed 
based on the clustered data. Further, re-routing is performed 
based on the effective objectives such as passenger’s count, 
comfort level of passengers, route distance and average travel 
time using ABSO approach. In the optimal route generation 
approach, objectives are analysed in each pair of stations in 
the route using the ABSO approach. This ABSO approach 
enhances transportation system by providing demand based 
routing. The presented work is examined with the various 
existing approaches in terms of different performances like 
RMSE (9.5%), Mean error (0.254%), vehicle occupancy 
(85%), MAE (0.3007%), correlation coefficient (0.8993), and 
accuracy (99.57%). This proved that the presented approach 
provides better performance than the existing routing 
approaches in transportation system. In future, this demand 
based transportation is further enhanced with improved deep 
learning based approaches to decrease the time consumption. 
Increasing number of objectives will further improve the 
performance of demand based routing. Moreover, the demand 
based transportation will be examined with other larger 
datasets. 
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Abstract—Electronic health records (EHR) play an important 
role in digital health transition. EHRs contain medical 
information such as demographics, laboratory test results, 
radiological images, vaccination status, insurance policy, and 
claims. EHR is essential for doctors and healthcare organizations 
to analyze a patient's profile and provide appropriate therapy. 
Despite this, current electronic health record (EHR) systems lag 
with difficulties such as Interoperability and security. Better and 
faster care may be provided with an integrated and secure health 
record for each patient that can be transmitted easily in real-time 
across countries. People having health insurance policies are 
often confronted by insurance jargon and the insurer’s 
cumbersome requirements while filing a claim for treatment. 
There are times when the claims processing takes longer than 
expected. The insurer, Third-Party Administrators (TPAs), and 
network provider hospitals examine, approve, and initiate the 
sum claimed. The use of blockchain in the process allows for 
more efficient information sharing at a lower cost and with more 
security. Only authorized individuals have access to the shared 
ledger on a blockchain, making it more confidential and secure. 
All parties engaged in a health insurance policy, including the 
insurer, the insured, the TPA, and the network provider hospital, 
may be members of the blockchain network and have access to 
the same set of policy data. In our proposed work we 
implemented a Blockchain-based EHR and Health insurance 
management system using Ethereum and deployed smart 
contracts using solidity and created a web application with 
web3js and React Framework. 

Keywords—Electronic health records; insurance policy and 
claim processing; smart contracts; Ethereum; homomorphic 
encryption; edge computing 

I. INTRODUCTION 
Blockchain transforms the healthcare sector by storing and 

sharing patients’ electronic health records, insurance policies, 
and claims to provide more secure, transparent, and traceable 
data [1]. The technology integrates diverse data management 
systems resulting in an electronic health record system that is 
connected and interoperable. The doctor treats the patient and 
enters the patient's report into their existing health information 
system, which includes tests, prescriptions, and significant 
notes. The data fields connected with the patient's public ID 
are then redirected to the blockchain using APIs. In the 
blockchain, each transaction is authenticated and given a 
unique identity (public key). APIs can be used by doctors and 
health organizations to make a query and retrieve encrypted 
patient data using the patient's public key. Patients can give 

the doctor or the healthcare facility permission to decrypt their 
data by supplying the private key (which functions as a 
password). The data remains encrypted for those who do not 
have access to the private key [4]. Blockchain is a distributed 
network of computers that is governed by a time-stamped 
collection of immutable data records that are not held by a 
single person, company, or government entity. Because the 
blockchain network is decentralized, data may be exchanged 
and updated, but it cannot be copied, modified, or erased, 
making it public and accountable [2]. As a result, the best 
platform for storing and distributing electronic medical 
records is blockchain. An Electronic Health Record (EHR) is 
an electronic representation of a patient's medical history [6]. 
Blockchain is the next big thing in healthcare and it will 
revolutionize how it is supplied and administered. The 
fundamental issue is information asymmetry, which means 
that not everyone has the same easy access to the data [5]. 
Blockchain and smart contracts safeguard data, increase 
interoperability, and allow numerous entities to access the 
medical information that makes up the EHR by providing a 
secure distributed network, a shared ledger, and the ability to 
add independent blocks of medical transactions [3]. 
Blockchain has four main benefits in an EHR system. 

• Longitudinal patient records:  Data is assembled 
progressively, ensuring that no data is lost or tampered 
with. 

• Master patient indices: A single master patient file 
contains all of the different blocks of information, 
reducing the chances of medical errors or mismatches. 

• Claims adjudication: Instead of relying on a central 
authority, automated smart contracts can assist handle 
claims more quickly and efficiently. 

• Interoperability: Only approved authorized providers 
have access to the data and the capacity to edit it, 
allowing for greater data reconciliation and care quality 
improvement. 

The advantages of electronic health records extend far 
beyond cost savings. An EHR system provides quick access to 
accurate and up-to-date patient information. This lowers long-
term healthcare costs and improves efficiency, especially if a 
patient is transferred between departments during treatment 
[11]. Blockchain technology ensures that every participant has 
their own copy of the digital ledger, which is updated in real-
time as transactions occur. Hacking is nearly impossible due 
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to the lack of a centralized server. Because a recorded 
transaction cannot be reversed in theory, the ledger is an 
immutable source of truth, regardless of how many copies are 
kept by participants [10]. It is possible to confirm data, 
records, and participant identities while keeping their 
identities disguised. Our digital environment is rapidly 
changing in the pursuit of excellence. Without a doubt, 
technology has a significant impact on our daily lives and 
other elements of our lives, with the potential to dramatically 
improve them. One of the industries that potentially benefits 
from the adoption of blockchain is insurance [17]. Many 
blockchain insurance firms are working to improve the end-
user experience as well as the businesses that handle people's 
insurance. Because most underwriting and claims work 
requires collaboration among numerous parties, blockchain 
will assist the insurance sector [18]. While blockchain 
adoption is still in its infancy, the applications covered here 
are a good place to start for insurers interested in taking 
advantage of its potential. When it comes to technology, it has 
the potential to affect the lives of millions of people all over 
the world. Because life insurance procedures differ from 
country to country, finding a consistent manner to manage all 
claims and processes is vital [22]. 

II. LITERATURE SURVEY 
More than 4,000 years ago, the Sumerians penned medical 

data on a clay tablet. The Egyptian papyrus was next, followed 
by the thick folders. The first medical electronic information 
system was established by Lockheed in 1960. The 
Decentralized Hospital Computer Program (DHCP) and the 
Computerized Patient Record System (CPRS) were 
implemented by the Department of Veterans Affairs in the 
1970s. President Bush first mentioned the term "Electronic 
Health Record" in 2004. The usage of the EHR system 
allowed increased payments to physicians and hospitals under 
President Obama's American Recovery and Reinvestment Act 
of 2009, which was part of the Health Information Technology 
for Economic and Clinical Health Act (HITECH) [10].  In 
Estonia, 99 percent of health records have been digitized. E-
Health Records are even accessible to first responders and 
paramedics [7]. It's useful for non-responsive individuals 
when further information about their medical history and 
probable sensitivities is needed quickly. Currently, systems in 
many countries are scattered and do not communicate with 
one another. By integrating scattered systems across countries 
and regions, a blockchain-based electronic health record can 
enable real interoperability [14]. Instead of being saved in a 
single database, healthcare data can be stored immutably in a 
decentralized fashion using blockchain. As a result, a hacker 
would not be able to access the data through a single point of 
entry. This is how blockchain improves the security of health-
related data. Homomorphic encryption can be used since 
blockchains do not provide anonymity [12], [16]. However, 
complete anonymity in healthcare is neither essential nor 
desirable. Instead, alternatives should be found that allow 
patients to choose who to reveal their name to, whether to 
remain pseudonymous and what data to provide. They can, 
however, be improved to improve patient care and 
accessibility to information. An electronic health record 
(EHR) is a collection of patient-related data that is maintained 

electronically [15]. The growth of screening tests, medical 
imaging, and diagnostics has resulted in an avalanche of 
information on patient health. EHR (electronic health record) 
systems are a fantastic approach to boosting patient care. As 
more patient data becomes digital and an increasing number of 
consumers seek mobile access to health records, the function 
of EHR is improving and digitizing in healthcare [13]. In 
general, electronic health records (EHR) features and 
frameworks have long been seen as a surefire means to 
improve medical care delivery systems. The current life 
insurance claims system is inefficient, as it might take a long 
time to process a claim. It means that the claimant will have to 
deal with a lot of red tapes before their claims are handled 
[24]. All of these issues can be mitigated with blockchain life 
insurance. To ensure that claims are processed more quickly 
and efficiently, a good blockchain-based life insurance model 
can work in combination with the hospital, insurance 
company, death certificates, and burial licenses. 

III. CHALLENGES IN EXISTING ELECTRONIC HEALTH 
RECORDS AND HEALTH INSURANCE 

According to research, 50-60% of physicians experience 
burnout, which results in lower patient satisfaction, decreased 
patient safety, and more malpractice claims [23]. A large 
amount of time is necessary to incorporate data into EHR 
systems. As a result, physicians are unable to devote sufficient 
time to improving patient communication. As a result, the 
quality of patient treatment declines, and physicians grow 
increasingly frustrated and dissatisfied. Furthermore, EHRs 
are believed to be a cost burden on both providers and 
practitioners in some cases. Interoperability refers to an EHR's 
capacity to communicate data and information to other devices 
so that it can be used by a large number of individuals. The 
systems must communicate well with one another to obtain a 
complete picture of a patient's medical history as in Fig. 1. 
Data communication in an EHR is frequently delayed due to a 
lack of interoperability between segments of the same EHR or 
between the EHR and another system. The information held in 
an EHR and shared on a blockchain's distributed ledger would 
be updated and secured, ready to be used by anybody with 
authorization [8]. A blockchain-based EHR solution will 
improve data quality and interoperability thus reducing the 
time it takes to obtain a patient's information [9]. Furthermore, 
using blockchain for electronic health records will help to 
reduce costs, especially in terms of software development and 
health record system maintenance. 

 
Fig. 1. EHR Framework. 
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When information is maintained within an EHR and 
shared on a distributed blockchain ledger, it may be updated, 
safeguarded, and made ready for use by anybody authorized to 
access it [12]. A blockchain-based EHR system reduces the 
amount of time it takes to get information on a patient. It will 
also improve data quality and provide seamless and safe 
interchange. As a result, blockchain for EHRs (electronic 
health records) may result in lower costs [19]. Insurance 
clients, who are frequently perplexed by plans, have grown 
skeptical of insurers and have developed a rising suspicion of 
them. The issue of trust is a huge one for insurance 
companies.  The majority of the time, insurance companies do 
not have access to all of a patient's information, resulting in 
higher processing costs or incorrect plan assignments. 
Documents are occasionally incorrectly filled or not 
submitted, and sometimes lost, due to the distributed 
paperwork and filings among the numerous parties in the 
insurance network [24]. Customers are dissatisfied when 
insurance firms fail to process claims within specified 
deadlines [25]. Insurers are under increasing pressure to 
decrease administrative expenses, and blockchain technology 
have the potential to assist by upgrading fragmented legacy IT 
systems, improving efficiency, and increasing competitiveness 
[26]. Increased automation is required in the insurance 
industry, which blockchain technologies can help with. New 
systems, processes, security protocols, and business models 
are necessary to meet rising customer demands for tailored 
services, increased privacy, innovative products, added value, 
and competitive pricing from their insurers. 

IV. BLOCKCHAIN IMPLEMENTATION IN ELECTRONIC 
HEALTH RECORDS AND HEALTH INSURANCE SYSTEMS 

The IoT healthcare sensors such as temperature, humidity, 
airflow, pressure, SpO2, heart rate, and pulse sensors are used 
to collect the patient’s real-time data and store it in edge 
computing devices [12]. The data stored in the edge device is 
then retrieved and the transaction is processed in the 
blockchain as shown in Fig. 2 and Fig. 3. This might lead to 
healthcare providers and academics having access to 
enormous amounts of anonymized patient data for research 
reasons. Every blockchain node has a copy of the data that is 
constantly updated. As a result, any tampering or manipulation 
of health information will be discovered right away. Every 
transaction is also signed with a cryptographic stamp, 
allowing each piece of data to be traced back to its source. 
This means that a doctor can monitor a patient's recovery from 
surgery or sickness in real-time recognizing potential 
problems or concerns with eating, exercise, and vital 
indicators like heart rate without having to see them in person. 
It allows a doctor to monitor a patient's recovery after surgery 
or illness in real-time. 

 
Fig. 2. Sensor Data is Stored in the Blockchain. 

 
Fig. 3. Transaction is processed and Hash is generated for the Appended 

Sensor Data in the Blockchain. 

Customers may encounter time-consuming paper forms 
when applying for insurance or reporting a claim. They may 
need to talk with the insurance companies and hospital 
employees to get medical insurance claims reimbursed [17]. 
Claims processing, data verification and reconciliation, and 
documentation procedures are shown in Fig. 4 and Fig. 5. 
Blockchain can help make selling and servicing insurance 
better, faster, and cheaper by improving fraud detection [19], 
claims administration, health insurance, and reinsurance. As a 
result, customers may see lower costs and have a better 
experience. The Blockchain has the potential to assist in the 
resolution of present property and casualty insurance issues. 
The strategy is to digitally manage physical assets. Smart 
contracts allow claims to be processed automatically. All 
modifications can also be tracked for authenticity, making 
them auditable. Smart contracts are crucial because they 
provide the functionality of converting paper contracts into 
programmable code [20]. The smart contracts, in turn, can be 
automatically performed by ingesting all of the data and acting 
on it as needed [21]. 

 
Fig. 4. Proposed Insurance Claim Processing. 

 
Fig. 5. Health Insurance Framework. 
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Deploying blockchain on healthcare networks will 
improve patient diagnostics and medical expenditures by 
expediting and improving patient diagnosis. The patient is the 
owner of his or her medical information and has the right to 
give it as needed without relying on any other parties. Because 
hospitals and clinicians would have immediate and complete 
access to a patient's data, the need for additional testing and 
long or incorrect diagnoses would be greatly reduced. Smart 
contracts will automatically initiate transactions, making claim 
processing and denial even easier and faster. This would 
greatly boost the level of trust in insurance companies. 
Sharing data across the network's many providers on a 
distributed ledger ensures that data will be retrieved quickly at 
any time, while also reducing the danger of improper 
documentation and data/documentation loss to nearly zero. 
This would help insurance firms save money on processing 
costs. The widespread adoption of blockchain by insurance 
companies throughout the world brings up a slew of prospects 
for distributed ledger technology validation services. 

Blockchain is quickly gaining attraction as a technology 
that has the potential to alter the insurance sector. For 
accuracy and credibility, insurers rely largely on information 
and data acquired by various devices. Insurers should make 
sure that blockchain is linked with IoT as the best way to 
assure that the data captured is accurate. The interplay of 
blockchain, IoT, and big data in this way has the potential to 
transform the insurance sector. The idea is to automate the 
entire process, including premiums, claims, and other issues. 
With the ability to streamline the insurance sector while 
simultaneously increasing transparency and confidence. 

V. RESULTS AND DISCUSSION 
In our proposed work we implemented a Blockchain-based 

electronic health record and Health insurance management 
system using Ethereum Framework, smart contracts are 
deployed using a solidity debugger and the transaction are 
processed through truffle-based Ganache Test network. 
Created a web application with React framework as shown in 
Fig. 6. 

Patients’ and recipients’ electronic health records such as 
demographics, laboratory test results, vaccination status, 
insurance policy and claims are stored in the React framework 
as in Fig. 7 and Fig. 8. Delegations are created and the 
electronic health records can be updated using the React 
framework as shown in Fig. 9 and Fig. 10. 

The electronic health records are stored in the blockchain 
using Django REST Framework. The promise of blockchain 
technology is enormous, and integrating it with EHR will 
ensure that we all benefit from a better, more equitable, and 
healthier future. 

 
Fig. 6. Block Diagram of Proposed Work. 

 
Fig. 7. Patients Signup Webpage using React Framework. 

 
Fig. 8. Recipients Signup Webpage using React Framework. 

 
Fig. 9. Delegations are created in React Framework. 

 
Fig. 10. Patients Heath Records are Uploaded in React Framework. 
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VI. ADVANTAGES AND LIMITATIONS OF PROPOSED SYSTEM 
There are major advantages that blockchain can offer to 

the traditional health record system. Patients have more 
control over their data because they can provide just the 
relevant authorities access to the data. Health data may be 
collected, saved, secured, and shared using blockchain for 
EHRs, which also allows for real-time utilization. It might 
lead to the selection of anonymized patient records for use in 
research by healthcare practitioners and researchers. When a 
blockchain is used to maintain electronic medical records, it 
offers a long-awaited standardized solution for the 
management of digital health data. To access patient data, 
hospitals and care providers will no longer need separate 
software or databases. EHRs give clinicians access to a 
patient's medical history. Patients no longer need to fill out the 
same paperwork at each visit to the doctor. The convenience 
of e-prescriptions provided straight to pharmacies is increased. 
The usage of a dashboard also makes it easier for patients to 
communicate with their doctors and streamlines their care. 
Patients and doctors can communicate directly because they 
use the same platform. Different specialists, hospitals, 
laboratories, and even pharmacists will be able to share the 
same information. Treatment providers will have a better 
understanding of how to improve patients' care if data is less 
scattered. Automated claim management aids in the seamless 
processing of reimbursements. It also reduces the 
administrative expenditures of hospitals or offices. Efficiency 
and expenses are improved by automating administrative 
processes and automatic clinical documentation. 

The advantages of electronic health records are vast, but 
they also have a few limitations, most of which are related to 
the implementation and learning of EHR systems. The cost of 
implementing an EHR system is not insignificant. The 
majority of these costs are directly tied to the implementation 
of hardware and software. When new systems are 
implemented, the workflow is inevitably disturbed, resulting 
in a temporary loss of productivity. In the end, these losses 
will be only temporary, and revenues will rise. Because of 
increased productivity and faster claim reimbursements. The 
entire medical history of a patient is readily available, which is 
beneficial for diagnostic purposes but possibly dangerous for 
keeping sensitive information private. 

VII. CONCLUSION AND FUTURE WORK 
The potential of blockchain technology has already been 

recognized by the majority of forward-thinking healthcare 
industries. More importantly, blockchain will improve patient 
care by standardizing how parties manage and access 
electronic medical records. It can aid in the detection of health 
trends and the improvement of treatment. Blockchain 
technology has enormous and thought-provoking possibilities 
and the deployment of EHR on the blockchain has the 
potential to alter the healthcare industry. Using blockchain to 
standardize the management and access to electronic medical 
records, on the other hand, would elevate patient care to new 
heights. Patients will receive more accurate diagnoses and 
have complete ownership over their digital health information. 
And, if electronic health metadata has been collected and 
reconciled securely, it can be used to identify health patterns, 

improve treatment, and eradicate diseases.  Insurance is no 
exception, and blockchain has a lot of potentials. The most 
prevalent use cases are fraud detection and prevention, claims 
management. The 'quickest win' for blockchain in the 
insurance sector is cost savings. The enhanced security of 
blockchain, as well as its capacity to establish trust between 
entities, are two reasons why it may be able to tackle the 
interoperability challenge more effectively than current 
solutions. Existing EHRs in hospitals and physician offices 
would most likely be used to create a blockchain-based 
interoperable and comprehensive health record. 

Combining Electronic Health Records (EHR) with 
Artificial Intelligence and Voice Recognition is beneficial to 
EHR systems because it allows clinicians to enter information 
and patient data. Artificial Intelligence has a history of 
transforming the healthcare industry by supporting clinicians 
in analyzing prior trends in a patient's condition and 
establishing a diagnosis. The predictive analytics application 
has a significant impact on the healthcare industry. Predictive 
analytics technology is being employed in a wide range of 
applications, from cancer treatments to emergency staffing 
optimization, and it will soon be embraced even more widely. 
With features like real-time data monitoring, telemedicine, 
and more, 5G has a lot of potential in the healthcare sector. 
Healthcare personnel will be able to access data via a tablet or 
smartphone through mobile computing and cloud-based 
infrastructure to securely store and retrieve data. As a result, 
devices like smartwatches will be used in the healthcare 
industry to automatically upload and track patient data as well 
as enable remote patient monitoring. 
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Abstract—The application of machine learning (ML) tech-
niques to predict blocking bugs have emerged for the early detec-
tion of Blocking Bugs (BBs) in software components to mitigate 
the adverse effect of BBs on software release and project cost. 
This study presents a systematic literature review of the trends in 
the application of ML techniques in BB prediction, existing re-
search gaps, and possible research directions to serve as a refer-
ence for future research and an application insight for software 
engineers. We constructed search phrases from relevant terms 
and used them to extract peer-reviewed studies from the data-
bases of five famous academic publishers, namely Scopus, 
SpringerLink, IEEE Xplore, ACM digital library, and Sci-
enceDirect. We included primary studies published between Jan-
uary 2012 and February 2022 that applied ML techniques to 
building Blocking Bug Prediction models (BBPMs). Our result 
reveals a paucity of literature on BBPMs. Also, previous re-
searchers employed ML techniques such as Decision Trees, Ran-
dom Forest, Bayes Network, XGBoost, and DNN in building ex-
isting BB prediction models. However, the publicly available 
datasets for building BBPMs are significantly imbalanced. De-
spite the poor performance of the Accuracy metric where imbal-
anced datasets are concerned, some primary studies still utilized 
the Accuracy metric to assess the performance of their proposed 
BBPM. Further research is required to validate existing and new 
BBPM on datasets of commercial software projects. Also, future 
researchers should mitigate the effect of class imbalance on the 
proposed BB prediction model before training a BBPM. 

Keywords—Blocking bugs; systematic review; software 
maintenance; bug report; reliability; machine learning 

I. INTRODUCTION 
Software bugs are inevitable occurrences in the develop-

ment and maintenance of software products. Hence, software 
engineers rely on bug reports generated by bug tracking tools 
such as Bugzilla, BugHead, and Trac to manage and resolve 
errors in software components, an activity aimed at improving 
and maintaining the quality of software projects. In Bugzilla, 
for instance, errors encountered by a software tester or user are 
logged in the bug tracking system and assigned the state NEW. 
The state of the bug report then changes to ASSIGNED when 
the bug is allocated to a suitable developer to resolve. Once the 
bug is fixed, a developer other than the one to whom the bug 
was assigned then ascertains the fixing and closes the bug re-
port. At this point, the state of the bug report changes to 
CLOSED. However, the status of a bug report may remain at 
the ASSIGNED state for a long time because of another bug 
preventing the bug from being resolved. This type of bug is 

referred to as a Blocking bug [1]. In this context, blocking bugs 
are defined as bugs that prevent other bugs from being fixed. 
Thus, the time for fixing such a bug depends greatly on how 
long it will take to detect and resolve the blocking bug. Previ-
ous work by Valdivia-Garcia and Shihab [2] confirms that fix-
ing a BB is almost three times the amount of time needed to fix 
a non-BB. Consequently, the debugging process may be im-
pacted negatively, affecting software release and increasing the 
cost of software maintenance. Furthermore, Bohm et al. [3] 
found that locating and fixing a bug in a software product after 
the deployment stage is about 100 times more expensive than 
addressing it during the early phase of the software develop-
ment life cycle. Hence, the early detection of Blocking Bugs 
(BBs) in software projects is critical to software maintenance. 
While there are criteria for detecting BBs in bug reports, the 
method is manual and heavily reliant on the bug reporters’ and 
the developer assigned’s competence in providing suitable la-
bels [1]. However, the skills of the software user or bug report-
er to accurately label a bug as BB is intrinsically in doubt, 
hence the heavy dependence on the developer (i.e., to whom 
the bug was assigned) to label such bugs. 

Additionally, the unstructured nature of the text in some 
bug reports makes the manual BB classification process by 
developers laborious and error-prone. Meanwhile, large soft-
ware projects are likely to have enormous bug reports; for in-
stance, Valdivia-Garcia et al. [1] collected 609,800 bugs from 
eight software projects, out of which 77,448 were blocking 
bugs and 532,352 non-blocking bugs. The researchers further 
discovered that manually identifying blocking bugs takes 3–18 
days. Therefore, the over-reliance on software developers pro-
longs the process of identifying BBs in bug reports and is also 
time-consuming as the number of bug reports increases. These 
fundamental challenges present the opportunity to apply ML 
techniques to predicting BBs (i.e., classifying and detecting 
BBs). Although some peer-reviewed articles have been pub-
lished on using ML techniques to predict BBs [1], [2], [4]-[7], 
there is a dearth of literature on the subject. For instance, a 
thorough search in databases of well-known publishers such as 
Scopus, SpringerLink, IEEE Xplore, ACM digital library, and 
ScienceDirect produced only six papers. Unfortunately, none 
of these six papers was an SLR. Yet, SLR is crucial in a specif-
ic domain of studies for discovering research questions and 
rationalizing future research [8].  Even though a recent SLR[9] 
on the broader topic of bug severity acknowledged  BBs as a 
severe bug,  there has been no SLR published on the specific 
area of applying ML techniques to predicting BBs since the 
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field was first found introduced in 2014 [1]. Thus, to promote 
further research and increase the quality of literature in this 
domain, a systematic review that comprehensively discusses 
the existing BBPMs, research gaps, and possible research di-
rections to serve as a point of reference for research and prac-
tice is critically important. Additionally, this research will con-
tribute to a better understanding of the trends in characterizing 
and predicting blocking bugs. In other words, the goal of this 
study is to find out the recent trends and directions in this field 
and to identify opportunities for future research by researchers 
and practitioners within the software engineering domain and 
also to appreciate how the research space has evolved over 
time with regards to BBs. Finally, the approach presented in 
this study can serve as a guide for researchers and practitioners 
(e.g. Ph.D. Student, Master students) when seeking to predict 
instances of bugs that are BBs based on various data miners. 

Based on the aforementioned needs and motivations, in this 
work, we systematically present a detailed analysis of the 
trends in the application of ML techniques in BB prediction. 
Thus, the study aims at answering the following five research 
questions (RQs): 

RQ1: What are the publication trends in BB prediction re-
search?  

RQ2: Which datasets are used to train the proposed predic-
tion model? 

RQ3: What kind of ML learning techniques is adopted in 
building the proposed BB prediction model? 

RQ4: Which evaluation criterion is used to measure the 
performance of the BB prediction model? 

RQ5: Which ML classifiers are used as baselines to 
benchmark the proposed model? 

The remainder of study is organized as follows: Section 2 
describes the proposed research method, including the overall 
process and the goal and research questions addressed in this 
study. Section 3 discusses the findings of the meta-analysis of 
the study. Section 4 presents the results of the systematic. Sec-
tion 5 summarizes and concludes the study and provides future 
research directions. 

II. RESEARCH METHOD 
This SLR follows the software evidence-based engineering 

(SEBE) guidelines proposed by kitchenham and Charters [10]. 
The SEBE guidelines have increasingly gained popularity and 
acceptance in the software engineering research space [11]-
[16]. The SEBE provides an all-inclusive outline of how soft-
ware engineering researchers can conduct SLR using evidence-
based research and practice models. Therefore, we segmented 
the SLR into four major phases with subdivisions to conform 
with the prescriptions by kitchenham and Charters [10]: plan 
search, search procedure, search, and report. Fig. 1 depicts the 
SLR process of this study. 

 
Fig. 1. Process Flow Diagram. 

A. Phase 1: Search Plan 
This phase of the SLR process presents the research ques-

tions addressed in this study and the databases where primary 
studies were collected. 

1) Data sources: This section captures the academic 
databases and repositories where the search was conducted. 
Five databases of famous academic publishers, namely 
Scopus, SpringerLink, IEEE Xplore, ACM digital library, and 
Science Direct, were the data sources for the collection of 
primary studies for this paper. Also, a few portions of 
publications were retrieved from Google Scholar to achieve 
thorough coverage of article collection. Table I displays 
sampled data sources and the number of results returned by 
search queries in those academic databases on 18th February 
2022. 

B. Phase 2: Search Procedure 
This phase of the SLR describes how search strings were 

constructed. It also captures the inclusion and exclusion criteria 
used in selecting primary studies. 

TABLE I. DATA SOURCES AND SEARCH RESULTS 

Data Source URL Result 

Scopus https://scopus.com 61 

SpringerLink https://link.springer.com 246 

   

IEEE Xplore https://ieeexplore. ieee.org 20 

ACM Digital Library https://dl.acm.org 152 

ScienceDirect https://ieeexplore.ieee.org 31 

Google Scholar https://scholar.google.com 169 

 Total Result 679 
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1) Search string: Keywords were extracted from research 
questions and related papers. Then synonyms and alternate 
words were identified for creating search strings by using 
Boolean OR for alternative words and Boolean AND for 
linking search keywords. The keywords and their alternatives 
are shown in Table II. The resulting search phrases were 
tweaked to conform with the format required by each online 
database. Table III shows the search string for each database. 
Additionally, the Table IV shows the search strings per the 
data sources that were used in this study. 

2) Inclusion criteria: Peer-reviewed articles about 
blocking bugs published in journals, conferences, technical 
reports, or book chapters from 2012 to 2022 were targeted for 
review. Whereas 2014 marked the first application of machine 
learning to predict blocking bugs [1], 2012 was chosen as the 
start date to widen the scope of our search. Also, the focus was 
on publications in English that used ML to detect and classify 
blocking bugs or predict a phenomenon related to blocking 
bugs. Moreso, studies that constructed prediction models 
based on binary data classification of blocking bugs were 
selected. The authors ensured that all selected publications 
reported their data source, performance evaluation, baseline 
techniques, and the challenges and limitations of their studies. 

3) Exclusion criteria: Mendeley [17], a reference 
management software, was used to delete duplicate papers 
which were 274 in number. Next, the papers that were not 
peer-reviewed and for which the complete text was not 
available in English were excluded. An article that was not 
about blocking bugs in computer software or was not written 
regarding predicting a phenomenon of blocking bugs with 
machine learning was not considered. Articles were mainly 
excluded based on titles and abstracts, full-text reading, and 
later quality evaluation. The data sources and the 
corresponding number of publications after the exclusion 
criteria are captured in Table III. 

TABLE II. KEYWORDS AND ALTERNATIVE WORDS/PHRASES 

Keyword Alternative word/phrase 

Blocking Bug (‘blocker bugs’ OR ‘severe bugs’ OR 
‘Bug Severity’) 

Prediction (‘Identifying’ OR ‘Classifying’ OR 
‘Detection’ OR ‘Characterizing’) 

Machine Learning (‘machine technique’ OR ‘method’ OR 
‘model’ OR ‘algorithm’) 

TABLE III. NUMBER OF PUBLICATIONS AFTER EXCLUSION CRITERIA 

Data Source Number of shortlisted Publications 
Scopus 2 
SpringerLink 0 
IEEE Xplore 3 
ACM Digital Library 1 
ScienceDirect 0 
Google Scholar 0 

Total 6 

TABLE IV. SEARCH STRINGS PER DATA SOURCE 

Data Source Search String 

Scopus 

("Blocking Bug" OR "Severe Bugs" OR 
"Bug Severity" OR "Blocker Bug") AND 
("Identifying" OR "Prediction" OR "Clas-
sifying" OR "Detection" OR "Characteriz-
ing" ) AND ("machine learning" OR 
"method" OR "model" OR "algorithm") 

SpringerLink 

("Blocking Bug" OR "Severe Bugs" OR 
"Bug Severity" OR "Blocker Bug") AND 
("Identifying" OR "Prediction" OR "Clas-
sifying" OR "Detection" OR "Characteriz-
ing" ) AND ("machine learning" OR 
"method" OR "model" OR "algorithm") 

IEEE Xplore 

("Blocking Bug" OR "Severe Bugs" OR 
"Bug Severity" OR "Blocker Bug") AND 
("Identifying" OR "Prediction" OR "Clas-
sifying" OR "Detection" OR "Characteriz-
ing" ) AND ("machine learning" OR 
"method" OR "model" OR "algorithm") 

ACM Digital Library 

[[All: "blocking bug"] OR [All: "severe 
bugs"] OR [All: "bug severity"] OR [All: 
"blocker bug"]] AND [[All: "identify-
ing"] OR [All: "prediction"] OR [All: 
"classifying"] OR [All: "detec-
tion"] OR [All: "characteriz-
ing"]] AND [[All: "machine learn-
ing"] OR [All: "method"] OR [All: "mod-
el"] OR [All: "algorithm"]] 

ScienceDirect 

("Blocking Bug" OR "Severe Bugs" OR 
"Blocker Bug") AND ("Prediction" OR 
"Classifying" OR "Detection" OR "Char-
acterizing" ) AND ("machine learning" OR 
"algorithm") 

Google Scholar 

("Blocking Bug" OR  "Blocker Bug") 
AND ("Identifying" OR "Prediction" OR 
"Classifying" OR "Detection" OR "Char-
acterizing" ) AND ("machine learning" OR 
"method" OR "model" OR "algorithm") 

C. Phase 3: Search 
This phase of the SLR explains the approach adopted for 

sampling relevant primary studies. 

1) Study selection: To sample relevant primary studies 
that meet the needs of this study, the tollgate method proposed 
by Afzal et al. [16] was adopted. Fig. 2 depicts the tollgate 
approach used. This approach is made up of five steps which 
were traced by the authors as follows: 

Step 1: Data was collected from selected online data 
sources via the use of search strings generated in Table III. 

Step 2: Duplicate studies were excluded using Mendeley. 

Step 3: Inclusion/ exclusion criteria were applied by perus-
ing the titles and abstracts. 

Step 4: Inclusion/ exclusion criteria were applied by read-
ing the introductions and conclusions. 

Step 5: Inclusion/ exclusion criteria were applied by read-
ing the full text of sampled studies. 

676 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 6, 2022 

 
Fig. 2. The Tollgate Approach. 

The search strings established in Table III were used to 
collect 679 from the selected data sources for this study (i.e. 
Table I) in the first step. At the end of the tollgate approach, six 
primary studies [1], [4]-[7] were selected. Table VII shows the 
shortlisted primary studies. 

2) Quality assessment of selected studies: The purpose of 
the study quality assessment was to ensure that the sampled 
primary studies could adequately answer the research 
questions. It also aids in interpreting findings for data analysis 
and synthesis [18]. Hence, each quality criterion was 
designated by the prefix ‘QC’ and a number. The QC and data 
extraction activities were performed at the same time. Table V 
shows a quality assurance checklist for selected primary 
studies. A mathematical approach was used to assign quality 
scores, as in Kitchenham [10]. Thus, attributes of the quality 
criteria outlined in Table V were extracted for each primary 
study and scored on how well they met the requirements. For 
each attribute there are three possible values:  Yes (Y) = 1 
point, Partial (P) = 0.5 point, No (N) = 0 point. A study is 
allocated a score of 1 if the article clearly answers the QC 
question and a score of 0.5 if it partially answers the QC. 
Studies that do not answer the QC questions receive a score of 
0. The six QC scores were added together to get the total 
quality score. As a result, the overall quality score of each 
selected study ranged from 0 (extremely poor) to 6 (very 
good). This approach to quality score has been widely used by 
SLR researchers in the software engineering domain [14], 
[19], [20], and related domains [21]. Each selected article in 
this study received a score greater than 70%. This percentage 
score shows that the primary studies can sufficiently answer 
the research questions. 

TABLE V. QUALITY CHECKLIST FOR SELECTING PRIMARY STUDIES 

Serial Number QC Checklist 

QC1 Does the selected study give details of the machine learn-
ing techniques applied in the study to answer RQ1? 

QC2 Does the selected study give details of the dataset and the 
data source used in the study to answer RQ2? 

QC3 
Does the selected study benchmark its results with the 
performance of other prediction techniques to answer 
RQ3? 

QC4 
Does the selected study provide information about the 
performance metrics used to evaluate results to answer 
RQ4? 

QC5 
Does the selected study report the ML classifiers used as 
baselines to benchmark the proposed model to answer 
RQ5? 

3) Data extraction: A structured extraction form created 
with Microsoft Excel was used to extract the information 
needed for data synthesis. Table VI indicates the items 
extracted from each primary study. 

TABLE VI. DATA EXTRACTION FORM ITEMS 

Data Item Description 

Reference Title, Author,Type (i.e Journal/conference/workshop) 

Technique ML technique was applied in building the proposed 
model in the study. 

Pre-processing  Preprocessing methods for machine learning technique 

Dataset Source of datasets used in training ML models 

Evaluation Metrics used for model evaluation 

Results The outcome of the model performance evaluation 

Baseline Baseline techniques with which proposed models were 
compared 

Future works Future works proposed by the study 

TABLE VII. SHORTLISTED PRIMARY STUDIES 

Ref. Year Library Journal/Conference  

Valdivia-
Garcia and 
Shihab [23] 

2014 ACM 
Conference:  
MSR’14, May 31 – June 1, 2014, 
Hyderabad, India 

Xia et al         2015 Elsevier 
Journal:  
Information and Software Technolo-
gy 

Valdivia-
Garcia et 
al[2] 

2018 Elsevier Journal: 
Journal of Systems and Software 

Din et al.  2020 IEEE 
Xplore 

Conference: 
2018 IEEE 42nd Annual Computer 
Software and Applications Confer-
ence (COMPSAC) 

Cheng et al. 
[24] 2020 IEEE 

Xplore 

Conference: 
IEEE 44th Annual Computers, Soft-
ware, and Applications Conference 
(COMPSAC) 

Brown et al. 
[25] 2021 IEEE 

Xplore 

Conference: 
2021 International Conference on 
Cyber Security and Internet of 
Things (ICSIoT) 
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4) Data synthesis: At this stage, the relevant extracted 
data were synthesized using the thematic approach [22] to 
answer the research questions outlined in Table V. 

D. Phase 4: Report 
The final phase of the SLR summarizes and examines the 

review results. Then, in distinct sub-sections, the full summary 
of the findings of this review is discussed and interpreted in 
relation to the research questions. 

III. FINDINGS 
RQ1: What are the publication trends in BB prediction re-

search? 

Our search following the SEBE SLR methodology identi-
fied six primary studies that applied ML to predicting BB. The 
publication period of these studies spans from January 2014 to 
February 2022. Table VII presents the selected publications, 
while Fig. 3 depicts the publications over the years or distribu-
tion of primary studies. Observing Table VII, conference pub-
lications or proceedings seem to dominate the publications 
over the period with four articles, while journal articles account 
for two publications. This distribution further suggests the pau-
city of publications on the use of ML for predicting BBs over 
the years. 

RQ2: Which datasets are used to train the proposed predic-
tion model? 

The performance of a machine learning technique is 
heavily reliant on the quality of the dataset used in training the 
prediction model. To train BBPM, all the six selected primary 
studies in this work utilized datasets extracted from publicly 
available bug reports about specific software projects. These 
bug reports were retrieved from Bugzilla, IssueTracker, and 
monorail issue tracking systems. The ones obtained from 
Bugzilla are Eclipse, NetBeans, Gentoo, Fedora, Mozilla, and 
NetBeans. While bug reports of Chromium and OpenOffice 
were retrieved from Montrail and IssueTracker. Table IX 
shows the web locations where these bug reports about the 
various projects were extracted. Also, studies used bug reports 
from authentic projects with actual proportions of blocking 
bugs (BBs) and non-blocking bugs (Non-BBs). Table VIII and 
Fig. 4 show blocking bug and non-blocking bug distribution 
within the extracted datasets and the distribution of projects 
from which datasets were extracted per the studies, 
respectively. 

From Table VIII, it is observed that the chosen primary 
studies made use of at least two sets of datasets from the open-
source application domain. For instance, Ding et al. [5] validat-
ed their method on two open-source projects, namely, Mozilla 
Firefox and Netbeans, which contained 132,584 bugs. 18900 
were Blocking Bugs and 113,684 Non-Blocking Bugs. Also, 
Cheng et al. [7] gathered a total of 214873 bugs from Eclipse, 
FreeDesktop, NetBeans, and OpenOffice, of which 16,402 
were Blocking Bugs. Both Valdivia-Garcia and Shihab [1] and 
Xia et al. [4] selected a total of 402,962 bugs from six (6) 
open-source projects (i.e. Chromium, Eclipse, FreeDesk Mozil-
la, NetBeans, and OpenOffice). 18,422 of the total bugs were 
blocking bugs.  Similarly, Valdivia-Garcia et al. [2] and Brown 

et al. [6] mined a total of 609,800 bugs which had 77,448 
blocking bugs from eight projects (i.e., Chromium, Eclipse, 
FreeDesktop, Mozilla, NetBeans, OpenOffice, Gentoo, and 
Fedora) in their studies. The open-source projects used by the 
selected primary studies in this paper, as well as their corre-
sponding bug tracking systems, are as follows: 

 
Fig. 3. Distribution of Primary Studies. 

TABLE VIII. DISTRIBUTION OF DATASET UTILIZED BY PRIMARY STUDIES 

Studies No. of 
Projects  Projects  No. of Bbs No. of 

Non-Bbs 

Valdivia-
Garcia and 
Shihab [1] 

6 

Chromium, 
Eclipse, 
FreeDesktop, 
Mozilla, Net-
Beans, and 
OpenOffice 

18,422  384,540  

Xia et al. 
[12] 6 

Chromium, 
Eclipse, 
FreeDesktop, 
Mozilla, Net-
Beans, and  
OpenOffice 

18,422 384,540  

Valdivia-
Garcia et al. 
[11] 

8 

Chromium, 
Eclipse, 
FreeDesktop, 
Mozilla, Net-
Beans, 
OpenOffice, 
Gentoo, and 
Fedora 

77,448  532,352  

Cheng et al. 
[14] 4 

Eclipse, 
FreeDesktop, 
NetBeans, and 
OpenOffice  

34,892 229,729 

Ding et al. 
[13] 2 Mozilla Firefox 

and Netbeans 16,402 198,471 

Brown et al. 
[15] 8 

Chromium, 
Eclipse, 
FreeDesktop, 
Mozilla, Net-
Beans, 
OpenOffice, 
Gentoo, and 
Fedora 

18,900 113,684 
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TABLE IX. SOURCES WHERE DATASETS OF OPEN-SOURCE PROJECTS WERE EXTRACTED 

Project Source 

Chromium https://bugs.chromium.org/p/chromium/issues/list 

Eclipse https://bugs.eclipse.org/bugs/ 

NetBeans https://netbeans.org/bugzilla/ 

OpenOffice https://bz.apache.org/ooo/ 

Gentoo https://bugs.gentoo.org/buglist 

Fedora https://bugzilla.redhat.com/ss 

Mozilla https://bugzilla.mozilla.org/ 

free desktop https://bugzilla.freedesktop.org/ 

 
Fig. 4. Distribution of Projects Studied by the Selected Studies. 

• Chromium is a popular open-source web browser de-
veloped by Google and used mainly as the codebase for 
Google Chrome. C++ and C programming languages 
dominate it; however, it comprises other programming 
languages such as JavaScript and Python, amongst oth-
ers. Chromium has its bug tracking mechanism in 
Google code, called Monorail, which has a feature 
called "Blocking." The "blocking" feature can identify 
if a bug is a blocking bug or not. 

• Eclipse is a well-known integrated development envi-
ronment (IDE) developed mainly with Java yet supports 
many programming languages, including Python, Ruby, 
and C/C++. In addition, eclipse uses Bugzilla for re-
porting and tracking bugs. This issue tracking system 
has a feature called "Blocks." This is used for identify-
ing a bug as a blocking bug. GNU/Linux or FreeBSD. 
Gentoo also uses Bugzilla in reporting and tracking 
bugs; hence the "Blocks" field identifies a blocking bug. 

• Mozilla is an open-source project that hosts and devel-
ops products such as Firefox, Thunderbird, Bugzilla, 
Gecko layout engine, and others. The programming 
languages used in its development are C, JavaScript, 
and C++. In addition, Mozilla tracks its bugs in Bugzil-
la software and uses the "Blocks" field to show if a bug 
is a blocking bug. 

• NetBeans is an open-source IDE for developing appli-
cations in the java programming language for Win-

dows, Mac, Linux, and Solaris. However, it supports 
PHP, C, and C++, amongst others. NetBeans was de-
veloped with the Java programming language. Bugzilla 
is an issue tracking system used by Netbeans; hence the 
“Blocks” field indicates whether a reported bug is a 
blocking bug or not. 

• OpenOffice is an office suite created by Sun Microsys-
tems and is now maintained by Apache. It is maintained 
with its programming language called OpenOffice.org 
Basic. IssueTracker, a derivative of Bugzilla, was used 
by OpenOffice when these primary studies were under-
taken. Just like Bugzilla, it has a “Blocks” feature 
which indicates whether a bug is a blocking bug or not. 
At the time of this study, Bugzilla had succeeded Is-
sueTracker, which was also known as IssueZilla. 

Valdivia-Garcia et al. [2] and Brown et al. [6] used the 
most extensive dataset with the most bugs (i.e. 609,800 bugs), 
which they extracted from Chromium, Eclipse, Free Desktop, 
Mozilla, NetBeans, OpenOffice, Gentoo, and Fedora. The 
open-source project that most of the studies included in their 
dataset is Netbeans, while Gentoo and Fedora were the least 
utilized by the studies, as captured in Fig. 6. Although the six 
primary studies used datasets from popular and well-supported 
open-source projects with a substantial number of bug reports, 
the distribution of dataset sizes in Fig. 5, coupled with the une-
qual distribution of Blocking bugs and non-blocking bugs in 
Table VIII, suggests the challenge of class imbalance. Thus, in 
most studies, BBs account for less than 12% of the total avail-
able dataset [2]. However, extensive research exists about the 
challenges an imbalanced dataset, also referred to as the class 
imbalance phenomenon [23], poses to the performance of clas-
sifiers that use them in training.  Also, it is worth noting that all 
the studies considered in this work used datasets related to 
open-source projects; hence their findings may not apply to 
closed and commercial software projects. 

RQ3: What kind of ML learning techniques is adopted in 
building the proposed BB prediction model? 

The primary studies considered in this SLR proposed new 
methods for identifying a bug as blocking bugs or non-
blocking bugs based on an existing classification technique. 
Fig. 7 shows the distribution of the classification techniques 
employed in the various studies. 
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Fig. 5. Distribution of Datasets by Selected Studies. 

 
Fig. 6. Distribution of Projects and their Frequency of use in Primary Studies. 

 
Fig. 7. Distribution of Classification Techniques. 

TABLE X. DISTRIBUTION OF ML TECHNIQUES UTILIZED BY PRIMARY 
STUDIES 

ML Techniques Studies 

Decision trees (C4.5) Valdivia-Garcia and Shihab[1], Valdivia-Garcia 
et al [11] 

Ensemble learning Xia et al. [12]  
Bayes Network  Ding et al. [13] 
Deep Learning (DNN) Brown et al. [15] 
XGBoost Cheng et al. [14] 

Valdivia-Garcia and Shihab [1] and Valdivia-Garcia et al. 
[2] used a re-sampling technique to pre-process the training 
data to resolve the data imbalance issue; non-blocking bugs 
outnumber blocking bugs. Even though random forest per-
formed better in terms of F1 measure than their proposed mod-
el, which was based on Decision trees (C4.5), they recom-
mended their model as the most appropriate for practitioners. 

Xia et al. [4] built a classifier called ELBlocker based on 
the random forest technique. They separated the training data 
into many disjoint sets and developed different classifiers, 
which they then merged to identify an appropriate threshold for 
classifying bugs as blocking or non-blocking. Also, Cheng et 
al. [7] presented a new classification framework called 
XGBlocker, consisting of two stages. XGBlocker captures 
more features from bug reports in the first stage to construct an 
improved dataset. In the second stage, XGBlocker employs the 
XGBoost technique to build an efficient model for performing 
the prediction task. Ding et al. [5] proposed a Bayes Network-
based classifier for forecasting the breakability of the blocking 
bug pairs. 

The classifier is identical to the Bayes Network classifier; 
as the threshold lowers from 0.5 to 0, the classifier becomes 
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stricter and removes more boundary instances to improve pre-
cision. In Brown et al. [6], researchers proposed a DeepLabb 
classifier based on deep neural networks for predicting block-
ing bugs. Three deep neural networks were developed and 
trained independently, each with a different number of hidden 
layers. The first DNN had two hidden layers, the second DNN 
had three hidden layers, and the third DNN had four hidden 
layers. Bayesian optimization was used to estimate the best 
learning rate for each model. It is worth mentioning that apart 
from Brown et al. [6], who employed a deep learning approach 
in this domain, at the time of this work, the rest used Decision 
Trees, Random Forest, Bayes Network, and XGBoost for 
building Blocking bug prediction models in the selected prima-
ry studies. Table X shows the studies and the classification 
techniques adopted in building their classifiers. While the most 
frequently used ML technique in building BB classifiers is 
based on the Decision Trees, Random Forest was reported by 
two studies [1][11] to have performed better than Zero-R, Na-
ive Bayes, and KNN. 

RQ4: Which evaluation criterion is used to measure the 
performance of the BB prediction model? 

The primary studies assessed the prediction abilities of their 
proposed BB prediction model using various combinations of 
evaluation metrics. Fig. 8 depicts the distribution of research 
based on performance metrics. In Valdivia-Garcia and Shihab 
[2], Precision, Recall, F1-Score, and Accuracy were used to 
measure the effectiveness of their proposed classifier and re-
ported 9-29% precision, 47-76% recall, and 15-42% F1-Score. 

The F1 score and cost-effectiveness were used to assess the 
efficiency of ELBlocker in Xia et al. [12], which attained an 
F1-Score up to 0.482 and EffectivenessRatio@20% scores of 
0.831.In Valdivia-Garcia et al. [11], the researchers utilized 
Precision, Recall, and F1-Score to evaluate the performance of 
their proposed model. The proposed model achieved 13%–45% 
precision, 47%–66% Recall, and 21%–54% F1-Score. Ding et 
al. [13] used ROC Area, Accuracy, F1-Score, Recall, and Pre-
cision to assess the efficiency of the classifier they recom-
mended. In Mozilla Firefox the proposed BayesNet model 
achieved 0.629, 0.729, 0.676, 0.831, and 76.54 % for Precision, 
Recall, F-measure, Roc Area, and Accuracy, respectively. 
However, it recorded Precision, Recall, F-measure, Roc Area, 
and Accuracy of 0.488, 0.583, 0.531, 0.764, and 73.45%, re-
spectively, in the case of the NetBeans dataset. To compare the 
performance of XGBlocker to other classifiers, Cheng et al. 
[14] employed AUC, Cost-Effectiveness, and F1-Score. 
XGBlocker reported an F1-score of 0.808, ER@20% of 0.944, 
and AUC of 0.975. 

Brown et al [15] used MCC, F1, and AUC to compare 
DeepLaBB with other classifiers. DeepLaBB recorded an 
MCC of 0.8504%, F1 Score of 0.4292%, and AUC of 
2.9459%. 

The following is a summary of the various performance 
metrics used in the primary studies considered in this work: 

 
Fig. 8. Performance Metrics and the Corresponding Number of Primary 

Studies. 

Accuracy refers to the proportion of correctly categorized 
instances to the total number of instances. It can be calculated 
using the formula below with the aid of True positives (TP), 
False negative (FN), False positives (FP), and True negative 
(TN) extracted from the confusion matrix. 

Accuracy= (TP+TN)/ (TP+FP+ TN+ FN) 

MCC refers to Matthew’s Correlation Coefficient. To 
measure the quality of binary categorization, MCC examines 
all true and false positives and negatives [29]. It can be com-
puted as: 

MCC= (TP*TN-FP*FN)/√ ((TP+FP) (TP+FN) (TN+FP) 
(TN+FN)) 

Recall is the ratio of accurately categorized positive cases 
to the total number of positive instances. Recall can be calcu-
lated as: 

Recall= TP/ (TP+FN) 

Precision is a measure of the proportion of correctly catego-
rized positive instances among all positive samples. It can be 
computed as follows: 

Precision= TP/ (TP+FP) 

F1-Score if the harmonic mean of precision and recall. F1's 
best value is 1, and its worst value is 0. It can be represented 
mathematically as: 

F1-Score= (2*Precision*Recall)/ (Precision Recall) 

The AUC-ROC refers to AUC (Area under Curve)-ROC 
(Receiver Operating Characteristic). It is a trade-off between 
the True Positive Rate (TPR) and the False Positive Rate (FPR) 
and represents the classifier's ability to predict classes 
correctly. 

It can be generated by charting TPR (True Positive Rate), 
i.e., Sensitivity or recall vs. FPR (False Positive Rate), i.e., 1-
Specificity, at different threshold values. 
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Cost-Effectiveness [24] is a cost-sensitive indicator of pre-
diction performance. It assesses a method's prediction perfor-
mance under a cost limit. Even though research findings [25] 
discourage the use of Accuracy for evaluating classifiers 
trained with an imbalanced dataset, Valdivia-Garcia and 
Shihab [1] and Ding et al. [24] employed Accuracy in their 
works; the F1 score is the most common evaluation metric 
utilized among the studies in this SLR, followed by Precision 
and Recall. The least common measure employed is cost-
effectiveness. 

RQ5: Which ML classifiers are used as baselines to 
benchmark the proposed model? 

The studies considered in this work compared the perfor-
mance of proposed BB prediction models to baseline tech-
niques to assess their efficacy. Fig 8 shows the baselines to 
which the proposed techniques were compared. After review-
ing the primary studies in this work, it can be concluded that 
the proposed BB prediction models outperformed individual 
baseline classifiers in the vast majority of cases at the time of 
this study. The C4.5 Decision tree algorithm-based BB predic-
tion model proposed in Valdivia-Garcia and Shihab [1] and 
Valdivia-Garcia et al. [2] performed better than Naive Bayes, 
kNN, and Zero-R baselines. 

The C4.5 based model was chosen over the random forest 
because it is an explainable model that practitioners can easily 
understand. To forecast the possibility of a blocking bug, Xia et 
al. [4] used an ensemble of various classifiers. The ELBlocker 
showed a significant improvement compared with Valdivia-
Garcia and Shihab's methods [1], SMOTE, one-sided selection 
(OSS), and bagging. In Cheng et al. [7], the proposed 
XGBlocker was compared with Gradient Boosting Decision 
Tree (GBDT), AdaBoost, ELBlocker, XGB_14, CART, Lo-
gistic Regression, and Valdivia-Garcia and Shihab’s approach-
es. The proposed method displayed superior performance in all 
instances. Ding et al. [5] offered a method for describing and 
forecasting the breakability of the blocked bug pairs, which 
performed better compared with the Zero-R Classifier's per-
formance, Naïve Bayes, BayesNet, KNN, and Random Forest. 
Brown et al. [6] introduced DeepLaBB for predicting blocking 
bugs in open-source projects. DeepLaBB showed improved 
performance compared with the performance of Random For-
est, KNN, CART, and ANN on the same datasets. The perfor-
mance of proposed BB predicting models was compared with 
that of base classifiers such as RF, KNN, NB, Zero classifier, 
and Valdivia-Garcia and Shihab's approaches in the majority of 
the research articles. Generally, the choice of baseline varied 
from one study to another. However, as shown in Fig. 9, RF 
was the most utilized baseline classifier in most studies, closely 
followed by KNN. Even though most of the proposed BB pre-
diction models in the various studies performed better than the 
baseline classifiers, some BB prediction models have not im-
proved performance compared with traditional classifiers. For 
instance, in Valdivia-Garcia and Shihab [1], when it comes to 
chromium and Eclipse data sets, the proposed model had recall 
values of 49% and 47%, slightly below the 50% recall value of 
the baseline. In the same paper, random forest performed better 
than the proposed model in precision across all project datasets. 
Also, Zero-R outperformed all the classifiers in terms of Accu-
racy. Similarly, in Valdivia-Garcia et al. [1], the Zero-R model 

had the highest Accuracy across all project datasets except for 
Fedora. Also, in Brown et al. [6], a baseline classifier, Random 
Forest, performed better than the proposed DeepLaBB in the 
FreeDesktop dataset in terms of MCC and F1-Score. 

 
Fig. 9. Distribution of Baseline Classifiers and Primary Studies. 

IV. SUMMARY 
This SLR traced the research advances in applying ML 

techniques to predict Blocking Bugs. After a rigorous analysis 
of the most pertinent research papers published between Janu-
ary 2012 to February 2022 in the databases of five famous aca-
demic publishers, namely Scopus, SpringerLink, IEEE Xplore, 
ACM digital library, and Science Direct, six (6) BB primary 
papers/studies were identified and reviewed. The findings re-
garding the research trend, variety of proposed ML techniques, 
baseline classifiers, evaluation metrics, and sources of datasets 
for predicting BBs during this study are captured in Fig. 3, 
Table X, Fig. 9, Fig. 8, and Table IX, respectively. The existing 
studies confirm that proposed ML techniques (i.e. BBPMs) 
significantly improve the detection of BBs in software bug 
reports and that they generally outperform the traditional clas-
sifiers. Also, this study concludes that there is a paucity of lit-
erature on the application of ML to BB prediction. Further re-
search is required to validate existing and new prediction mod-
els on bug reports of commercial or closed software projects. 
In addition, new researchers should explore the effect of pa-
rameter tuning and the efficiency of ML approaches such as 
deep learning and ensemble learning in improving the classifi-
cation of BBs. Furthermore, before training a classifier, re-
searchers should take steps to mitigate the effect of class im-
balance on the proposed BB prediction model. 
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Abstract—E-learning platforms propose pedagogical 

pathways where learners are invited to mobilize their autonomy 

to achieve the learning objectives. However, some learners face a 

set of cognitive barriers that require additional learning objects 

to progress in the course. A mediating recommendation system is 

one of the efficient solutions to reinforce the resilience of online 

platforms, while suggesting learning objects that will be 

interesting for them according to their needs. The objective of 

this contribution is to design a new mediator recommendation 

model for e-learning platforms to suggest learning objects to the 

learner based on collaborative filtering. To this end, the proposed 

system relies on the implicit behaviors estimation function as an 

underlying technique to convert tacit traces into explicit 

preferences allowing to compute the similarity between learners. 

Keywords—e-learning; recommendation system; learning 

objects; tacit behaviors 

I. INTRODUCTION 

E-learning has become, in recent years, the fundamental 
pillar of any educational system [1], as it allows everyone to 
learn easily, at any time, from any place and through any tool 
(laptops, smart phones, ...). In addition, several universities, 
institutes and schools have started using e-learning platforms 
to evolve their educational systems under any circumstances. 

E-learning is considered as a process by which a set of 
educational activities and resources are delivered through 
digital devices to help learners achieve their learning 
objectives in the best possible conditions [2]. Moreover, these 
platforms are based on two fundamental aspects: the 
technological aspect (platform infrastructure) and the 
pedagogical aspect (learning content and its exploitation) [3], 
moreover, they are generally designed for heterogeneous 
learners with diverse pedagogical characteristics, including 
those related to experience levels, preferences, learning styles, 
etc. To this end, it is necessary to take full advantage of new 
technologies to improve the context of the pedagogical tool 
and also to adapt the learning strategies according to the 
learners' profiles. 

Today, the application of recommender systems in e-
learning has become an important field of research, as learning 
platforms have grown considerably, resulting in a massive 
increase in online digital resources. As a result, learners face 

great difficulty in choosing the most relevant and useful 
learning resources. Recommender systems are promising new 
technologies in online learning environments, as they can 
mitigate the problem of information overload [4-5], while 
highlighting what is most relevant and interesting based on the 
learner's profile. The recommendation of personalized 
learning resources is based on the different types of 
knowledge identified in the learner's profile, such as: 
preferences, learning styles and contextual information [6]. 
Several works have been proposed in the application of 
recommender systems, which help users to get the desired 
information through some filtering processes, such as: 
recommending movies on Netflix, videos on Youtube, articles 
on Amazon and courses on Byju and Gooru. 

This paper presents a recommendation system based on 
Tacit Learner Preferences (TLP), supported by a new 
methodological approach for extracting their tacit preferences, 
in order to provide learners with learning resources that 
perfectly match their preferences without the tutor's 
intervention. The recommendation system is based on a 
learner model that gathers all personal information (age, 
education level, language, ...), pedagogical characteristics 
(learning styles, ...) and competency profiles (prerequisites, 
performance, expertise level, ...). All this information is 
extracted from the learner's interactions within the online 
platform. However, the problem is the difficulty of extracting 
tacit traces from the learning platform. 

The objective of this paper is to convert the tacit traces 
into explicit ratings, in order to estimate the learner's 
preferences for a resource in the learner model of the 
recommender system. 

The rest of the paper is organized as follows. In Section II, 
we highlight the main techniques proposed in the literature. In 
Section III, we represent related research work. In Section IV, 
we describe our proposed approach: Model for Converting 
Tacit Behaviors into Explicit Behaviors and in Section V, we 
conclude the paper and suggest possible future work. 

II. TYPES FOR RECOMMENDER SYSTEMS 

Recommender system is defined as a strategy that helps 
users make decisions in complex and evolving information 
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spaces [7-8]. The recommender system suggests items for the 
user to evaluate based on their profile and the target domain. 
In addition, recommender systems address the problem of 
information overload and lack of domain knowledge, which 
users usually encounter, by providing personalized and 
exclusive content and service recommendations [9]. 
Recommender systems are classified into three main 
categories namely: Content-Based Filtering (CBF), 
Collaborative Filtering (CF), Hybrid Filtering (HF). 

A. Content-Based Filtering 

Content-based filtering (CBF) is used to suggest articles 
similar to those previously liked by the user [10]. For 
example, the recommendation of research articles is based on 
the content-based approach, where the procedure uses the 
descriptive content of the articles and the users' needs without 
considering the ratings of other users [11]. The main problem 
with the content-based filtering recommender method is 
serendipity 

1) This problem of serendipity is more known in content-

based recommender systems, as these systems only 

recommend items that match the user's profile. At this point, 

the user has no chance to receive unexpected 

recommendations, which leads to a certain weariness with the 

proposed recommendations. 

B. Collaborative Filtering 

Collaborative filtering (CF) is the most common and 
effective technique in recommender systems, as it compares 
users' ratings with other users' ratings to find the users who are 
"most similar" based on a similarity criterion and to 
recommend the articles that similar users have previously 
liked [12]. In 2016, QusaiShambour et al. developed a 
personalized recommendation system based on collaborative 
multi-criteria filtering of articles, while exploiting multi-
criteria ratings and semantic information of articles, to 
overcome the problem of data sparsity and cold start of 
articles [13]. Collaborative filtering is considered the most 
popular and widespread method in recommender systems. 
They have been massively exploited in companies and 
universities. Some of these systems include PHOAKS [14], 
which helps users find accurate and relevant information on 
the web, GroupLens [15], BellcoreVideoRecommender [16], 
etc. 

The main problem with the collaborative filtering 
recommendation method is data sparsity and the cold start 
problem: 

1) The cold start problem [17-18]: is caused by the lack 

of data on new items or new users. Indeed, a new item cannot 

be recommended until a user has evaluated it. Similarly, for a 

new user, we cannot predict his preferences without knowing 

his item evaluation history. 

2) The sparsity problem [19-20-21]: is generated when 

the number of items rated by users is very small compared to 

the total number of items available in the system. Parity 

results in a very low density of the matrix (items/user). This 

affects the ability of the system to recommend less accurate 

items. 

C. Hybrid Filtering 

Hybrid filtering (HF): aims at combining the strengths of 
the previously explained recommendation approaches in order 
to benefit from their complementary advantages and to 
overcome the problems identified before. Several techniques 
have been proposed to combine the basic techniques to create 
a new hybrid system. In 2018, R. Shanthi and colleagues 
proposed a hybrid recommender system to recommend 
products to users based on users' opinions and ratings [22]. In 
2002, Burke describes a taxonomy that proposes seven ways 
of hybridization: weighted, switching, mixed, feature 
combination, cascade, feature augmentation, and meta-level 
[23]. 

III. RELATED WORK 

Several recommender systems have been developed for 
online learning, such as: In 2018, Feng Zhang et al. proposed a 
recommender system based on the collaborative filtering 
approach to recommend learning resources that are valued by 
learners most similar to the active learner [24]. In 2018, 
Hayder Murad et al. designed a recommender system that 
detects students' profiles and knowledge levels, with the aim 
of automatically recommending online video learning 
materials that are perfectly suited to students' needs [25]. In 
2017, Tarus et al. propose a hybrid ontology-based 
recommender system with sequential pattern mining to 
recommend online learning resources to learners [26]. In 
2015, Bokde et al. develop an academic recommender system, 
which provides engineering school students with 
recommendations that meet their past preferences, based on a 
hybrid technique that combines article-based multi-criteria 
collaborative filtering with a dimensionality reduction 
approach [27]. In addition, a tutoring system based on a 
recommendation engine Protus (ProgrammmingTUtorting 
System) [28] was designed to recommend materials of interest 
to learners, while taking into account their pedagogical 
differences such as: preferences, knowledge, learning goals 
and learner progress, etc. The initial recommendation in 
Portus is based on the default sequence of lessons and the 
surveys previously assigned to the lessons. 

Most of the works proposed in e-learning context are 
based on collaborative filtering, with the aim of 
recommending educational resources based on the profile and 
explicit evaluations of similar learners. These 
recommendation systems are designed to provide a 
personalized list of suggestions (educational resources, 
learning activities or videos). However, these systems ignore 
the importance of assisting learners in their learning journey, 
through the recommendation of additional resources to help 
them overcome cognitive difficulties and also to maintain their 
perseverance throughout the online training. Moreover, these 
recommender systems only exploit explicit user ratings to 
make recommendations. 

Explicit evaluations are sometimes poorly expressed or 
ignored by users, which leads to a decrease in the performance 
of recommender systems [29]. In other words, implicit user 
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feedback is poorly considered in most existing recommender 
systems compared to explicit feedbacks, knowing that implicit 
behaviors can serve as a means to overcome several problems 
that plague recommender systems, such as: data sparsity and 
cold start. 

Moreover, to improve the accuracy of recommendations, 
several works have been done to better capture and know 
users' preferences based on their behaviors in the system; In 
2009, Rendle et al. proposed an article recommendation 
system based on users' implicit comments to predict a 
personalized ranking on a set of articles [30]. In 2008, Hu et 
al. developed a recommender system based mainly on implicit 
user interactions which are considered as user preferences, the 
proposed approach is based on converting expressed trust into 
user preference [31]. In 2006, Zigoris et al. proposed a 
Bayesian model technique to combine implicit and explicit 
user behaviors [32]. In 2005, Adomavicius et al. focused on 
exploiting implicit user interactions to make relevant 
recommendations [33]. 

Designing a recommender model based on a preference 
matrix that generates the different implicit interactions and 
explicit evaluations of learners is one of the challenges. 
Indeed, implicit feedbacks represent an objectivity towards a 
learning resource, while explicit feedbacks indicate a 
subjectivity, through the learners' rating of the learning 
objects. This combination allows for a more personalized 
learning environment that is more appropriate to the learners' 
expectations. 

IV. PROPOSED MODEL 

The model proposed illustrates the general 
recommendation process that is based on the tacit behaviors 
(objective preferences) and explicit evaluations (subjective 
preferences) of learners in e-learning, in order to build a 
preference matrix that represents the set of learning objects 
with their ratings. In addition, this model also allows to 
suggest learning objects that help learners to overcome 
cognitive obstacles and to progress easily in their training 
path, without any personal experience required in the search of 
alternatives (see Fig. 1). 

First, the implicit user data is extracted from the log files. 
Then, this data is processed in such a way that it is combined 
with the explicit evaluations stored in the database of the LMS 
used. Subsequently, the prepared data are used in a learner 
preference matrix for learning objects "LPLO" that combines 
objective and subjective learner preferences. Then, a 
classification of learners into virtual communities of similar 
interest is done, using the clustering approach. Finally, the 
recommended learning objects are presented to the learner in 
order to help him in his learning path. In this way, the learner 
can interact with the recommended learning objects and start 
to exploit the ones that match his cognitive level and 
preferences. 

A. Model of Conversion from Tacit to Explicit Behaviors 

Our proposal is based on the exploration of the log files 
and the database of the used LMS, which record the learners' 

traces during their interactions with the e-learning system. 
Furthermore, the preference matrix is generated based on 
these interactions, in order to select the most relevant learning 
objects. Tacit behavioral indicators and explicit ratings are 
used to build a model of the learner in an e-learning system by 
analyzing the learner's interactions with the learning objects 
implicitly or explicitly. 

In order to maintain interoperability of CEHL, a set of 
standards have been considered in the literature to model 
learners [34] such as: 

 The PAPI Learner Model (Public and Private 
Information for Learner) is a standard developed by the 
IEEE P1484.2 Learner Model Working Group and is 
one of the first proposals to model the learner. Various 
information is presented in this model: personal or 
demographic information, relational information, 
information on preferences, information on the 
learner's history and learning progress, etc. 

 The IMS-LIP Learner Model ((IMS Learner 
Information Package), is a standard that allows the 
necessary characteristics of a learner to be modeled 
using XML technology in order to ensure 
interoperability between CEHL. The characteristics 
presented in this model are the learner's personal 
information, acquired skills, information related to 
qualifications, information about the learner's 
preferences and interests, etc. 

Our system is based on the PAPI model for modeling the 
learner in the learning system, because, the objective of this 
contribution is to collect and exploit the information about the 
learner's history in the recommendation process (see Fig. 2). 
Thus, we used the demographic information as initial 
information to start the learner profiling process, and the 
behavioral information to describe the objective preferences in 
his profile [35]. 

 

Fig. 1. Recommender System Model. 
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Fig. 2. Behavioural Analysis for LOs Selection. 

1) Learner demographic information: name, gender, age, 

nationality, languages, education level, etc. This type of 

information is used during the learner's first interactions with 

the system, in order to overcome the cold start problem. 

Demographic filtering is used to begin the process of building 

the learner's profile. 

2) Behavioral information: duration of use of a learning 

object, frequency of access to a learning object, learning 

object marked as important to the learner. This type of 

information is used to transform tacit behaviors into explicit 

preferences. 

3) Estimation function for implicit behaviors: The 

learner's browsing history is recorded in a log file, hence the 

need to prepare the log file (their extraction and analysis), in  

order to generate a scoring matrix based on the following 

indicators: 

 Duration (D): indicates the time a learner spends when 
operating a learning object.  

 Frequency (F): indicates how often the learner requests 
the learning object. 

 Bookmark(s): indicates the learning objects that are 
marked by the learner as important. 

The implicit interest estimation function (1) allows to 
define the implicit score for each learning object, visited or 
consulted by the learner through the use of the indicators 
mentioned above; In this respect, we have relied on the "Page 

InterestEstimator" formula, to compute the implicit scores 
defined by Philip K. Chan in 2003, in an e-learning context, 
which uses the user traces to define the interest of a user for an 
article (web page) [36-37]. In our context, the implicit interest 
estimation function is defined as follows: 

   (      )   (      )   (      )                         (1) 

Where: 

la is active learner, lok is a learning Object, D(la,lok) 
indicate the duration, F (la,lok) the frequency and B (la,lok) 
denotes the bookmarks. 

4) Learner interest weighting function: The learner 

interest weighting function (Wli) (2) is used to combine tacit 

behavioral indicators and variant ratings between 1 and 5 (see 

Table I). 

TABLE I. THE LEARNING OBJECT RATING SCALE 

Linking Rating scale 

Very like 5 

Like 4 

Normal 3 

Not like 2 

Do not like 1 

On the other hand, the value 0 indicates that the learning 
object is not evaluated by the learner. 

The learner interest weights function (2) is defined as 
follows: 

   (      )          (      )     (      )            (2) 

Where: 

Exp(la ,lok)) la is the current learner and lok is the learner's 
explicit score, where k is the number of learning object, the 
rating is normalized according to the scale [1-5], in case the 
lok is no longer rated by the learner, the value assigned to the 
Exp(la ,lok) function is '0'. 

5) Matrix of learner preferences for learning objects 

(LPLO): After the normalization of ratings, the basic matrix 

LRLO (Learners' Ratings for Learning Objects) contains the 

explicit ratings of the learners, this matrix is transformed into 

matrix LPLO (Learners' Preferences for Learning Objects) 

contains the implicit and explicit preferences of the learners, 

where the rows represent the learners L {l1,l2,l3,...}. And the 

columns represent the learning objects LO {lo1,lo2,lo3,...}. 

Moreover, the unknown notations are defined by the function 

   (      ), which is computed based on the implicit interest 

estimation function (1), with the aim of defining the implicit 

score for each learning object, visited or accessed by the 

learner through the exploitation of the following indicators: 

Duration, frequency and bookmark (see Fig. 3). 
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Fig. 3. Matrix Transformations. 

The LPLO matrix is less sparse compared to the basic 
LRLO matrix , the saprsity level (3) is calculated as the ratio 
of the number of unevaluated learning objects (empty entries) 
to the total number of learning objects in the matrix (LxLO) 
(Matrix Size). 

                 
                 

          
            (3) 

The number of missing ratings for the LRLO matrix is 14, 
while for the LPLO matrix is 7, moreover the size of both 
matrices is 36. The level of sparsity for the LRLO matrix is 
39%, however for the LRLO matrix is 19%. Also, when the 
matrix is less sparsity data, i.e. the number of missing ratings 
is low; the recommendations will be more accurate. 

6) Preference matrix weighted by educational criteria; 

Learning objects are tagged with a set of pedagogical criteria, 

which are defined by the course designer. These criteria are 

transcribed by values and are used to personalize the 

recommendations according to the learner's level of 

involvement in the learning system and his preferences 

expressed in his profile. 

The Table II illustrates the different educational criteria 
with their values. 

So, for each learner 'cl', there exists in his profile a set of 
learning objects LOcl={lo

cl
i∈ LO, i=1…mcl }, where lo

cl
i are 

the learning objects consulted by the current learner 'cl', the 
values of the pedagogical criteria are described by v

cl
i and the 

notations generated on the basis of the function Wli (2) for the 
pair {learner, learning object} are expressed by r

cl
i. (see 

Table III). 

B. Classification of Learners into Clusters 

1) Pearson correlation coefficient (PCC): is one of several 

measures such as: Manhattan distance, Jaccard similarity, 

Cosine similarity and Euclidean distance [38], all these 

measures are used to calculate the degree of similarity between 

learners based on a set of criteria, where similar learners are 

assigned to the same cluster; each of these measures has been 

applied to millions of clustering applications in the measure of 

creating virtual communalities of similar interest. 

TABLE II. EDUCATIONAL CRITERIA AND THEIR ASSOCIATED VALUES 

Function  Criteria  Values 

Content 

f(c) 

Duration (D) 
5,10, 15, … 

min 

Difficulty level (DL)  

LOT(Lower Order Thinking) 1 

MOT (Middle Order Thinking) 2 

HOT (Higher Order Thinking) 3 

Objective Level (OL)  

Remember 1 

Comprehension 2 

Application  3 

Analysis 4 

Evaluation 5 

Presentation 

f(p) 

Preferences(P)  

Theory 1 

Exercises 2 

Examples  3 

Real-life applications/ Simulation 4 

case study 5 

Demonstration  6 

Assessment tests 7 

Media 

f(m) 

Learning material (LM)  

Text 1 

Image  2 

Audio 3 

Video 4 

TABLE III. LEARNING OBJECTS-PEDAGOGICAL CRITERIA-RATING 

MATRIX BY LEARNER 

 c1 c 2 c 3 .. .. c p rcl 

lo1 v
1
1 v

1
2 v

 1
3   v

 1
p r

cl
1 

lo2 v
2
1 v

2
2 v

 2
3   v

 2
p r

cl
2 

lo3 v
 3

1 v
3

2 v
 3

3   v
 3

p r
cl

3 

lo4 v
 4

1 v
 4

2 v
 4

3   v
 4

p r
cl

4 

.. .. .. ..   .. .. 

.. .. .. ..   .. .. 

lom v
 m

1 v
 m

2 v
 m

3   v
m

p r
cl

m 

In our context, we use the Pearson correlation; given that 
the variables of the matrix are associated in a linear way, i.e. 
when a change is made to one variable, a proportional change 
is made to the other variable. Moreover, since the values of 
the variables are quantitative and have a Gaussian distribution, 
the use of the Pearson correlation is adequate to define the 
degree of similarity between the learners. On the other hand, 
the De Jaccard similarity coefficient is sufficiently appropriate 
for use in documents or word similarity measurement. 
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Pearson Correlation Coefficient (PCC) known as Pearson 
Product-Moment Correlation Coefficient "r", PCC is one of 
the most popular coefficients for measuring the dependence of 
two variables, i.e. the relationship between two quantitative 
variables and the degree of similarity between these two 
variables. 

 Dependency Coefficient (DC): is calculated through 
the Pearson Correlation Coefficient in order to identify 
the degree of association between the ratings provided 
by the learner for all the learning objects consulted. 

 Pearson Correlation Coefficient (PCC) (8): is a 
statistical measure of the linear relationship between 
two variables and it ranges between [-1,+1]; the 
positive correlation indicates that the variables increase 
or decrease in parallel, however a negative correlation 
means that one variable increases while the other 
decreases. Furthermore, correlation (4) is a measure of 
effect where the strength of the correlation is described 
as follows, with -1.0≤ r ≤+1.0 (see Table IV). 

TABLE IV. INTERPRETATION OF R VALUES 

r value Interprétation 

+.80 to +1.0  Very strong positive relationship  

+.60 to +.79  Strong positive relationship  

+.40 to +.59  Moderate positive relationship  

+.20 to +.39  Weak positive relationship  

+.01 to+.19 Negligible relationship  

0 No relationship 

-.01 to -.19 Negligible relationship 

-.20 to -.39 Weak negative relationship 

-.40 to -.59 Moderate negative relationship 

-.60 to -.79 Strong negative relationship 

-.80 to -1.0 Very strong negative relationship 

The correlation value 'r' is calculated as follows: 

     
   

     
               (4) 

Where: 

    
 

 
∑       ̅ ̅ 

                  (5) 

   √∑
  
 

 

 
     ̅               (6) 

   √∑
  
 

 

 
     ̅            (7) 

Based on the formula proposed by Manuel J. Barranco and 
Luis Martinez, the Pearson correlation coefficient is associated 
with two variables (see Table V): 

 rcl : The ratings assigned by the current learner 'cl' for 
the learning objects. 

 vcl : The pedagogical criteria of the learning objects 
consulted by the current learner. 
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TABLE V. DETAILS OF NOTATIONS USED IN PCC METRIC 

Notation Description 

  
   

Score assigned by the learner 'cl' for the learning object 
„loi‟ 

   
   

Pedagogical criterion 'vj' for the learning object ' loi' 

consulted by the learner 'cl'  

    
Number of learning objects consulted by the current 

learner 'cl' 

7) K-means clustering: The main goal of clustering is to 

divide learners into groups based on similarity characteristics 

with the aim of recommending learning objects that the active 

learner has never visited [39]. In a first step, learners with 

similar interests will be grouped in the same cluster, in order 

to recommend them appropriate learning objects, for this 

purpose, we opt for the K-means algorithm which refers to the 

preference matrix "LPLO" (learner-learning object) generated 

in the previous step. 

The K-means algorithm is well known for its efficiency 
and power in clustering a large data set compared to other k-
nearest neighbors‟ algorithm [40]. Moreover, it is considered 
one of the most popular clustering algorithms for unsupervised 
learning. 

The procedure for assigning learners into clusters via the 
k-means algorithm is done according to the following pseudo 
code: 

Input: k // Number of desired clusters 

 L= {l1,l2,l3,……...Ln) // Set of learners 

 

Output: a set of k clusters 

 

Process: 

 

Arbitrarily select k learners form L as the initial cluster 

centers;  

 

Repeat:  

1-(re) assign each learner to the clusters with the most similar 

interests based on the Pearson correlation coefficient 'PCC' of the 

current learner and the mean value of the learners in the cluster 

2-Update the cluster means; calculate new mean value of learners 

for each cluster;  

 

Until no change; 

8) Selecting learning objects: The learning objects 

recommended to the current learner is made, by the 

association between the profile of the current learner and the 

learning objects repository. Moreover, the learning objects 

that are well evaluated by the closest neighbors‟ to the active 

learner and having a score higher than three will be 

recommended to the current user (see Fig. 4). 
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Fig. 4. The Selected Learning Objects. 

 Rate [lo20] = 4  Rate [lo6] = 1 

 Rate [lo12] = 2 Rate [lo15] = 5  

 Rate [lo29] = 6  Rate [lo80] = 2 

V. EXPERIMENTATION 

This section presents a performance analysis of the 
proposed methodology. The performance of this work is 
evaluated against the recommendation based only on the 
explicit preferences of the users. 

The participants in this experiment are 100 learners from a 
high school in the delegation of Chefchaouen, Morocco. 
However, the learners had to study four modules in the 
computer science subject, namely: "Generalities of Computer 
Systems", "Software", "Algorithms and Programming" and 
"Networks and the Internet"; each module consists of a set of 
lessons, which are well defined in the pedagogical guidelines 
of computer science in high school. Our first experiment is 
based on the first module "Generalities of Computer 
Systems", which contains three lessons: lesson 1 "Basic 
Definitions and Vocabulary", lesson 2 "Basic Structure of a 
Computer" and lesson 3 "Software and Application Areas of 
Computer Science" (see Table VI). 

The Table VII expresses the degree of depth of the concepts 
for each notion. 

Our approach is tested on learning objects stored in the 
LMS database. The first module "General Computer Systems" 
provides an assessment dataset of 50 learning objects 
containing 36 ratings from 26 learners. The ratings are 
integers ranging from 1 to 5. The experiments are performed 
on an HP computer with CORE i5 processors. 

The Sum Squared Error (SSE) (8) is used to find an 
appropriate k by plotting the number of clusters against the 
SSE, while evaluating SSE for different values of k. 

    ∑      ̂  
  

                 (9) 

Where: 

i is test set,  
 
 is predicted value and  ̂

 
 is actual value. 

TABLE VI. MODULE NO. 1: GENERALITIES ON COMPUTER SYSTEMS 

  Common Core 

Content Schedule 
Letter 

& Arts 
Original Science Technologies 

Definition and 

basic  

Vocabulary 
2h     

Definition of 

information  
 2 2 2 2 

Definition of 
treatment 

 2 2 2 2 

Definition of 

computer 
Science 

 2 2 2 2 

Definition of the 

computer system 
 2 2 2 2 

Basic structure of 
a computer 

 4h     

Functional 

diagram of a 
Computer 

 2 2 3 3 

Peripherals  2 2 3 3 

Central processing 

unit 
 2 2 3 3 

Types of software 1h     

Basic software  2 2 2 2 

Application 
software 

 2 2 2 2 

Fields of 

application 
1h 2 2 2 2 

TABLE VII. THE DEGREE OF DEPTH 

Degree of depth Descriptor 

1 Initiation 

2 Appropriation 

3 Master 

 
Fig. 5. The Appropriate Number of Clusters in respect to the Matrices. 

From the above graph (see Fig. 5), we notice that the SSE 
value is high in the sparse matrix unlike the dense matrix. For 
both matrices, when the number of cluster increases, the SES 
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value decreases. This means that the number of clusters is 
independent to the type of matrix. For this distribution of 100 
learners, the most appropriate number of clusters for both 
matrix types (sparse or dense) is 4 clusters. 

The silhouette is used to determine the degree of 
separation between clusters. The silhouette plot in (Fig. 6), 
illustrates the proximity of learners in neighboring clusters 
using a measure of [-1 , +1]. A value of +1 indicates that the 
learners are far apart, 0 indicates that the observations are very 
close, and -1 indicates that the learners can be assigned to the 
wrong cluster. 

 

 

Fig. 6. Silhouette Analysis for Sparse and Dense Matrix. 

For the sparse matrix LRLO "Learners Ratings for 
Learning Objects", we find that some learners are assigned to 
the wrong cluster, due to lack of ratings of learning objects in 
this Matrix. Since, some learners do not rate all these objects, 
their assignments to some clusters may be inappropriate. 
However, for the dense matrix LPLO "Learners Preferences 

for Learning Objects", the majority of learners are classified in 
the appropriate clusters, thanks to the elicitation of preferences 
through the combination of explicit ratings and implicit 
interactions of learners with the learning objects. 

The mean absolute error (MAE) "(10)" is a measure of 
prediction accuracy. It indicates the absolute value of the 
difference between the predicted value and the actual value.  

This measure is used to indicate the effectiveness of our 
recommendation system based on implicit and explicit learner 
feedback and recommendation systems based on explicit 
feedback only. The lower the MAE value, the smaller the 
magnitude of the error. 

     
∑                             ∈     

     
          (10) 

Where: 

n is the total number of ratings-prediction pairs in the test 
set,               is the predicted rating for learner u on 

learning object j, and         is the actual rating in the real 

dataset (see Table VIII). 

In the graph (see Fig. 7), we see that with the variation of 
the number of clusters, the magnitude of the error is gradually 
decreased for the dense matrix "LPLO", which is based on the 
implicit and explicit preferences of the learners; contrary to 
the LRLO matrix where the magnitude of the error gradually 
increases. This is due to the insufficient ratings explicitly 
expressed by the learner, which leads to a loss of accuracy 
when assigning learners to clusters. This is also shown in 
Fig. 6, where we can infer that the less sparse the matrix is, the 
better the learners are assigned to clusters with similar 
learning needs. Therefore, the recommendations will be more 
appropriate. 

TABLE VIII.  MAE VALUE ACCORDING TO THE TYPE OF MATRIX 

Number of 

cluster 

Mean Absolute Error 

Dense Matrix 

LPLO 

Sparse Matrix 

LRLO 

2 0.18386 1.7154 

3 0.08716 2.4421 

4 0.06501 2.6225 

 

Fig. 7. The Accuracy of Clustering the Learners by Matrix. 
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VI. CONCLUSION AND FUTURE WORK 

Recommender systems have become a promising solution 
for improving the efficiency of e-learning systems. Preference 
matrices are the basic inputs of recommender systems, 
because based on these matrices, systems can suggest 
personalized learning objects and adapt them to the learner's 
profile. On the other hand, the lack of ratings in the preference 
matrices can handicap their functioning and consequently the 
recommendations will be less personalized. 

To this end, we have proposed a model of a mediating 
recommendation system based on a matrix that combines the 
tacit and explicit behaviors of the learner. Through the 
exploration of the log file, while exploiting some indicators 
such as duration, frequency and bookmarks in the preference 
matrix, in order to obtain better performances. 

The k-means clustering algorithm is used to group learners 
with similar preferences into clusters, in order to recommend 
to the active learner new learning objects that have not yet 
been viewed or visited by him and that have been well rated 
by his closest neighbors. 

The results obtained in the experimentation phase illustrate 
the importance of hybridizing implicit traces and explicit 
ratings of learners to improve the accuracy of assignment of 
learners to appropriate clusters. 

In our future work, we plan to study the recommendation 
of sequences of objects and learning activities, based on the 
dynamic prediction of the learning strategy adapted to the 
active learner, through evolutionary meta-heuristic algorithms 
such as: Ant Colony Optimization (ACO) and Particle Swarm 
Optimization (PSO). This will allow recommending the 
learner a personalized learning path (scenario). 
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Abstract—In today's digital landscape, Internet of Things 
(IoT) networking has grown dramatically broad. The major 
feature of IoT network devices is their ability to connect to the 
internet and interact with it through data collecting and 
exchanging. Distributed Denial of Service (DDoS) is one form of 
cyber-attacks in which the hackers penetrate a single connection 
and then multiple machines are operating together to attack one 
target. The direct connectivity of IoT devices to the internet 
makes DDoS attacks worse and more dangerous. The more 
businesses adapted IoT networks to streamline the operations, 
the more allowing of DDoS intrusions at small and large scales to 
take place. Therefore, the intrusion detection module in the IoT 
networks is not optional in today’s business environment. To 
achieve this objective, in this paper, an intelligent intrusion 
detection model is proposed to detect DDoS attacks in IoT 
networks. The intelligent model is a backpropagation neural 
network-based framework. The results are analyzed using 
different performance measures. The proposed model proves a 
detection rate of 99.46% and detection accuracy of 95.76% using 
the up-to-date benchmark CICDDoS2019 dataset. Furthermore, 
the proposed model has been compared with the most recent 
DDoS intrusion detection schemes and competitive performance 
is achieved. 

Keywords—DDoS; backpropagation neural network; IoT 
network; intrusion detection; CICDDoS2019 

I. INTRODUCTION 
IoT networks are considered a considerable movement in 

the world of networking and data communication. This 
movement is majorly driven by the fifth-generation network 
(5G), which is expected to broaden todays’ IoT functionalities. 
As the adaption of IoT networks is in a dramatic increase, IoT 
network is expected to be a huge growing market. 

However, this growth is thwarted by DDoS attacks which 
are the most prevalent cyber threats. Some cybersecurity 
experts consider IoT networks as the major force behind DDoS 
attacks. These types of attacks have a distributive nature; in 
particular, they depend on one vulnerable device in the IoT 
network to create an opening for intruders to make use of any 
other IoT devices to drive a huge amount of traffic. 

IoT platform security is embedded in the process of product 
development of IoT-based devices. However, when it comes to 
cybersecurity, no data processing unit is an island. From data 
production, data transmission, data processing, data 
visualization to data analysis and prediction, all of these major 
stages of IoT networking are considered open gates for 
intrusions and hackers to perform their attacks especially 

DDoS and Botnet attacks. The botnet is a collection of hijacked 
internet-connected devices that are used to execute a large-
scale attack. The infected devices are controlled by attacks 
actors who they often cybercriminals and are used to perform 
particular malicious duties in an unobserved manner from the 
user. One of the major tasks to be done by a botnet is to 
generate malicious traffic for DDoS attacks. 

DDoS attacks are carried out when multiple machines 
(devices) are operating together for sake of attacking one target 
device. Using control and command software, DDoS attacker 
avails of the weaknesses and security vulnerabilities of one IoT 
device to control several IoT network devices. Once the target 
device is in control, DDoS attack admits exponentially requests 
to be sent to the target device, which enhances the power of 
attack on one hand and boosts the difficulty of detecting 
attribution on the other hand, where due to the distributive 
nature of the DDoS attack, the original source of the attack 
becomes harder to be identified. DDoS attacks are easy to deal 
with in the short term, but it becomes very difficult in the long 
term. Due to the distributed nature of the DDoS attack, it is 
considered one of the most fatal enemies of the internet of 
things platform. In principle, if internet-connected devices get 
hacked, the DDoS malware could easily spread to other 
devices in the network [1], [2]. 

Although IoT has used a variety of protocols for security 
purposes, hackers and intruders developed more complex and 
intelligent techniques to fulfill their penetrations ending up 
with misalignment between the speed of IoT development and 
IoT cybersecurity. In the case of dealing with sensitive data 
processing and management through IoT platforms, there is a 
pressure to close the gap that caused an increased vulnerability, 
especially for crucial data where security becomes the single 
most cardinal factor that companies, and organizations 
consider when purchasing IoT products. 

In response, a new generation of artificial intelligence-
based intrusion detection techniques to address the limitations 
of the conventional intrusion detection techniques has emerged 
and adapted as a major building block of IoT security systems. 
Recently, the awareness to use the machine learning in general 
and artificial neural networks in particular to secure network 
traffic against DDoS attacks has increased rapidly. DDoS 
Detection systems based on artificial neural networks are such 
typical solutions to model and predict malicious behavior over 
network traffic flows and Backpropagation neural network are 
considered one of the powerful yet flexible supervised training 
algorithms. 
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In the context of supervised neural networks, 
backpropagation neural network is considered one of the 
powerful classifying and filtering engines in this field. Much of 
the power of backpropagation arises from the fact that the 
repeated composition of specific types of nonlinear functions 
boosts the abstract representation power of the neural network. 
Moreover, an efficient computation of the gradient at each 
layer can be highly performed by the backpropagation training 
algorithm. Therefore, backpropagation neural network can 
efficiently learn the abstract representation of the behavior of 
network flows in general, and the pattern of the malicious 
flows in particular. 

Some researchers, in this field, deployed backpropagation 
in its original form to design and develop different schemes for 
intrusion detection systems. However, the majority of 
researchers tend to use the enhanced versions of 
backpropagation in order to address the shortcomings of the 
classical backpropagation algorithm in an attempt to lower the 
time and the computational overhead of the training phase or to 
remedy the convergence difficulties of the classical version. 
Other scenarios use a standard backpropagation neural network 
that heavily depends on a variety of features engineering 
techniques in prior. 

These scenarios come at the expense of higher design 
complexity associated with new born issues related to time cost 
and resources. Furthermore, in the context of intrusion 
detection, the overall performance of many of the predictive 
models based on the enhanced versions do not exceed that can 
be achieved by the classical one. 

With minimal neural network architecture, and without any 
features preprocessing, the main aim of this work is to prove 
that the conventional standard backpropagation can be used to 
build an accurate yet robust predictive model for DDoS 
attacks. We have achieved this by conducting the training 
using modern up-to date DDoS dataset and conducting 
rigorous testing analysis while the performance of the 
predictive model is benchmarked using highly indicative 
standard performance metrics. 

The major improvements that we presented in this article 
are reviewed as follows: 

• Propose an intelligent DDoS intrusion detection system 
that can predict DDoS malicious network traffic in IoT 
networks by exploiting the predictivity power of the 
standard backpropagation neural network. 

• In this work, CICDDoS2019 dataset is used to verify 
that the proposed detection model applies to different 
types of DDoS malicious traffic flows. 

•  We have proved that using low-complexity standard 
version of backpropagation based neural network can 
achieve comparable detection performance even though 
no form of features engineering (such as feature 
weighting or features selection), was considered. 

The rest of the paper is organized as follows: Section II 
presents related works; Section III describes our proposed 
DDoS intrusion detection methodology followed by the 

experimental performance evaluation in Section IV and Section 
V concludes this paper and suggests future directions. 

II. RELATED WORK 
Exploiting the very basic form of backpropagation 

algorithm applied on multi-layered perceptron neural network, 
an intrusion detection model seeking a reduction in false alarm 
rate as a major performance aspect was proposed by [3] where 
it shows the intrusion recognition capability of the 
backpropagation algorithm despite the rudimentary framework. 

Using internet packet traces as an experimental dataset, 
authors in  [4] used the standard backpropagation neural 
network to thwart DoS and DDoS attacks in IoT environments. 

As a precise and efficient classifier [5] used a standard 
backpropagation network to classify DDoS traffic after an 
initial judgment of the characteristics of the abnormal network 
traffic. 

Using a backpropagation-based autoencoder, [6] designed a 
joint anomaly and signature-based DDoS intrusion detector 
implemented in the cloud. Based on a behavioral study that 
collected a variety of DDoS signatures in one database, the 
targeted traffic was first compared to the known DDoS attacks. 
If no matching has occurred, then the traffic fed to the 
backpropagation autoencoder to be classified into DDoS or 
benign. If a DDoS attack was detected, the signature of this 
attack was used to update the database of DDoS signatures. 

Despite the vivid versatility of backpropagation in 
designing intelligent intrusion detection models/systems, it has 
some downsides such as local minima, slow convergence, and 
network paralysis. These downsides moving the wheel of 
extension around the axel of standard backpropagation were 
enhanced versions of backpropagation emerged and 
implemented for harder predictive tasks such as DDoS/DoS 
detection. As an example of using an enhanced version of 
backpropagation in the domain of intelligent intrusion 
detection, [7] presented an intrusion detection system 
composed of hybrid phases of misuse detection and anomaly 
detection by applying the Levenberg-Marquardt algorithm as a 
technique to optimize the backpropagation-based network that 
was used as the classification engine of the proposed predictive 
system. 

Applying the same backpropagation customization, authors 
in [8]  used multi-core technology to detect DDoS intrusions 
via neural networks. Multi-core uses one CPU that combines a 
couple or more independent cores into a single circuit. Their IP 
flow-based DDoS intrusion detection technique is built based 
on the idea that an IP packet holds information of the upper 
layer which can be exploited into special attributes representing 
the special characteristics of DDoS attacks in a well-posed 
manner. Then, attributes vectors are fed into a Levenberg-
Marquardt based backpropagation neural network as input to 
be classified into DDoS or benign traffic. 

Authors in [9] proposed a DDoS intrusion detection 
algorithm composed of two main phases: a training phase and a 
detection phase. In the training phase, a non-linear time series 
model called GARCH was used to evaluate the normal traffic 

695 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 6, 2022 

prediction, whereas a feed-forward backpropagation neural 
network was used as the benign/DDoS classifying engine. 

For cloud security, based on backpropagation neural 
networks, authors in [10] proposed a DDoS detector model that 
offered a solution to tracing back a given cloud traceback for 
the sake of finding the source of the real attack. Moreover, they 
introduced a cloud protector built using a feedforward 
backpropagation neural network. 

III. METHOD 
As IoT networks are broad, the attack surface for this type 

of network is even broader. This has been reflected in various 
methodologies and techniques designed to fall under the 
umbrella of IoT network security. Public Key Infrastructure 
(PKI) authentication, securing Application Program Interface 
(API), and network intrusion detection systems, the lists long 
are just a few of the techniques IT leaders can use to combat 
the growing malicious penetrations rooted in vulnerable 
devices of IoT networks. As a rule of thumb, as the ways 
available for devices to be able to connect, the more ways 
attackers and hackers can intercept them. 

Therefore, one of the most harmonious security techniques 
that can be deployed for IoT network security is the security 
gateways, which act as intermediary units between the IoT 
network devices and the outside world (internet, cloud 
computing, etc.). These units are equipped with processors 
chips with more computational capabilities, memory, and 
processing power rather than that exists in the IoT devices 
themselves. These additional features enable gateway units to 
run artificial neural network-based intelligent intrusion 
detection systems to ensure intruders cannot access the IoT 
network devices they connect. 

Fig. 1 shows the general high-level framework of our 
proposed DDoS intrusion detection model in the context of IoT 
networking where at the heart of the IoT securing gateway lies 

the proposed intrusion detection model. Fig. 2 illustrates the 
flow pipeline of our proposed system, which is built using the 
backpropagation feedforward artificial neural network that 
trained, validated, and tested using a real benchmark 
CICDDoS2019 dataset [11]. As illustrated in Fig. 2, once the 
dataset is pre-processed in a way harmonious to the format 
accepted by the neural network, it is split into two datasets: 
training and testing. Then, a backpropagation neural network is 
trained to obtain the optimal parameters and meta parameters 
of the network structure. Afterward, the network is ready to be 
used as intelligent DDoS intrusion detection, where a new set 
of flow traffic (DDoS and normal traffic) is presented to the 
network, where it detects the DDoS attack traffic and raises an 
alarm. The following subsections elaborate each module of our 
proposed model shown in Fig. 2 in detail. 

 
Fig. 1. High-Level Framework of the Proposed DDoS Intrusion Detection 

System in the Framework of IoT Networks. 

 
Fig. 2. Proposed DDoS Intrusion Detection System using Standard Backpropagation Neural Network. 
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A. Dataset Pre-Processing 
To evaluate our backpropagation network-DDoS detection 

model, the real benchmark CICDDoS2019 dataset [11] is used. 
This dataset is composed of two types of DDoS attacks: 
reflection and exploitation in form of both malicious and 
normal network packets. 

Even though the CICDDoS2019 dataset is major consists of 
numerical values, dataset preprocessing is an essential step to 
validate its suitability for both: as input to the neural network 
and for the classification task of the model. Fig. 3 illustrates the 
basic steps that applied to the raw CICDDoS2019 dataset 
which include: dataset cleansing, features selection, and dataset 
normalization. 

Initially, the total number of raw dataset features is 81, in 
the dataset cleansing, we select the features that have zero 
values, which have no impact on the classification output of the 
neural network and dropped them out resulting in 22 unique 
features. Moreover, all dataset samples that contain infinity or 
misleading values have been removed as well. The label 
column of the dataset is converted into a numerical 
representation where 0 represents the benign traffic and 1 
represents the DDoS one. 

As the last step of dataset preprocessing, the dataset values 
are normalized using the standard min-max normalization [12], 
[13] as illustrated in (1): 

𝑣�́�  =  𝑣𝑖− 𝑚𝑖𝑛𝐷𝐵
𝑚𝑎𝑥𝐷𝐵−𝑚𝑖𝑛𝐷𝐵

∙ (𝑛𝑒𝑤𝐷𝐵𝑚𝑎𝑥  −  𝑛𝑒𝑤𝐷𝐵𝑚𝑖𝑛) + 𝑛𝑒𝑤𝐷𝐵𝑚𝑖𝑛      (1) 

where (1) represents the min-max normalization step that 
linearly transformed the raw database 𝐷𝐵 =  𝐶𝐼𝐶𝐷𝐷𝑜𝑆2019 
values 𝑣𝑖 ∈  𝐷𝐵  into new values 𝑣�́�  in the range 
[𝑛𝑒𝑤𝐷𝐵𝑚𝑎𝑥 ,𝑛𝑒𝑤𝐷𝐵𝑚𝑖𝑛]. 

B. Proposed Model 
At the core of the proposed model, a backpropagation 

feedforward neural network is used to model the behavior of 
the flows of the network traffic. The basic annotated structure 
of the backpropagation neural network is shown in the simplest 
form of the feedforward network structure composed of input 
units at the left, any number of intermediary hidden layers, and 
a layer of output units at the right. 

Connections from the second hidden layer to the last 𝐿 
hidden layers are hidden whereas the connections from higher 
layers to lower layers are forbidden. Backpropagation 
comprises two major phases: (1) Forward phase, and 
(2) Backward phases. In the forward phase, the outputs of all 
nodes are computed, the local derivatives of the nodes 
‘activation function relative to the net inputs are computed as 
well. 

On the other hand, the main task of the backward phase is 
to aggregate the products of these local values over all paths 
from the nodes to the network outputs. In the forward phase, 
the components of an input training vector are fed into the 
neural network. This results in driving a forward cascade of 
computations across network layers using the current state of 
weights to yield the network output, which represents the 
predicted output of the network. Afterward, the predicted 
output is compared to the label associated with the training 
instance and the derivative of the loss function concerning the 
output is computed. 

The derivative of the resulting loss is fed to the backward 
phase where it is used to compute the loss concerning the 
weights in all layers in the backward path. 

As pictorially illustrated in Fig. 4, Let 𝔇 = {𝑦,𝑑} refers to 
the training dataset composed of the input-output (label) pairs 
and let𝑥𝑗 refers to the net input of the𝑗𝑡ℎ unit where 𝑥𝑗 is a 
linear combination function of the 𝑖𝑡ℎ weighted outputs 𝑦𝑖  of   
𝑖𝑡ℎ layer as in (2): 

𝑥𝑗  =  ∑ 𝑦𝑖𝐼
𝑖 𝑤𝑗𝑖               (2) 

Where 

𝐼   : refers to the number of features of input vector (for our    
case, 𝐼 =  63). 

𝑤𝑗𝑖: is the weight of the connection between the layer (𝑗) and 
the layer (𝑖). 

𝑦𝑖    : is the output of the layer (𝑖). 

 
Fig. 3. CICDDoS2019 Dataset Pre-Processing Steps. 
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Fig. 4. Backpropagation Neural Network Layers Structure. 

As shown in Fig. 4, all neurons are given biases by 
introducing an extra input line with no input but of a constant 
output (always has a value of 1) and it treated as an extra 
weighted input connection. Each neuron in the network has a 
real valued nonlinear function of its total input as in (3): 

𝑦𝑗(𝑥) =   (1−𝑒−𝛼𝑥𝑗)
(1+𝑒−𝛼𝑥𝑗)

             (3) 

𝑤ℎ𝑒𝑟𝑒 : 

∆𝑤  : represents the updated value of the weight vector 𝒘. 

𝛾: is a positive learning step (learning rate) parameter. 

The target is to find a set of weights parameters generated 
the network that is same as (or sufficiently close to) the desired 
output, the network model has the given set of weights 
parameters which used to make predictions and the differences 
between those predictions and the actual outputs are computed 
as error values. Typically, we seek to minimize the error of the 
function given by in (4): 

𝑥𝑗  =  ∑ 𝑦𝑖𝐼
𝑖 𝑤𝑗𝑖               (4) 

Where, 𝐸 is the error function,  𝑑 is the index over target 
outputs, 𝑗 is an index over the output units of the output layer. 

Gradient decent of the error function ∇𝐸 lies at the heart of 
backpropagation, where it seeks to change the weights 
parameters through multiple evaluations where the 
optimization algorithm (∇𝐸 = 0) navigates down the gradient 
of error function till the minimum is found. 

IV. EXPERIMENTAL RESULTS AND DISCUSSION 
This section analyzes the performance of the proposed 

DDoS intrusion detection framework using backpropagation-
based predictive model. This system is implemented, and 
experimentation is performed on Intel(R) Core (TM) i7-4500U 
CPU @ 1.80GHz and 2.40 GHz with 8GB of RAM and 64-bit 
Windows operating system. For more deeper experimental 
analysis and more controllability, we use MATrix LABratory 
(MATLAB)®2021b to build the back propagation neural 

network-based model from scratch where the available built-in 
neural network toolbox has not been used. 

A. Performance Metrics 
For purpose of model analysis, we used a subset of 

CICDDoS2019 dataset [11] we conducted many simulation 
trials, where the training dataset volume almost equals the 
volume testing dataset. In order to evaluate the detection 
performance of the system, we first established the confusion 
matrix, as shown in Table I. Then, the confusion matrices of 
the training and testing results are obtained. Based on the 
confusion matrices we considered the performance metrics that 
include Accuracy, Precision, F1-measure, False Positive Rate 
(FPR), Recall, Mathew Correlation coefficient and Kappa 
coefficients as in (5)-(11). 

Accuracy (Acc) =  (𝑇𝑃+𝑇𝑁)
(𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁)

            (5) 

Precision (Pr) = 𝑇𝑃
𝑇𝑃+𝐹𝑃

             (6) 

Mathew Correlation Coefficient (Mcc) =  
𝑇𝑃∗𝑇𝑁−𝐹𝑃∗𝐹𝑁

�(𝑇𝑃+𝐹𝑃)(𝑇𝑃+𝐹𝑁)(𝑇𝑁+𝐹𝑃)(𝑇𝑁+𝐹𝑁)
            (7) 

Kappa Coefficient (К)  =   𝑂𝑏𝑠
𝑎𝑔𝑟𝑒𝑒−𝐸𝑥𝑝𝑒𝑐𝑡𝑎𝑔𝑟𝑒𝑒

1−𝐸𝑥𝑝𝑒𝑐𝑡𝑎𝑔𝑟𝑒𝑒
          (8) 

Where 

𝑂𝑏𝑠𝑎𝑔𝑟𝑒𝑒 =  𝐴𝐶𝐶 =  
(𝑇𝑃 + 𝑇𝑁)

(𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁), 

 𝐸𝑥𝑝𝑒𝑐𝑡𝑎𝑔𝑟𝑒𝑒 =            
𝐴 + 𝐵

(𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁) , 

TABLE I. CONFUSION MATRIX 

 Predicted 

Actual Normal DDoS 

Normal TN FP 

DDoS FN TP 
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 𝐴 =   
(𝑇𝑃 + 𝐹𝑁)(𝑇𝑃 + 𝐹𝑃)

(𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁),  

𝐵 =   
(𝐹𝑃 + 𝑇𝑁)(𝐹𝑁 + 𝑇𝑁)
(𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁)

 

FPR = 𝐹𝑃
𝐹𝑃+𝑇𝑁

              (9) 

F-Measure (F1) = 2
1

𝑅𝑒𝑐𝑎𝑙𝑙+
1
𝑃𝑟

           (10) 

Recall (Sensitivity) = 𝑇𝑃
𝑇𝑃+𝐹𝑁

          (11) 

where, False Positive (FP) and False Negatives (FN) refers 
to misclassified events. In contrary, True Positive (TP) and 
True Negative (TN) refers to the events that are correctly 
predicted by the model, i.e., if the model predicts normal 
events as normal, then, it is recorded as TN, whereas, if the 
model predicts the DDoS attack traffic flow as a DDoS 
malicious attack traffic, then it is recorded as TP. 

B. Results 
In this section we performed a series of experiments to 

determine the optimal network model architecture of the 
proposed backpropagation-based model along with varying 
many networks' hyper-parameters. 

Afterwards, we performed another set of experiments that 
analyze the impacts of varying specific network parameters on 
the detection performance of the proposed intrusion detection 
model. We used four layers backpropagation neural network 
with two hidden layers of 64 neurons with 𝑡𝑎𝑛ℎ(𝑥)  =
( 2
1+𝑒𝑥𝑝(−𝛼𝑥)

 − 1) as activation function, where the optimal 
value of the sigmoid slope 𝛼  parameter is to be determined 
through the experimental analysis. 

Table II shows the architecture of this network whereas 
Table III shows the optimal values of hyper-parameters of the 
backpropagation neural network used in our proposed intrusion 
detection model. Dataset was normalized via min-max 
normalization with [0.5, +0.5] range and then have been split 

into training and testing sub-datasets with normal/DDoS 
distribution as shown in Fig. 5. 

Although in the real-time applications, the number of 
DDoS attack traffic is much less than the normal one, for a 
robust intrusion detection system, we used a training dataset 
composed of about 50% DDoS attacks and the same scenario 
was used for test dataset as can be noted from Fig. 5. 

Table IV and Table V show the confusion matrices of both 
training and testing phases respectively, meanwhile, Table VI 
represents the detection performance of both stages in terms of 
performance metrics listed in (5)-(11). 

From Table IV, Table V, TPR and TNR are high whereas 
FPR and FNR are low. Moreover, besides the high detection 
performance shown in Table VI, it is noticeable that there is a 
subtle difference in the detection performance between the 
training and testing phases, therefore, our backpropagation 
model is not underfit or overfit. 

In terms of True positive rate, True negative rate, False 
positive rate, and False negative rate illustrated in (12)-(15), 
Table VII summarizes a comparison between our approach and 
a recent work proposed by Liu et al. [14]. 

TABLE II. NETWORK LAYERS ARCHITECTURE 

Layer Neurons number  Activation Function  

Input 64 none 

Hidden #1 44 Tanh 

Hidden #2 20 Tanh  

Output 1 Tanh 

TABLE III. HYPER-PARAMETERS OF NETWORK MODEL 

Parameter Value 

Learning rate 𝛾 -10 

Number of Epochs 4000 

Training batch size  50,000 

Loss Function  Mean Square Error (MSE) 

 
Fig. 5. Frequency of DDoS Intrusions for Training and Testing Datasets for the 2-Labels (Normal/DDoS) Scenario. 
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TABLE IV. CONFUSION MATRIX OF TRAINING PHASE 

 Predicted 

Actual Normal DDoS 

Normal 23092 1893 

DDoS 134 24881 

TABLE V. CONFUSION MATRIX OF TESTING PHASE 

 Predicted 

Actual Normal DDoS 

Normal 23022 1984 

DDoS 136 24859 

TABLE VI. AVERAGE DETECTION PERFORMANCE OF THE PROPOSED 
BACKPROPAGATION NN-BASED DDOS INTRUSION DETECTION MODEL 

Performance Metric Training Phase  Testing Phase 

Accuracy 0.9595 0.9576 

Detection Rate (Recall) 0.9946 0.9945 

Specificity 0.9242 0.9207 

Precision 0.9293 0.9261 

FPR 0.0758 0.0793 

F1-Score 0.9609 0.9591 

MCC Coefficient 0.9212 0.9177 

Kappa Coefficient 0.9189 0.9152 

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑅𝑎𝑡𝑒  =  𝑇𝑃
𝑇𝑃+𝐹𝑁

          (12) 

𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 𝑅𝑎𝑡𝑒  =  𝑇𝑁
𝑇𝑁+𝐹𝑃

          (13) 

𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑅𝑎𝑡𝑒  =  𝐹𝑃
𝐹𝑃+𝑇𝑁

          (14) 

𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 𝑅𝑎𝑡𝑒  =  𝐹𝑁
𝐹𝑁+𝑇𝑃

          (15) 

As can be noted from Table VII, detection performances 
achieved by our proposed BP-based model were higher 
compared to those achieved by the different ML-based listed in 
Table VII. Although Liu et al. [14] had considered only the 
results of the neural network and disregarded the other 
approaches due to the unacceptable results, our proposed 
model still has higher performance. On the other hand, In 
contrary to the simple preprocessing of neural network inputs 
required by our proposed model, Liu et al. [14] used the Fast 
Fourier Transform (FFT) coefficients and the information 
entropy as input features to the input layer of the neural 
network which entails extra computational overhead and 
preprocessing of the network traffic before the detection takes 
place. 

Furthermore, we compare our proposed DDoS intrusion 
detection model with various related Machine Learning 
approaches as shown in Table VIII. 

TABLE VII. THE AVERAGE  PERFORMANCE OF OUR PROPOSED 
BACKPROPAGATION ANN MODEL IN TERMS OF FPR, FNR, TPR, TNR 

METRICS 

 Year   FPR FNR TPR  TNR 

Random 
Forest [14] 2021 0.844 0.0001 0.999 0.156 

Gaussian 
Naive Bayes 
[14]  

2021 1.0 0.0 1.0 0.0 

Neural 
Network [14] 2021 0.0222 0.0069 0.9930 0.9777 

 Proposed BP 
ANN-Model  -  0.0793 0.0054 0.9946 0.9207 

TABLE VIII. AVERAGE PERFORMANCE EVALUATION OF THE PROPOSED 
MODEL WITH OTHER CLASSICAL ML-BASED TECHNIQUES 

Machine Learning-  
based Method Year Acc Recall F1 

Score Precision 

ID3 [11] 2019 - 0.65 0.69 0.78 

Random Forest(RF) 
[11] 2019 - 0.56 0.62 0.77 

Naive Bayes (NB) 
[11] 2019 - 0.11 0.05 0.41 

Multinomial 
Logistic Regression 
(LR) [11] 

2019 - 0.02 0.04 0.25 

 

Bandwidth Control 
Mechanism + 
Extreme Gradient 
Boosting Algorithm 
(XGBoost) [15] 

2020 0.997 1.000 1.0000 1.0000 

Logistic Regression  
[15],[16] 2020 0.8000 0.8000 0.8000 0.8500 

Naive Bayes  
[15],[17] 2020 0.7700 0.7700 0.7600 0.8400 

ID3 [15],[18] 2020 0.9850 0.9990 0.9900 0.9900 

Random Forest 
[15],[19] 2020 0.9855 0.9900 0.9900 0.9900 

 

Autoencoder [20] 2021 0.8945 - - - 

Restricted  
Boltzmann [20] 2021 0.5651 - - - 

K-means  [20] 2021 0.7538 -  - - 

Expectation-
Minimization (EM) 
[20] 

2021 0.7096 - - - 

 

Proposed Model  - 0.9576 0.9946 0.9591 0.9261 
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As shown in Table VIII The obtained results show that the 
detection performance of our proposed BP-based DDoS 
predictive model is far superior to that had been reported by the 
authors of the CICDDoS2019 dataset [11] using ID3, RF, NB, 
and LR algorithms owing to the nonlinear modeling power of 
the backpropagation neural network. The same findings can be 
noticed if the detection performance of our proposed BP-model 
is compared to Autoencoder, Restricted Boltzmann, K-means, 
and Expectation-minimization machine learning algorithms 
adopted by [20]. 

Even though ID3, RF, NB, and LR algorithms were re-
generated by [15], they have achieved superior detection 
performance to that had been achieved by [11]. Authors in [15] 
attributed their higher results to the performed preprocessing 
steps they adapted. However, in comparing our results to that 
reported by [15] for LR and NB-based algorithms, we can 
conclude that the influence of the pre-processing is limited 
because our BP-model that processed by the simple classical 
pre-processing steps was able to achieve superior results in 
comparison with these algorithms. 

A regular BP-based detection model and the detection 
performance of [15] built is based on sequential steps of 
preprocessing and a combination of the bandwidth control 
mechanism and Extreme gradient boosting algorithm. 

C. Experiments on Different Network Parameters Tunning 
Since backpropagation network is a gradient-descent based 

learning algorithm, the first steps that come into consideration 
while building the network architecture is the initial state of the 
network as well as the network parameters tunning of the 
network in order to converging to the optimal minima of loss 
function gradient in least number of epochs. 

Therefore, in the following subsections, we investigate the 
influence of the required number of Epochs, learning rate 𝛾 and 
sigmoid slope 𝛼 on the detection performance of the system in 
training and testing phases and then analyze for the most 
appropriate values of these parameters. 

It is worthy to mention that the backpropagation network is 
highly sensitive to the initial state of their weight’s metrices, 
we have turned the initial weights to random values in the 

range −0.285 ≤  𝑤𝑖𝑛𝑖 ≤  −1.06 before we are conducting 
these experiments. Otherwise, improper weights initialization 
can drive the network to saturate at a static accuracy threshold 
and stuck in a static local minimum. 

1) Impact of increasing number of epochs: To examine 
the effect of increasing epochs number of the training phase 
on the detection performance in the prediction phase of the 
proposed BP-based model in terms of accuracy, recall, FPR, 
Precision, Kappa and MCC coefficient. First, we set the span 
of epoch to be from 200 to 9000  and fix other parameters 
such as learning rate, initial weights, and sigmoid slope, then a 
comparative analysis between the impact of epochs number on 
the detection performance on both training and testing phases 
is conducted as illustrated in Fig. 6. and Fig. 7. 

As illustrated in Fig. 6 and Fig. 7 the predictive behavior of 
the proposed model in training and testing phases is almost the 
same, which ensures that our model is not underfitting or 
overfitting. To emphasize this behavior further and to ensure 
the stability and robustness of the prediction performance, the 
difference of accuracy performance between these phases are 
zoomed in as illustrated in Fig. 8 where it can be noted that the 
differential behavior decreases steadily to less than 0.1e-3 and 
in unison manner as the number of the training epochs 
increases. 

As can be noted from Fig. 6, the accuracy of detection 
increases steadily as the training epochs increases until it hits 
𝐸𝑝𝑜𝑐ℎ =  2000, where beyond this value, the rate of change 
in detection is saturated and cannot be traced without zooming 
in effect. At 𝐸𝑝𝑜𝑐ℎ  =  4500, the accuracy behavior shows a 
temporary tenuous decrease; however, it is not exhibited by the 
Recall and FPR performance behavior. It is clear that by epoch 
4000, almost accuracy, recall, and FPR performances start to 
converge quickly to a steady-state behavior, therefore 4000 is 
a sufficient number of training epochs for sake of optimal 
performance. Although FPR, as shown in Fig. 6, reaches the 
minimum at 𝐸𝑝𝑜𝑐ℎ𝑠 =  2000, the accuracy and sensitivity of 
the predictive model do not show the same characteristic, and 
as a compromised solution, Epochs = 2000 was not adapted. 

 
Fig. 6. (a) Accuracy Performance of the Proposed Model in Training and Testing Phases Versus Number of Training Epochs Zoomed in from Epoch No = 4000 

to 8000. (b) Difference between the Accuracy Detection of Training and Testing Phases Zoomed in from Epoch No =4000 to 8000. 
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Fig. 7. Accuracy, Recall (Sensitivity), and FPR Performance of the Proposed Model in Training and Testing Phases Versus Number of Training Epochs Zoomed 

in from Epoch No = 4000 to 8000. 

 
Fig. 8. Precision, Kappa and MCC Coefficients based Performance of the Proposed Model in Training and Testing Phases Versus Number of Training Epochs 

Zoomed in from Epoch No = 4000 to 8000. 

Epochs number of 4000 may appear as a large number of 
training iterations that required for the neural network to reach 
a steady detection performance which insinuates a 
computational challenge appertains to the running time 
required to train the network. However, due to the simple and 
efficient network architecture, the entire training phase takes 
less than five minutes (299 seconds at rate of 13 seconds per 
epoch). On the other hand, the prediction stage of the system is 
more time-crucial in comparison to the training phase. Most of 
the computational overhead is front-loaded during the training 
phase, the prediction process for 50,000 traffic flows takes less 
than 0.068 second (in a rate of 1e-6 second per each traffic 
flow), which is considered as highly computational efficient. 

2) The variation of sigmoid slope experiment: In this 
experiment, the slope of sigmoid function (activation function 
used in all network neurons) was changed in the range 
0 ≤  𝛼 ≤ 1  and the detection accuracy, sensitivity and FPR 
metrics were recorded. 

As shown in Fig. 9, the performance of the system shows a 
noticeable enhancement as 𝛼  parameter is increased from 

0.1 to 0.2 , however, as the value of 𝛼  transcends 0.2 , the 
system shows a degradation in terms of accuracy and FPR. 
Furthermore, as the value of 𝛼 transcends 0.5, the network fails 
to converge. 

On the other hand, even though detection rate shows an 
enhancement as value of 𝛼 transcends 0.2, it is unnoticeable 
and in comparison, to the FPR-based behavior, it cannot be 
adapted. Thus, based on the experiment we have adapted 
𝛼 = 0.2. 

3) The variation of learning rate experiment: In this 
experiment, the effect of learning rate on the system 
performance is investigated. As shown in Fig. 10, the 
detection performance is decremental as the learning rate 
exceeds 𝛾 > −10 , whereas, system performance, for all 
metrics, shows almost a saturated behavior against increasing 
learning rate in the range −30 ≤ 𝛾 ≤ −10 . Therefore, 
𝛾 =  −10, was adapted. 
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Fig. 9. System Performance (in Terms of Accuracy, Detection Rate and FPR) Under different Values of Sigmoid Slope 𝛼. (a) Sigmoid Activation Function 

Profiles for Different Values of Slope 𝛼. (b) Detection Accuracy versus Changing Sigmoid Slope 𝛼 Parameter. (c) Detection Rate versus Changing Sigmoid Slope 
𝛼 Parameter. (d) FPR versus Changing Sigmoid Slope 𝛼 Parameter. 

 
Fig. 10. Accuracy, Recall (Sensitivity), and FPR Performance of the Proposed Model in Training and Testing Phases Under Different Values of Learning Rate 

Parameter 𝛾. 

V. CONCLUSION 
In this paper, we have proposed a backpropagation neural 

network-based methodology for DDoS attacks detection in IoT 
networks. CICDDoS2019 dataset has comprehensive 
categories of reflective DDoS attacks that have been 
considered, so our scheme uses this dataset for model training 
and evaluation. In contrast to many machines learning-based 
DDoS intrusion detection models that adapt numerous 
preprocessing steps and multiple stages and hybrid types of 
machine learning algorithms to attain high detection 
performance, our proposed model requires a simple 
preprocessing step used the standard backpropagation neural 
network only as a detection engine where we have achieved 
competitive detection performance. Results show that our 
model achieves a recall of 0.9946 and accuracy and FPR of 

0.9576 and 0.0793 respectively. In our experimental results, we 
have conducted extensive comparisons with other up-to-date 
DDoS intrusion detection schemes, and we examined the effect 
of changing epoch parameter on the overall performance of the 
backpropagation neural network, however, for further detection 
performance amelioration, tunning other hyperparameters and 
examining their impact can be offered as a future work where 
different approaches such as Bayesian optimization and 
Random search can be utilized for this purpose. 
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Abstract—Recently, Sentiment analysis from Twitter is one of 
the most interesting research disciplines; it combined data 
mining technologies with natural language processing techniques. 
The sentiment analysis system aims to evaluate the texts that are 
posted on social platforms to express positive, negative, or 
neutral feelings of people regarding a certain domain. The high 
dimensionality of the feature vector is considered to be one of the 
most popular problems of Arabic sentiment analysis. The main 
contribution of this paper is to solve the dimensionality problem 
by presenting a comparative study between two feature selection 
algorithms, namely, Information Gain (IG), and Chi-Square to 
choose the best one which may lead to improve the classification 
accuracy. In this paper, the Arabic Jordanian sentiment analysis 
model is proposed through four steps. First, a preprocessing step 
has been applied to the database and includes (Remove Non-
Arabic Symbols, Tokenizing, Arabic Stop Word Removal, and 
Stemming). In the second step, the TF-IDF algorithm is used as a 
feature extraction method to represent the text into feature 
vectors. Then, we utilized IG and Chi-Square as feature selection 
steps to obtain the best subset of features and decrease the total 
number of features. Finally, different algorithms have been used 
in the classification step such as (SVM, DT, and KNN) to classify 
the views people have shared on Twitter, into two classes 
(positive, and negative). Several experiments were performed on 
Jordanian dialectical tweets using the AJGT database. The 
experimental results show the following: 1) The information 
acquisition algorithm outperformed the Chi-Square Algorithm in 
the feature selection step, as it was able to reduce the number of 
features from 1170 to 713 and increase the accuracy of the 
classifiers by 10%, 2) SVM classifier shows the greatest 
classification performance among all the classifiers tested which 
gives the highest accuracy of 85% with IG algorithm. 

Keywords—Sentiment analysis; Information Gain (IG); Chi-
Square; AJGT database 

I. INTRODUCTION 
In the past few years, people have been able to interact and 

share comments across a variety of social media platforms. 
People all around the world use social media websites to share 
their ideas and feelings, exchange information, and share news 
in an easy way. Twitter is a social media website that was 
launched in 2006 and quickly grew in popularity throughout 
the world, with over 313 million monthly active users and 
more than 40 languages supported [1]. 

The Twitter platform allows users to upload short posts 
known as tweets to share their feelings, opinions, and thoughts 
on a wide range of topics. The number of Twitter users in the 
Arab world is growing rapidly, and a huge amount of Arabic 
tweets are generated daily. Because of the Extensive use of the 
Twitter website, media organizations and companies are 
interested in learning what people think and feel about their 
commodities, services, and products through their tweets by 
using sentiment analysis systems. 

Sentiment analysis (SA), often defined as opinion mining, 
is a Natural Language Processing (NLP) process that contains 
automatically detecting an attitude from a text that is connected 
to a specific issue. Oueslati et al. in [2] described sentiment 
analysis as a "method used to determine favorable and 
unfavorable opinions toward specific products and services 
using large numbers of textual data sources". The main purpose 
of SA is to discover people's feelings, opinions, beliefs, 
emotions, and attitudes expressed in natural language whether 
positive, negative, or neutral about a person, an organization, a 
product, a location, or an event, and how this changes over 
time. 

Machine learning and lexicon-based techniques are the two 
main strategies used in the literature to create SA systems. The 
lexicon-based technique uses a predetermined vocabulary with 
weighted terms and their sentiment inclination to estimate the 
sentiment tendency of text data. In this strategy, the process of 
classifying the text is done using its set dictionary as described 
in [3]. While the Machine Learning (ML) strategy uses well-
known ML algorithms to solve SA as a classification problem 
[3]. In several literatures, we discovered that the two 
methodologies were blended to create a hybrid approach. 

Sentiment analysis research in English has made significant 
progress, but it is still restricted in the Arabic language. The 
Arabic language has a complicated structure, according to its 
ambiguity and extensive morphological properties. This, along 
with having wide range of dialects and resource scarcity, 
makes progress in Arabic SA research difficult. Because of the 
significance of the Arabic language, this research focusing on 
assessing the sentiment of Arabic tweets shared by a huge 
number of users on Twitter by using machine learning 
approach. 
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One of the difficult issues that machine learning methods 
encounter in sentiment analysis and more generally in text 
classification is a large number of the features in the using 
dataset. Where a feature can have a favorable or negative 
impact on classification performance based on its relevance 
and redundancy with regard to the class labels. Therefore, 
feature selection approaches are necessary to enhance the 
accuracy and efficiency of classification algorithms by picking 
the most relevant and discriminating feature vectors. Feature 
selection methods determine the most useful features by 
measuring the quality of a features subset with which the best 
performance can be obtained. 

This work examined the impact of two feature selection 
techniques (Chi-Square, and Information Gain (IG)) on the 
performance of three classifiers (DT, KNN, and SVM) that 
trained on Jordanian Arabic Tweets to create a sentiment 
analysis model. The Arabic Jordanian General Tweets (AJGT) 
Dataset is used in this study to classify Jordanian tweets in two 
classes (negative, and positive). The AJGT dataset involves 
1,800 tweets that are categorized as (900 positives, 900 
negatives) represent people's opinions on different topics. 

The study is conducted as follows. The associated study is 
discussed in Section II. The technique of the proposed model is 
explained in Section III. Section IV discusses the experiments 
and their outcomes. Section V concludes with a summary of 
the study's findings. 

II. RELATED WORK 
In the sentiment analysis literature, a variety of machine 

learning techniques have been utilized [4-6]. In the 
classification task, the feature selection approach is used to 
increase performance by reducing dimensionality. There is a 
substantial amount of published work in the English language 
that uses several feature selection techniques to increase the 
performance of the sentiment analysis model [7]. On the 
converse, the influence of feature selection on dialectal Arabic 
sentiment analysis has received less attention. 

Duwairi and El-Orfaili [8] examined the effect of feature 
correlation, stemming, and n-gram models on sentiment 
analysis of Arabic text. For text representation, several N-gram 
models of words and characters were utilized. In this research, 
two datasets were utilized to conduct experiments. The first 
dataset is named the Politics dataset it contains 300 reviews of 
which164 are categorized as positive reviews and 136 are 
categorized as negative reviews. The authors gathered these 
reviews from Aljazeera webpage. While the second dataset is 
known as the Movie dataset and is open to the public. Three 
classification algorithms were employed to classify the reviews 
(SVM, Naïve Bayes, and K-NN).  From the result, SVM and 
Naïve Bayes classifiers achieve better performance. Substantial 
improvement has been achieved by using the top 1200 
correlated features and word N-gram with Naïve Bayes 
algorithm to produce the most increased accuracy with 97.2%. 

Baker et al., [9] introduced the first research of epidemic 
illnesses based on tweets in the Arabic language by developing 
a novel sentiment analysis system that aims to identify 
Influenza from Arab countries' tweets. The authors of this work 
obtained, labeled, filtered, and analyzed Arabic-language 

influenza-related tweets. The following algorithms were used 
to evaluate the system's quality and performance: DT, K-NN, 
NB, and SVM. From the tests, the best accuracy value of 
detecting influenza was 83.20%, which was achieved in the NB 
algorithm. 

Altaher Taha [10] proposed a novel technique for sentiment 
analysis of Arabic tweets using features weighting and deep 
learning. In this work, stop word removal, tokenization, and 
stemming are utilized as preprocessing methods, followed by 
the use of two feature weighting methods (Chi-Square and 
Information Gain) to give high weights to the most important 
features of Arabic tweets. Second, the deep learning approach 
is used to efficiently and correctly classify Arabic tweets as 
either positive or negative. The suggested methodology was 
compared to the performance of different classification 
algorithms such as Neural Networks (NN), Support Vector 
Machine (SVM), and Decision Tree (DT) using the same data 
gathered from Arabic tweets. The suggested method exceeds 
the others, achieving the maximum precision and accuracy of 
93.7% and 90%, respectively. 

El Rahman et al., [11] developed a model that can classify 
tweets as negative, positive, or neutral using different 
techniques to improve the classification accuracy. The authors 
of this study used Twitter API to extract Tweets on two topics: 
KFC and McDonald's, in order to determine which restaurant is 
more popular. This presented methodology combined the use 
of both unsupervised and supervised machine learning 
techniques. Firstly lexicon-based algorithms have been used to 
create previously unlabeled data. After that data was input into 
several supervised models for training purposes, including 
(SVM, NB, DT, and RF). Different testing measurements, such 
as f-score and cross-validation, were used to test the outcomes 
of the suggested models. As a consequence, both positive and 
negative reviews show that McDonald's is more popular than 
KFC. 

Ghallab et al., [12] presented a deep survey of the current 
literature related to Arabic sentiment analysis (ASA). The 
major aims of this review are to encourage research and to 
identify new areas for future study in ASA, Analyze and 
compare the methods used in each study and its results, also to 
make it easier for other researchers to find similar works. After 
filtering, this review focused to analyzed 108 published studies 
from 22 conferences and 11 journals proceedings. The 
conclusions of the review indicate that there is little study on 
creating standard datasets and using promising classifiers. 
Furthermore, the review shows limited research interested in 
designing a novel feature representation that appropriates for 
the Arabic language characteristics. Finally, the review 
highlights future research in the development of recommender 
systems in several areas with the goal of an improved 
framework for ASA. 

III. PROPOSED METHODOLGY 
In this part, we will clarify the parts of the suggested 

sentiment analysis model for Twitter in more detail. As seen in 
Fig. 1, the suggested model is divided into two parts: Training 
and Classification. The goal of the training part is to create a 
classification model that can discriminate between negative 
and positive tweets based on input labeled tweet collections. 
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Then during the classification part, the previously trained 
classification model will apply to assign a negative or positive 
label to the new unlabeled tweets. This proposed model 
includes four steps: Preprocessing, Feature Extraction, Feature 
Selection, and the Classification Model for Sentiment Analysis. 
The overall steps of the proposed model are shown in Fig. 1. 

A. Arabic Jordanian General Tweet (AJGT) Dataset 
Arabic Jordanian General Tweets is a new dataset Created 

6in 2017 by Alomari et al., [13] for the purpose of sentiment 
analyses, and it contains 1,800 tweets that are categorized as 
(900 positives, 900 negatives) represent people's opinions on 
different topics. The AJGT has been written in Jordanian 
dialect and MSA, and it's publicly available as a Github 
project. 

B. Preprocessing 
The major goal of this step is to process the input tweet text 

by using natural language    processing approach to prepare it 
for the next step of appropriately extracting the features. In this 
study, there are different preprocessing steps adapted in the 
data like filtering, tokenization, and stemming. These steps are 
clarified in more detail as below: 

1) Remove non-arabic symbols: Most Arabic tweets on 
Twitter involve noise, like elongations, diacritical marks, 
mixed language, and special characters. Therefore, one of the 

most crucial stages in preparing Arabic text for Twitter is to 
clean up the tweets by eliminating this kind of noise [14]. 
AJGT dataset has some special characters like (!, ., ?, %). To 
eliminate the noise from the text, non-Arabic characters are 
removed by using the cleaning method. As illustrated in 
Fig. 2, The cleaning procedure checks if each character in the 
text of the tweet belongs to the Arabic alphabet by reading it 
character by character.  If a character belongs to the Arabic 
alphabet, it is chosen; otherwise, it is replaced with white 
space by. 

2) Tokenizing: Tokenization is only a segmentation 
technique of the sentences. The goal of this process is to 
divide sentences into smaller pieces called "tokens", whether 
that is words or phrases [15]. There are several ways for 
dividing the phrases in RapidMiner, including using the n-
gram approach. The n-gram is a type of graph that is based on 
the number of letters in a word (n-number-of-tokens) and is 
utilized to keep the sentences at its meaning [16]. When n=2, 
it's referred to as diagrams, and when n=3, it's referred to as 
trigrams. For n=3, a sequence of three consecutive words 
(tokens) is created for every Arabic tweet in the dataset. In this 
study, we used a unigram option which means dividing the 
sentence into single words, each part representing a word. 

 
Fig. 1. The Proposed Model Framework. 
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Fig. 2. Cleaned Method. 

3) Arabic stop word removal: This step is one of the most 
popular used preprocessing techniques in different NLP 
applications.  This task is employed to eliminate unnecessary 
and meaningless words [17]. Stop words refer to phrases that 
appear frequently in Arabic writings, such as (i.e.   , بعد, من , الى
 In this step, each token is compared to the stop .( لھم , كما, قد
word list that already exists. If it's on the list, it will be 
removed. 

4) Stemming: Replacing a word with its stem means 
returning it to its original form. this strategy has a significant 
influence on reducing storage requirements and eliminating 
redundant terms. Because many Arabic words have the same 
stem, converting words with the same stem will eliminate 
redundant terms, for example, the words تعمل, یعمل, یعملون have 
the same stem which is عمل so all of these words will be 
replaced with the word عمل. There are two ways to stem a 
word: reducing it to its three-letter root and light stemming, 
which eliminates frequent suffixes and prefixes but does not 
reduce it to its root. In this study, we used root stemming 
(Porter's Stemmer algorithm). 

C. Feature Extraction 
After the preprocessing step, the text should be converted 

into a numeric representation that the ML classifier can 
interpret. A vector model, often called a feature model, is a 
model that is represented by a matrix of word weights. 
Weighting Word is a method of assigning a score to the 

frequency with which a phrase occurs in a text document [18].  
TF-IDF (Term Frequency-Inverse Document Frequency) is one 
of the popular methods for weighting words. The idea of TF-
IDF is that it calculates the frequency of each token in a tweet 
[19]. Because each tweet is varied in length, a term may occur 
more frequently in a long tweet than in a short tweet. As a 
result, term frequency is frequently split by the document's 
length (the total words in the document). The TF-IDF value 
shows how important a token is to a document in the tweets. 

D. Feature Selection 
The classification's performance is heavily influenced by 

the feature vector. Notably, that features if, by excluding or 
including them, the performance would improve or decrease. 
The relevant features are critical to the training phase because 
it has an informative aspect that would enhance the 
classification. On the other hand, the irrelevant ones are less 
informative, thus including them may have an adverse effect 
on performance. Determine which of the features are irrelevant 
or relevant is the objective of this step [20]. In this section, two 
feature selection strategies were used to extract the most 
relevant and meaningful features which are Information Gain 
and Chi-Square (IG). 

1) Information Gain (IG): IG is a useful feature selection 
method that assesses how informative a feature is about the 
class. IG denotes the reduction of uncertainty in selecting a 
category by knowing when the value of the feature. IG is a 
ranking score algorithm which can be computed for a term as 
shown in (1) [21]: 

𝐼𝐺 =
∑ 𝑃𝑃(𝑐𝑐𝑖𝑚
𝑖=0 ) log�𝑃𝑃(𝑐𝑐𝑖)� + 𝑃𝑃(𝑡𝑡)∑ 𝑃𝑃(𝑐𝑐𝑖𝑚

𝑖=0 |𝑡𝑡) log�𝑃𝑃(𝑐𝑐𝑖|𝑡𝑡)� +
𝑃𝑃( )𝑡− ∑ 𝑃𝑃(𝑐𝑐𝑖𝑚

𝑖=0 | )𝑡− log𝑃𝑃(𝑐𝑐𝑖| )𝑡−                (1) 

𝑐𝑐𝑖  Represent the 𝑖 th category, the probability of the 𝑖  th 
category is 𝑃𝑃(𝑐𝑐𝑖). The probability that the word 𝑡𝑡 will occur or 
not appear in the documents are represented by 𝑃𝑃(𝑡𝑡) and 𝑃𝑃( )𝑡−  
. 𝑃𝑃(𝑐𝑐𝑖|𝑡𝑡) Represents the probability of the 𝑖 th category if the 
term 𝑡𝑡  appeared, while 𝑃𝑃(𝑐𝑐𝑖| )𝑡−  represents the likelihood of 
the 𝑖 th category if the word 𝑡𝑡 did not exist. 

2) Chi-Square: The Chi-Square of independence is a 
statistical hypothesis test that calculates the difference 
between predicted and observed frequencies for two events 
[22]. The purpose of this test is to see if a difference between 
observed and predicted data is due to chance or if there is a 
link between the events. In feature selection, the two events to 
know the relationship between are the occurrence of the term 
and the occurrence of the class. Few studies have looked into 
the impact of utilizing the Chi-Square feature selection 
approach in Arabic sentiment analysis, such as [23]. In this 
study, The value for each term concerning the value of the 
class is calculated as shown in (2). 

𝑋2(𝑡𝑡, 𝑐𝑐) =  𝐷 ×(𝑃𝑁−𝑀𝑄)2

(𝑃+𝑀)×(𝑄+𝑁)×(𝑃+𝑄)×(𝑀+𝑁)
           (2) 

Where 𝐷𝐷 represented the total number of tweets, 𝑃𝑃 denotes 
the count of tweets in class 𝑐𝑐 that include the term 𝑡𝑡. 𝑄𝑄 is the 
number of Arabic tweets containing 𝑡𝑡 occurring without 𝑐𝑐. 
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While the number of tweets in class c that occur without t is M. 
While, 𝑁𝑁 is the number of tweets from other classes that do not 
include term 𝑡𝑡. 

E. Classification Algorithms 
1) Decision Tree (DT): It is a hierarchical tree that divides 

data into groups depending on attribute value conditions. 
according to another definition, it is the technique of 
recursively partitioning training data into smaller pieces based 
on a series of tests that are displayed at each branch of the tree 
[24]. Every node in the tree represented a feature training test, 
and each branch dropping from the node matched the feature 
value. For example, to categorize an instance, start with the 
parent node, verify its feature, and then move down the tree 
branch to the value of the feature for the specific instance 
which knows the leaf node (or terminal node) and represents 
the class label [25].  In the text situation, decision tree nodes 
are usually represented by words in tweets. several techniques 
are employed in the decision tree to improve classification 
accuracy. We used a DT with a maximum depth of 10 in this 
work. This algorithm is based on a gain ratio-based selection 
criterion for deciding which characteristics to separate. 

2) K-Nearest neighbor (K-NN): It's a ranking approach 
that uses a method based on the number of nearest neighbors 
and the distance between both the training data and the target 
data. [26]. Therefore, to make a prediction task, kNN utilizes 
similarity measures to make a comparison between a 
particular test entry and the training data set An n-featured 
record is displayed for each data entity. Each data entity 
displays an n-featured record. To guess a class label for an 
unidentified record, The kNN algorithm selects k recodes 
from the training data set that are the nearest to the unknown 
records. One of the most widely used for calculating this 
distance is called Euclidean measurement.  In this study, the 
value of k is set at 5 and the used distance measure is Mixed 
Euclidean Distance. 

3) Support vector machine (SVM): The SVM method was 
chosen because it is one of the most well-known classifiers in 
latest years. In the sentiment analysis research area, the SVM 
classifier outperformed other classifiers in several studies such 
as in [27,28]. The goal of SVM is to discover the Highest 
Marginal Hyperplane, which is the maximum margin between 
the hyperplane and the points on the hyperplane border. In 
general, SVM provides the benefit of overfitting protection 
and the ability to handle huge feature spaces. In this study, a 
radial basis function kernel SVM (RBF SVM) was used. 

IV. PERFORMANCE EVALUATION METRIC 
To analyze the efficiency of the suggested strategy, the 

following standard assessment measures were used: 

1) Accuracy: It's an important metric to assess the 
achievement of the classification task. It is represented as the 
percentage of correctly classified samples to the total samples. 
thus, it can be calculated mathematically by using the formula 
shown in (3) [29]: 

 𝐴𝑐𝑐𝑐𝑐𝑢𝑟𝑎𝑐𝑐𝑦 =  𝑇𝑃+𝐹𝑃
𝑇𝑃+𝐹𝑃+ 𝑇𝑁+𝐹𝑁

              (3) 

2) Precision: It determines how strict the classification 
output is. It is described as the percentage of samples 
accurately classified as positive compared to the total number 
of samples classified as positive. thus, it can be calculated 
mathematically by using the formula shown in (4) [30]: 

𝑃𝑃𝑟𝑒𝑐𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑇𝑃
𝑇𝑃+𝐹𝑃

              (4) 

3) Recall: this metric is used to determine the quality of 
the classifier's output. It can be calculated mathematically by 
using the formula shown in (5) [30]: 

𝑅𝑒𝑐𝑐𝑎𝑙𝑙 =  𝑇𝑃
𝑇𝑃+𝐹𝑁

               (5) 

Where: 

(TP) is the number of Arabic tweets properly classified as 
belonging to the correct class by the classifier. 

(TN) is the number of Arabic tweets successfully classified 
as not belonging to the right class by the classifier. 

(FP) is the number of Arabic tweets wrongly classified as 
belonging to the correct class by the classifier. 

(FN) is the number of Arabic tweets wrongly classified as 
not belonging to the correct class by the classifier. 

V. RESULT AND DISCUSSION 
In this work, three experiments were undertaken to 

examine the Impact of feature selection techniques and some 
classification algorithms on the dialectal Arabic sentiment 
analysis.  In the first experiment, we applied classification 
algorithms directly to the AJGT database, while we applied 
two methods of feature selection (information acquisition and 
Chi-Square) in the second and third experiments to compare 
them and choose the best method that enhances the accuracy of 
sentiment classification. In the next part, the experiments are 
explained in more detail. 

A. First Experiment 
The goal of this experiment is to It is to find the most 

accurate classification algorithm based on all the features in the 
database. In this experiment, we compare the accuracy of the 
most used classifiers in sentiment analysis systems without 
employing feature selection methods. First, we prepared the 
data set using the preprocess approaches mentioned in Section 
B. After that, numerous classifiers were used, including SVM, 
DT, and k-NN for sentiment classification.  To avoid dataset 
overfitting and improve model performance, we verified the 
models using the cross-validation approach, which randomly 
separates the dataset into a training dataset and a testing dataset 
depending on the k-fold value [31]. 

The first experiment employed a different number of K-
fold that was chosen as (5, 10, 15, and 20). Whereat each time 
the tweets are tested with various folds and various classifiers. 
Fig. 3 shows the average accuracy for the various folds (5, 10, 
15, and 20) using the DT, KNN, and SVM classifiers. The 
results are as follows: the average accuracy of the DT is 62.8%, 
62.4%, 62.8%, and 62.4%, respectively. The average accuracy 
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of the KNN is 62.6%, 62.6%, 62.7%, and 62.8%, respectively. 
Also, the average accuracy of the SVM is 62%, 62.6%, 62.7%, 
and 63.2% respectively. After comparing all of the accuracy 
values, we observed that the SVM RBF method achieved the 
greatest accuracy value of 63.2% at 20-folds. 

B. Second Experiment 
The purpose of this experiment is to study the effect of 

employing the Information Gain approach on the suggested 
system in two aspects: accuracy improvement and dimension 
reduction. In the first portion of the experiment, the accuracy of 
the classifiers (DT, KNN, and SVM) is computed after 
applying the Information Gain approach as a feature selection 
algorithm to obtain the best subset of features from all features. 
In the second portion of the experiment, we are interested in 
assessing the reduction ratio achieved by using the IG strategy, 
because the IG technique is primarily utilized to choose 
features that better match the given classes. Based on that, the 
IG algorithm was able to reduce the total number of features 
from 1170 to 713 and the results were presented in Table II. 
Table II demonstrates the performance of the proposed 
approach for Arabic sentiment analysis based on the IG feature 
selection algorithm at 20-folds (determined based on previous 
experience as in 4.1). 

 
Fig. 3. Accuracy Comparison of Different Classifiers before using Feature 

Selection. 

TABLE I. EXAMPLE OF THE CLEANING ALGORITHM OUTCOMES 

Tweet text before cleaning Tweet text after cleaning 

"ما شاء الله ... ونعم التعلیم في الاردن .... ابدعوا 
 "!!!الشباب 

"ما شاء الله     ونعم التعلیم في الاردن     
  ابدعوا الشباب    "   

" الجمال : لیس فقط شیئا نراه بل ھو شيء نكتشفھ 
، روح جمیلھ ، وفكر جمیل ، اخلاق جمیلھ ، وادب 
 جمیل"

لیس فقط شیئا نراه بل ھو شيء  " الجمال  
نكتشفھ   روح جمیلھ   وفكر جمیل   اخلاق 
 جمیلھ   وادب جمیل"

% بس شكلھا ھاي مو مدرسھ"100"وانا   "وانا      بس شكلھا ھاي مو مدرسھ" 

TABLE II. COMPARISON OF ACCURACY AFTER USING IG WITH SEVERAL 
CLASSIFIERS 

Algorithms Accuracy 
% 

Precision 
% 

Recall 
% 

DT 75 74 75 

KNN 72 75 70 

SVM 85 85 84 

As demonstrated in Table III, using the IG technique 
increased the accuracy of the proposed model by about 15% on 
average in all employed classifiers. Furthermore, utilizing the 
IG approach decreases the AJGT dataset's feature vector length 
by around 61%. This allows the classifiers to distinguish 
efficiently between positive and negative classes with lower 
computational requirements. Furthermore, applying the IG 
approach in the feature selection step reduces the feature vector 
length for the AJGT dataset by around 61%. This enables the 
classifiers to discriminate between positive and negative 
classes more effectively while using fewer computational 
requirements. Based on the findings in Table I, we can observe 
that using the IG technique not only reduces the dimension of 
the feature vector but also significantly improves the 
performance of all classifiers. 

C. Third Experiment 
In this experiment, we aim to evaluate the performance of 

the proposed model after using the Chi-Square approach as a 
feature selection method.  After applying the same evaluation 
process described in the second experiment on the AJGT 
dataset, the Chi-Square Algorithm was able to reduce the total 
number of features from 1170 to 750 features and the results 
were presented in Table III. Table III shows the performance of 
the proposed approach for Arabic sentiment analysis based on 
the Chi-Square feature selection algorithm at 20-folds 
(determined based on previous experience as in Section 4.1). 

After comparing the results of previous experiments, we 
conclude the following: 

• The SVM classifier shows the greatest classification 
performance among all the classifiers tested, but its 
performance decreases as the number of features 
increases. In the second and third tests, the D-tree 
classifier's performance appears to remain stable, 
despite the low number of features. In all experiments, 
K-NN had the worst results. 

• The proposed approach based on the Information Gain 
Algorithm in the feature selection step achieved a 2% 
improvement overall classifiers compared to the Chi-
Square Algorithm. 

TABLE III. COMPARISON OF ACCURACY AFTER USING CHI-SQUARE WITH 
SEVERAL CLASSIFIERS 

Algorithms Accuracy 
% 

Precision 
% 

Recall 
% 

DT 73 73 71 

KNN 70 72 70 

SVM 83 84 82 
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• The efficiency of this proposed approach is due to two 
main factors: First, we utilized a preprocessing step to 
improve the quality of the data we used, which leads to 
an increase in the quality of the results. Second, using 
feature selection algorithms to select the best subset of 
features reduces the total number of features and 
improves the classification model's accuracy. An IG 
algorithm outperformed the Chi-Square Algorithm as it 
was able to reduce the number of features from 1170 to 
731, whereas the Chi-Square Algorithm reduced it to 
750. 

VI. CONCLUSION 
This study examined the impact of two feature selection 

approaches (IG, and chi-squire) on the performance of the (DT, 
KNN, and SVM) classifiers for dialectal Arabic sentiment 
analysis. The experiments are implemented in the RapidMiner 
data mining tool by using an AJGT dataset and a 20-fold cross-
validation technique. The dataset consists of 1800 Arabic 
Jordanian tweets labeled by two different classes (negative and 
positive). The experimental results showed the Information 
Gain Algorithm outperformed the Chi-Square Algorithm in the 
feature selection step, as it was able to reduce the number of 
features by 61% and increase the accuracy of the classifiers by 
10%. Moreover, the SVM classifier shows the greatest 
classification performance rather than DT, and KNN among all 
the experiments which give the highest accuracy of 85% with 
the IG algorithm. 
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Abstract—As a key research subject in the fields of health and 
human-machine interaction, human activity recognition (HAR) 
has emerged as a major research focus over the past few decades. 
Many artificial intelligence-based models are being created for 
activity recognition. However, these algorithms are failing to 
extract spatial and temporal properties, resulting in poor 
performance on real-world long-term HAR. A drawback in the 
literature is that there are only a small number of publicly 
available datasets for physical activity recognition that contain a 
small number of activities, owing to the scarcity of publicly 
available datasets. In this paper, a hybrid model for activity 
recognition that incorporates both convolutional neural networks 
(CNN) are developed. The CNN network is used for extracting 
spatial characteristics, while the LSTM network is used for 
learning time-related information. Using a variety of traditional 
and deep machine learning models, an extensive ablation 
investigation is carried out in order to find the best possible HAR 
solution. The CNN approach can achieve a precision of 90.89%, 
indicating that the model is suitable for HAR applications. 

Keywords—Human recognition; deep learning; hybrid model; 
CNN; HAR 

I. INTRODUCTION 
Human activity recognition (HAR) is a well-established 

research topic that requires the correct identification of a wide 
range of activities that are collected in a variety of ways. 
Sensor-based HAR makes use of inertial sensors such as 
accelerometers and gyroscopes to measure the acceleration 
and rotational velocity of a body. There are numerous 
advantages to employing sensors to capture a person 
movement rather than cameras and microphones, including the 
fact that they are less sensitive to noise, less invasive for the 
user, and less expensive. Sensors are also less expensive than 
cameras and microphones [1]-[5]. Furthermore, as a result of 
the growing use of sensors embedded in cellphones, these 
devices have become virtually ubiquitous in our lives. 

Aspects of sensor-based HAR that are particularly 
challenging are the encoding of information and the 
representation of time. Previous classification systems 
depended on features extracted from kinetic signals that were 
first constructed and then implemented into the system. Please 
keep in mind that these characteristics are largely picked on 
the basis of heuristics, which are determined by the nature of 
the work at hand. If you have a deep grasp of the application 
area or extensive human experience, you may find that when 
you extract the characteristics from the data collection, you 
only get a shallow set of characteristics. As previously stated, 

standard HAR techniques do not scale well to complex motion 
patterns and do not perform well on dynamic data, which is 
defined as data gathered from streams that remain forever 
outside of the lab [6]-[9]. 

Automated and deep approaches to human-computer 
interaction are becoming increasingly prevalent in the field of 
human-computer interaction. Most deep learning research in 
biometrics has been focused on face and speaker recognition 
[12]. The selection of significant characteristics from the data 
is delegated to the learning model through the use of data-
driven signal classification methods, which are used to train 
the learning model on the data. CNNs are particularly useful 
when it comes to detecting spatial and temporal correlations 
between signals [10]. Efficient features are first extracted from 
raw data. The features include mean, median, autoregressive 
coefficients, etc. [11]. 

This paper presents the construction of an activity 
recognition model that incorporates convolutional neural 
networks (CNNs). The CNN network is used to extract spatial 
features, whereas the LSTM network is used to learn about 
time-related information. It is necessary to do a thorough 
ablation analysis utilizing a variety of classical and deep 
machine learning models in order to determine the most 
effective HAR solution possible. The CNN technique can be 
employed for HAR applications because of its high precision 
of 90.89%. 

II. RELATED WORK 
When it comes to common supervised machine learning 

techniques, the generic Activity Recognition Chain [13] 
includes steps such as preprocessing, extraction of features, 
and classification. When it comes to deep learning (DL), 
CNNs are an example of a technique that does not require the 
extraction of features from raw data before classification [14]. 
CNN feature extraction is accomplished through the 
convolution of the input signal with a kernel [15]. The 
outcome of the convolution technique is a feature map that 
contains information about the data. 

Both advantages and drawbacks arise from the ability of 
CNNs to automatically learn properties. It streamlines the 
ARC [14] by automating jobs that would otherwise require 
domain-specific expertise, like the identification of a suitable 
feature collection. In contrast to the feature selection 
approach, which starts with the largest number of features 
feasible and narrows it down to only those that provide the 
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best discrimination across target classes, CNNs do not require 
any of these phases. Instead, the use of a CNN incorporates 
the feature extraction phase into the classifier model, requiring 
an extended training period to generate adequate features and 
exposing the approach to problems such as those arising from 
cold starts. In order to mitigate this problem, it is common in 
computer vision to use pre-trained CNN models for feature 
extraction, such as those developed by Raja Raman et al. [16]. 

In the MLP classifier, there are numerous dense, fully 
connected layers that lead to an output layer with as many n-
nodes as the number of target classes present in the input. A 
vector of HCF is used as an input to a regular MLP in order to 
feed it (a). In the CNN scenario (b), convolutional layers are 
employed to extract features from the data [17]. 

An alternative is to do a max-pooling operation after each 
of the convolutional layers, which will result in a further 
reduction in the feature map size due to down sampling of the 
data [17]. A 1D vector that has been flattened from the output 
of the previous convolutional layer is supplied into the MLP 
layer just as it was in the HCF example. While IMU signals 
frequently contain a temporal component, 2D convolution is 
more commonly used in the processing of picture audio [18] 
and video audio [19]. 

Rectified Linear Unit (ReLU) activation functions are one 
of the most frequently used activation functions for 
convolutional layers, while Softmax activation functions are 
commonly applied in multi-class classification settings [15]. It 
is possible to employ alternative activation functions in the 
case of multi-label classification, such as the sigmoid function 
[20]. 

III. PROPOSED METHOD 
A two-pronged approach will be used to experiment with 

CNN in this section. In the first phase of this work, CNN 
automatically retrieved features with a variety of hyper 
parameters and topologies, which are then analyzed and the 
results were presented. A real-world dataset was utilized for 
the second aim, which investigated the viability of employing 
a pre-trained CNN feature extractor for HAR. It is useful to 
take advantage of a CNN ability to automate feature extraction 
while avoiding the cold-start difficulty. 

Two steps in a case study were recommended, which are 
depicted in Fig. 1. 

In the first stage, a CNN feature extractor is trained to 
extract features from images [Fig. 1(a)]. This step involves 
experimenting with different topologies and hyper parameter 
combinations. The best-performing HAR models have been 
discovered as a result of this research. It is only used as a 
feature extractor in the second stage, in order to convert raw 
data into a suitable input vector for a second classifier model 
in the third phase. The flattening layer generates feature 
vectors as a result of a succession of convolutional processes, 
and the weights of the CNN networks are fixed at the 
beginning of the first phase. 

 

 
Fig. 1. Two-pronged Approach will be used to Experiment with CNN. 

Following an aim similar to transfer learning, the feature 
vector formed by taking the output of the flattening layer can 
be used to represent raw data in a different context by using 
the feature vector created by taking the output of the flattening 
layer. As seen in Fig. 1(b), the characteristics generated by the 
pre-trained classifier are utilized to train the second model, 
which is subsequently used to train the first model. Finally, as 
illustrated in Fig. 1(c), the second model is put to the test. 

In several preliminary experiments, HCF and CNN were 
compared. However, the breadth of the current case study was 
restricted due to the nature of the data. For example, CNN 
feature extractor for HAR is used in this work to explain how 
to use the tool, and some additional data and analysis are 
included that was not included in the previous study to 
demonstrate how to utilize the tool. 

As a result of the prior investigation, several key data 
requirements for the case study were identified. For the first 
phase, it was found that data collected in controlled 
environments was the most appropriate choice. The likelihood 
of noisy labels being introduced into these datasets is low due 
to the fact that they are developed in a controlled laboratory 
environment. Consider that the comparison with HCFs may be 
influenced by issues such as label noise, which could result in 
an incorrect rating. 
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A. Network Architecture 
Because each sensor samples six different signal 

components, the type of input examples that the network 
receives is determined by the sensor design. These six 
different signal components are then organized into a single 
channel image matrix of size 6×204×N, which is the largest 
size available. Consequently, the network input takes the 
shape of 6×204×N, where N is the number of channels and is 
equivalent to the number of sensors used for sampling in the 
network. Model-driven input adaptation is the term used to 
describe this technique, which is capable of recognizing both 
spatial and temporal patterns within the signal components. 

The convolutional model is illustrated in its entirety in 
Fig. 3. Following the input layer, there are three convolutional 
layers and three max-pooling layers. Following this procedure, 
each input channel receives a collection of multiple feature 
maps, each with kernels of sizes 3×5, 2,4×2, and 2×2 
according to the size of the input channel. It is necessary to 
pad the input of each convolutional layer correctly in order to 
ensure that there is no resolution loss caused by the 
convolutional process. A batch normalization procedure is 
employed during the creation of each convolutional layer. In 
the three max-pooling layers, kernels with sizes of 3 3, 2×2, 
and 3×2 are employed. Following that there are three dense 
layers of 500, 250, and 125 units apiece, which together form 
a network that is entirely connected. During the training 
phase, neurons have a 0.5% chance of being dropped from the 
thick layers. 

It is true that the cross-entropy function is used to measure 
loss; however, it is also used as an activation function for all 
of the network nodes as well. The Adam optimizer is a 
stochastic approach to optimization that uses a random 
number generator. Units in the output layer correspond to the 
number of actions performed by each group, and there are m 
units in total. The softmax method will return the class of the 
input windows that is the most likely to be encountered. 

 
Fig. 2. CNN Architecture. 

The Fig. 2 represents the CNN Architecture. The input 
results in fully convolutional network (FCN).We have chosen 
a set of hyper parameters that are consistent across all activity 
groups and sensor configurations. These parameters were 
chosen based on best practices in the literature and empirical 
evidence. It has been discovered that a batch size of 1024 can 
significantly speed up the learning process when compared to 
smaller batches, while not being computationally prohibitively 
complex to maintain. 

Depending on the behavior of specific combinations, there 
are between 150 and 300 training epochs available. The 
starting rate of learning is set at 0.005% each minute. Rather 
than attempting to construct the most efficient network, our 
goal is to assess the classification potential of various sensor 
technologies. 

We make our architectural decisions as a result of a very 
normal network configuration, which is based on modest 
kernels, standard regularisation methods, and a small number 
of hyperparameters. If no regularisation process is employed, 
three convolutional layers will result in overfitting if no 
regularisation procedure is used. The inclusion of extra 
convolutional or dense layers has little effect on the 
performance of the network, but the introduction of dropout 
helps to stabilise learning and improve stability. 

IV. RESULTS AND DISCUSSION 
The Tensor Flow 1.7 framework is utilized in the 

construction of the network. Following the recording of the 
activity, the signal is decomposed into 204 points, each of 
which corresponds to roughly two seconds of movement, with 
a stride of five points between each point. Reduced window 
sizes are associated with enhanced classification performance, 
and in the context of CNNs, the limited structure of the 
network input data makes the training process easier. The 
shape of the generated matrix is determined by the number of 
sensors employed to sample the window: 6N×204 in this case. 
This has resulted in a significant increase in the quantity of 
training and testing samples available. It is uneven because the 
activities have varying execution periods and because 
different subjects may complete the same activity at various 
rates, which makes the dataset unbalanced. 

For the purpose of evaluating the performance of our 
classification system, we employ a typical 5-fold cross-
validation approach. To separate the accessible datasets, we 
employ topics rather than windows as a division method. As a 
result, this prevents overfitting and enhances the 
generalization of model outputs as a result. In order to produce 
each fold, an 80/20 split is achieved by separating four people 
from a group of 19, as mentioned previously. 

Through this case study, which is shown in Fig. 3 to Fig. 7 
were able to investigate the impact of various hyper 
parameters and CNN settings on the feature learning 
capabilities of our model. Regarding feature learning in HAR, 
this experiment provided an excellent overview of the main 
elements that determine a CNN ability to learn new features 
and how these aspects interact with one another. While the 
results from the first phase of the case study demonstrated that 
CNNs can perform at least as well as the best HCFs, the 
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results from the second step demonstrated that CNNs can 
perform at least as well as the best HCFs. This is why CNNs 
must be trained before being used, and as a result, they are 
susceptible to the cold-start problem. 

 
Fig. 3. Accuracy. 

 
Fig. 4. Precision. 

 
Fig. 5. Recall. 

 
Fig. 6. F1-Measure. 

To evaluate CNN feature learning methods for dataset test 
cases, a pre-trained CNN feature extractor was employed on a 
real-world dataset to extract features from it. Real-world 
datasets enable the evaluation of CNN automatic features in a 
more realistic environment than was previously possible. The 
problem of dealing with uncontrolled environments was 
brought to light through realism-based testing. 
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Fig. 7. Computational Time. 

Although a larger number of training epochs were 
required, it was demonstrated that SGD enabled the model to 
be trained with greater accuracy on the test set, leading to an 
F-Score of 94% in the more challenging target activities, 
which included transitions as a NULL class. We were 
successful in identifying a suitable network architecture that 
matched our feature learning criteria while also keeping the 
model complexity under control. The architecture was 
evaluated using data from a large real-world dataset that was 
made available to the public. 

V. CONCLUSION 
This paper presents the construction of an activity 

recognition model that incorporates both convolutional neural 
networks (CNNs) and convolutional neural networks (CNNs). 
This work was primarily intended to demonstrate the usage of 
a CNN pre-trained feature extractor rather than to provide a 
comprehensive analysis of the hyper parameters and settings 
used in the training process. The optimization of models, on 
the other hand, is subject to several restrictions. When 
analyzing designs with varied numbers of convolutional layers 
and convolution kernel sizes, for example, only the ReLU 
activation function was used to achieve the best results. 

 Other modes of activation may be investigated in future 
investigations. In a similar vein, the default Keera’s learning 
rate of 0.001 was employed. The CNN network is used to 
extract spatial features, whereas the LSTM network is used to 
learn about time-related information. It is necessary to do a 
thorough ablation analysis utilising a variety of classical and 
deep machine learning models in order to determine the most 
effective HAR solution possible. The CNN technique can be 
employed for HAR applications because of its high precision 
of 90.89%. 
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Abstract—Now-a-days, social media sites and travel blogs 
have become one of the most vital expression sources. Tourists 
express everything related to their experiences, reviews, and 
opinions about the place they visited. Moreover, the sentiment 
classification of tourist reviews on social media sites plays an 
increasingly important role in tourism growth and development. 
Accordingly, these reviews are valuable for both new tourists and 
officials to understand their needs and improve their services 
based on the assessment of tourists. The tourism industry 
anywhere also relies heavily on the opinions of former tourists. 
However, most tourists write their reviews in their local dialect, 
making sentiment classification more difficult because there are 
no specific rules to control the writing system. Moreover, there is 
a gap between Modern Standard Arabic (MSA) and local 
dialects. one of the most prominent issues in sentiment analysis is 
that the local dialect lexicon has not seen significant development. 
Although a few lexicons are available to the public, they are 
sparse and small. Thus, this paper aims to build a model capable 
of accurate sentiment classification in the Saudi dialect for 
Arabic in tourist place reviews using deep learning techniques. 
Machine learning techniques help classifying these reviews into 
(positive, negative, and neutral). In this paper, three machine 
learning algorithms were used, Support -Vector Machine (SVM), 
Long short-term memory (LSTM), and Recurrent Neural 
Network (RNN). These algorithms are classified using Google 
Map data set for tourist places in Saudi Arabia. Performance 
classification of these algorithms is done using various 
performance measures such as accuracy, precision, recall and F-
score. The results show that the SVM algorithm outperforms the 
deep learning techniques. The result of SVM was 98%, 
outperforming the LSTM, and RNN had the same performance 
of 96%. 

Keywords—Sentiment classification; Saudi dialect; support -
vector machine; recurrent neural network; long short-term memory 

I. INTRODUCTION 
Due to the astounding and quick expansion of social 

networking sites, an increasing number of individuals are 
sharing their experiences and opinions on various issues, 
including travel, hotels, physical items, movie reviews, and 
health. One cannot deny that social media sites play a role in 
people's daily and social lives. Additionally, they assist tourists 
in selecting the appropriate destination via their comments on 
tourist destinations' social media sites, as mentioned by [1]. 

Moreover, social media sites have gained a significant 
attraction on the web. These sites have evolved into an 
indispensable resource for travelers whose decisions are 
influenced by the reviews and opinions of other travelers. 
Human emotions and emotional cognition influence purchasing 

decisions, travel, and other variables. Online reviews can help 
researchers and business owners understand tourists' needs and 
preferences correctly. It was further noted that the tourism 
industry's primary reliance on the opinions and perceptions of 
former travelers is universal. They emphasized that [2] the 
views expressed by tourists in the comments play a role in 
influencing the choices of other tourists for their travel 
destinations. 

Moreover, travelers frequently desire to know 
the attractions for which a city they wish to visit is renowned. 
They research social media sites for recommendations, 
opinions, and reviews to visit tourist destinations. Given the 
plethora of information and evaluations, it is difficult for 
travelers to obtain reliable judgments and select the best hotels, 
restaurants, and attractions. Many people share their 
experiences and views spontaneously and more credibly about 
the tourist places they visit without a financial return. 
Therefore, it will be challenging for the reader to locate 
relevant websites when researching, rewriting, and 
summarizing the facts and viewpoints vital to them. 

Consequently, the significance of sentiment classification 
reduces the time and effort required to extract relevant 
information for travellers. The sentiment classification process 
studies people's emotional state and their assessments of a 
particular topic or their attitudes towards a specific event, and 
sentiment classification is used in tourism applications, 
products, shopping and other areas of life. Consumers place 
greater credence on online reviews, personal recommendations, 
and comments and thus are more likely to provide product 
reviews after purchasing. The classification process aims to 
determine the polarity of the text and determine whether a 
person feels optimistic about a particular product, negative or 
neutral. Classifying reviews (positive or negative) is the goal of 
sentiment classification, and like the use of text, analysis has 
proven cost-effective. The classification is mainly based on an 
explained supervised learning approach [3]. 

As a result, sentiment classification is one of the most 
active and prosperous research areas in Natural Language 
Processing (NLP). Many researchers and those interested in 
this field use deep learning for sentiment classification. Data 
technologies reduce sentiment classification errors to ensure 
the highest accuracy on social media [4]. This study aims to 
develop a model capable of accurate sentiment classification in 
the Saudi dialect of Arabic by analyzing tourist location 
reviews using deep learning techniques. 
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A. Sentiment Classification 
Sentiment classification refers to analyzing textual data on 

social media and extracting people's sentiments about different 
topics. The sentiment classification also provides a more 
understanding of people's views on a particular topic. We can 
observe the sentiment classification in action when determining 
consumer satisfaction with a specific product based on their 
input. In addition, we may learn about people's preferences for 
top attractions through their recommendations on social 
networking sites and by assessing the quality of hotels through 
reviews. These reviews can also classify opinions as positive, 
negative or neutral. Many English, Chinese and other 
languages have made remarkable progress and are high-
performance using sentiment classification [5]. Likewise, as 
the volume of unstructured data generated by social media 
grows, the demand for sentiment classification has 
skyrocketed. There are three different levels of sentiment 
classification: document level, sentence level, and feature level. 

• Document-level: The document is classified by general 
feeling, either positive, negative or neutral, and the 
paper is supposed to contain an opinion on one topic. 

• Sentence level: At the sentence level, the classification 
determines whether the opinion in this sentence is 
positive, negative or neutral. 

• Feature level: Feature level makes a more accurate 
analysis. Instead of looking at the structure of language 
(documents, paragraphs, sentences, or phrases), it 
directly looks at the same opinion. 

It is also called aspect-based sentiment analysis. This level 
examines multi-opinionated sentences to determine the attitude 
towards entities or their aspects by examining the opinion and 
the entity's purpose or one of its features. 

B. Sentiment Classification Techniques 
It has developed classification methods in machine 

learning. There are roughly three classification strategies for 
sentiment: machine learning, lexicon-based, and hybrid. 

• Machine Learning-based approach: Two proposed sets 
of classification sentiment problems are traditional and 
deep learning models [6]. Traditional models apply to 
classic machine learning algorithms: Naïve Bayes (NB) 
classifier, Maximum Entropy (ME) or SVM. Algorithm 
inputs also use language features such as N-grams, bi-
grams, bag-of-word, parts of speech, or adjectives and 
adverbs. Consequently, choosing features in traditional 
models can affect the accuracy of the results. In 
contrast, sentiment analysis employing deep learning 
models such as Deep Neural Networks (DNN), 
Convolutional Neural Networks (CNN), and RNN can 
get better results than conventional methods. 
Accordingly, we can address classification problems at 
the document level, Sentence level, or Aspect or 
Feature level. 

• Lexicon-based approach: this technique was the first to 
use sentiment analysis [6]. It consists of a set of 
sentiment terms that are translated and pre-known. It is 
also divided into two approaches: dictionary-based and 

corpus-based. In the first form of sentiment 
classification, a dictionary of terms is used to locate the 
first sentiment words, using a synonym and antonym 
dictionary such as WordNet SentiWordNet. In the 
second type, the sentiment classification corpus-based 
does not depend on the dictionary of pre-defined 
sentiment terminology but on statistical or semantic 
analysis for the polarity sentiment. The corpus-based 
uses a technique such as neighbours (k-NN), 
Conditional Random Field (CRF). 

• A hybrid approach is prevalent and confuses both 
approaches, and sentiment dictionaries play a 
significant role in most methods [7]. The more 
effectively the classifier is trained, the easier and better 
is the future predictions. We can divide text 
classification methods into supervised and unsupervised 
learning using machine learning. Conversely, 
unsupervised learning is used when it is challenging to 
find classified training documents. 

C. Deep Learning 
Deep learning is a branch of machine learning as it depends 

on neural networks that resemble the human brain. Deep 
learning refers to the deep neural network introduced in 2006 
by G.E. Hinton. Accordingly, deep learning can recognize 
speech, analyse images, and process natural language. Deep 
learning networks also provide supervised and unsupervised 
groups. Consequently, many companies have been interested in 
machine learning in handling big data, and models have been 
created to analyse big and complex data faster and more 
accurately [8]. However, there are many networks in deep 
learning, such as CNN and Deep Belief Network, and there are 
many benefits for neural networks in vector representation, 
sentence classification, sentence modelling, and text creation. 

D. Models 
1) Long short-term memory model: LSTM is a developer 

version of RNN. They were developed to overcome the 
problems of RNN in the vanishing and exploding gradient. 
They were introduced by [9]. Consequently, LSTM has 
achieved great success in various NLP tasks. Accordingly, 
[10] designed to model temporal sequences and their long-
range dependencies more accurately than conventional RNNs 
of three basic gates: the input gate, the output gate ot, and the 
forget gate ft. 

• The input gate controls the amount of information 
transferred from the input to the current cell. 

• Forget gate ft. This gate decides what information 
should be thrown away or kept. Data from the previous 
hidden state and information from the current input are 
passed through the sigmoid function. Values come out 
between 0 and 1—the closer to 0 means to forget, and 
the closer to 1 means to keep. 

• The output gate ot controls the amount of information 
transferred to the output. 

2) Recurrent neural network model: RNNs are artificial 
neural networks that process and use sequential data. In a 
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conventional neural network, each input and output is treated 
as independent of the other, which might result in poor 
performance. Hence, the idea of a repetitive neural network 
predicts the following word in the sentence based on the 
previous word. RNNs have the concept of 'memory' that helps 
them store the states or information of prior inputs to generate 
the following output of the sequence. In this way, the network 
can use history to understand the sequential nature of the data. 
According to this, RNNs have shown great success in many 
NLP tasks. Mainly concentrating on sequential data 
applications, such as text classification and speech 
recognition. On the other hand, RNNs have also shown 
notable success in image processing. 

3) Support vector machine model: SVM algorithm is one 
of the supervised machine learning algorithms used for 
classification and regression, developed by Vapnik. SVM is 
used to solve various classification problems, such as the 
recognition of fonts, images, text classification, and other 
fields [11]. The concepts used in SVMs, like hyperplane, 
optimal margin, Kernels, etc. There are two types of SVM: 
linear classification and non-linear classification. Liner 
classification: divides the two groups of data linearly. SVM 
picks the hyperplane with the most significant margin to 
achieve maximum separation between the two classes. The 
margin equals the sum of the shortest distances between the 
separating hyperplane and the closest data point of both 
categories. Non-linear classification in SVM has been 
extended using Kernels. Kernels are mathematical functions 
that transform the data from a given space (known as Input 
Space) to a new high dimensional space (known as Feature 
Space) where data can be separated with a linear surface 
(called hyperplane). 

II. RELATED WORK 
Social media sites generate vast reviews about travel, 

products, movies, etc. In addition, social media sites provide a 
suitable space for people to share their experiences more freely. 
Today, people are increasingly making their views and 
experiences available online. Therefore, millions of web pages 
will appear when you search for any topic online. It is 
challenging and time-consuming to gain an overall 
understanding of these reviews. A few reviews may influence 
an individual's perspective.  Accordingly, sentiment 
classification aims to solve such problems by automatically 
classifying people's views into negative, positive, and neutral 
opinions. This makes it an important field of research for 
consumers, companies and Governments. However, resources 
are not always available for all areas or languages. While there 
has been a great deal of study on sentiment classification in 
English, very few scholars have examined sentiment 
classification in Arabic, despite the growing number of Arabic 
speakers. 

A. Tourist Place Reviews Sentiment Classification 
With the radical change in social lifestyle and people's 

general decisions, sentiment classification has become the 
subject of long-term research. A study analyzing sentiment 

classification revealed that numerous studies use movie or 
restaurant reviews as a proxy for sentiment categorisation. [12] 
stated that traditional sentiment classification methods often 
require significant human efforts. With the growing volume of 
web reviews, people have a big problem increasing 
information. The author in [1] has focused on analyzing and 
organising unstructured data from social media sites. In light of 
this, unstructured data from social media has increased the 
demand for sentiment analysis. The author in [13] explained 
that sentiment analysis could be at different levels, such as 
document level, sentence level, and aspect-based. The results 
of experimental studies [14] also showed that one of the tasks 
of sentiment classification at the document level is to consider 
the importance of sentences. 

Moreover, as explained by [15], many studies use 
classification algorithms such as NB, ME, and, particularly, 
SVM to classify the polarity of reviews. Accordingly, [16] 
compared two approaches to supervised machine learning 
methods regarding sentiment classification of reviews between 
SVM and NB, which was highly accurate. The results indicated 
that NB outperformed SVM, as the training data set consists of 
many reviews. The approach of NB has reached a high degree 
of accuracy compared to SVM. 

In addition, [17] compared five machine learning 
algorithms, K-Nearest Neighbors (KNN), Decision Tree, 
Artificial Neural Networks (ANNs), Naïve Bayes and SVM are 
used for the classification of sentiments. These algorithms are 
analysed on Twitter's dataset, and the performance of these 
methods has been compared based on different performance 
metrics such as accuracy, precision, recall and F measure. The 
results showed that SVM outperforms others and has a higher 
predictive ability than other algorithms. So, all the metrics, 
Accuracy, Precision, Recall and F-score, are high in the case of 
SVM. 

The author in [18] compared the accuracy of 
LSTM and CNN by looking at the different designs of each. 
The training sample was taken from Booking and TripAdvisor. 
Thus, the results showed that 
LSTM neural networks outperform CNN in performance. 
LSTM produces higher accuracy. 48TThey also show that 
combining convolutional layers with recurrent LSTM layers 
does not benefit48T. 

The author in [19] suggested a hybrid model using LSTM 
and a profound CNN model named hybrid CNN-LSTM model. 
Suggested results showed hybrid CNN-LSTM 
model 17Toutperforms17T 17Ttraditional17T 17Tdeep17T 17Tlearning17T 17Tand17T 17Tmachine 17T 17Tlearn
ing17T 17Ttechniques in17T precision, recall, f-measure, and accuracy. 
The training sample was IMDB movie and Amazon movie 
reviews. 

The author in [20] has widely explained the importance of 
online reviews. The authors in [21], [22] have also dealt with 
the impact of online comments on tourist decision-making. The 
author in [23] shows the importance of recognizing the impact 
of online reviews on tourist behaviour. The intensity and 
effects of internet reviews on users' purchasing behaviour and 
decision-making have been demonstrated [24], [25]. 
Furthermore, [26] presented several tourists' satisfaction, while 
some studies employed internet reviews. Hotel visitors' 
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satisfaction [27] and feelings about a film [28]. Others also 
stated that traveller reviews are more up-to-date, entertaining, 
and trustworthy than those published by travel service 
providers [29]. 

B. Deep Learning Sentiment Classification 
In recent years, deep learning has become an effective way 

to solve sentiment classification problems. Consequently, 
several studies have recommended deep learning-based models 
for sentiment classification that outperform conventional 
machine learning models [30]. Many deep learning models 
include DNN, CNN, and deep Restricted Boltzmann Machine 
(RBM). 

One study suggested CNN for sentiment classification. The 
sample of training datasets was divided into three groups 
(movie review data, customer review data, and Stanford 
Sentiment Treebank data). Experimental results showed that 
CNN layers contributed to better performance of relatively 
long texts [31]. 

Another compared traditional models such as Logistic 
Regression, SVM, and deep learning models such as CNN and 
the simple LSTM. The results showed that the larger the data 
set, the better the deep learning models were than traditional 
models, as the LSTM results were 95.55٪ better accurate. The 
training sample was Amazon reviews [32]. 

C. Reviews Arabic Language Sentiment Classification 
Research has been done on sentiment classification in 

English. Although Arabic is one of the most widely used 
languages on social media, few studies have focused on 
sentiment classification in Arabic. According to statistics 
Internet World Stats, Arabic is the fourth most commonly used 
language online after English, Chinese and Spanish [33]. 
Although Arabic-speaking users have increased online in 
recent years, sentiment analysis research in Arabic has not yet 
evolved. 

The author in [34] applied the sentiment analysis of Arabic 
tweets from Twitter. They used unsupervised methods. They 
examined preprocessing methods of text and similarity to 
compile algorithms and discussed how they affected the 
results. Moreover, they used a k-means algorithm. Therefore, 
the brevity of the language in this context presents a challenge 
to the likelihood of ambiguity. In this investigation, root-based 
derivation yielded the best degree of accuracy, as indicated by 
the findings. 

The author in [35] compared two supervised learning 
algorithms, SVM, and RNN, in terms of ability to face the 
challenges of Aspect-Based sentiment analysis. The training 
sample was Arabic hotel reviews. The results showed that the 
SVM approach outperformed the RNN approach in all tasks in 
terms of accuracy, but RNN was faster at implementation. 

The author in [36] analyse the collected twitter posts in 
different Arabic dialects and compare the various algorithms. 
The measurement of performance of different algorithms is 
evaluated in terms of recall, precision, f-measure, and 
accuracy. Experimental results showed that unigram gives a 
higher accuracy of 99.96%, with Passive-Aggressive (PA) or 
Ridge Regression (RR). 

The author in [37] uses two models of deep learning, CNN 
and LSTM. The training sample was the Arabic Sentiment 
Tweets Dataset (ASTD) dataset. The best results for an LSTM 
model. Sayed et al., 2020 used nine supervised machine 
learning algorithms: namely, Gradient Boosting, Logistic 
Regression, Ridge Classifier, SVM, Decision Tree, Random 
Forest, KNN, Multi-layer Perceptron (MLP) and NB. The 
training data sample on evaluations written in Arabic was 
manually prepared through hotel evaluations from 
Booking.com. The Experimental results showed that the Ridge 
Classifier (RC) appears to have the best performance in 
accuracy, recall, precision, training time and F1 score. 

The author in [38] applied K- means and Hierarchical 
unsupervised learning approaches. The training sample was 
sentiment analysis from the tourism website TripAdvisor for 
Arabic reviews of Saudi hotels. Used clustering, features and 
preprocessing strategies to find the best models. The results 
showed that k-means clustering achieved the best accuracy. 
The author in [39] suggested combining linguistic and 
statistical features and sentiment classification using a tweets 
dataset in Arabic. They used three classifiers: SVM, KNN and 
ME. The results showed that SVM achieved the highest 
accuracy in the classification. 

D. Saudi Dialect for Arabic Review Sentiment Classification 
We have been increasingly interested in analyzing Arabic 

texts on social media sites over the past few years. However, 
most social media users write their comments in the local 
dialect of their countries rather than MSA. In addition, some 
work has been done to build MSA sentiment lexicons. There 
has been a limitation in building a dialectal Arabic lexicon, 
especially for the Saudi dialect. This is mainly due to the 
limitation in the existing natural language processing tools and 
the resources available for Arabic, which is developed to deal 
with MSA only. 

The author in [5] applied deep learning to sentiment 
classification Saudi dialect data on Twitter. Deep learning 
techniques were used to compare LSTM and Bidirectional 
Long Short-Term Memory (Bi-LSTM) and algorithm SVM. 
The data sample was from 32,063 tweets. The results showed 
that deep learning techniques outperform the algorithm SVM. 
The experimental result of Bi-LSTM was 94% exceeding the 
LSTM's 91%, while the SVM had the lowest performance of 
86.4%. 

The author in [40] presented a new sentiment dictionary in 
the Saudi dialect called the Saudi Dialect Sentiment lexicon 
(SauDiSenti). The SauDiSenti comprises 4,431words, a hybrid 
between MSA and Saudi dialects. They compared SauDiSenti 
performance to that of AraSenTi. The first experience, which 
used only positive and negative tweets, showed the first 
experiment AraSenTi outperformed SauDiSenti in precision, 
recall, and F measure. The second experiment evaluated 
SauDiSenti and AraSenTi using positive, negative, and neutral 
tweets. The results showed that SauDiSenti outperformed 
AraSenTi for two values because AraSenTi identified most 
neutral tweets as either positive or negative. Despite the small 
size of SauDiSenti, they also added promising results in 
sentiment analysis of the Saudi dialect tweets. 
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The author in [41] they introduced a system to analyse the 
tweets of Saudi users on Twitter about Saudi universities. They 
used two different models suggesting sentiment analysis on 
Twitter. The first model depends on the use of SVM. The 
second model is based on using different classifier models. The 
results showed that SVM outperformed all other classification 
models. 

The author in [42] compared two strategies. The first 
applied a translation that transforms from dialect to MSA. The 
second involved the designing of sentiment analysis on the 
resulting MSA text. Use tweets in the Saudi dialect. Use seven 
classifiers Logistic Regression, Passive Aggressive, SVM, 
Perceptron, Multinomial NB, SGD and KNN. The results 
showed that they proved that applying sentiment analysis 
techniques yields better results on MSA data than on dialect 
data. 

In addition, there are studies on sentiment classification 
reviewed in other dialects such as Jordanian, Algerian, 
Sudanese and Egyptian. The author in [43] studied the effect of 
five methods of testing features on the performance of the 
SVM classifier. Sentiment classification was carried out on 
dialectical Jordanian reviews using an SVM classifier. The 
feature selection methods are Information Gain (IG), 
correlation, SVM, Gini Index (GI), and Chi-Square. He 
integrated some test methods to explore their ability to improve 
and choose the feature. The results showed that the best 
performance of the SVM and correlation feature selection 
methods was produced by combined with the uni-gram model. 

The author in [44] compared the results of accurate deep 
learning models with classic models CNN, LSTM, SVM, and 
NB. They used two datasets: posts and comments collected 
from Algerian Facebook pages, and the second was the corpus 
of Algerian labelled tweets. The results showed that deep 
learning models are accurate compared to the classical 
approaches. 

The author in [45] used machine learning methods for 
sentiment classification for text in the Sudanese dialect on 
Facebook. The Sudanese colloquial has no grammatical or 
morphological rules, as they have been made clear. Moreover, 
they used two different classifiers were applied SVM and NB. 
The results showed that SVM with lemmatisation libraries 
improved sentiment classification accuracy, as SVM achieved 
a measurement accuracy of 68.6%, while NB achieved 63.1%. 

The author in [46] provided a sentiment analysis system 
MSA and Egyptian dialect. A different dataset (tweets, product 
reviews, TV program comments and Hotel reservations) was 
used. They demonstrated that expanding the polarity lexicon 
automatically affects sentiment classification. They also 
showed that exploitation idioms and saying lexicon with a high 
coverage polarity lexicon have the most significant impact on 
classification accuracy. Experimental results showed that the 
SVM classifier indicates high-resolution performance levels. 

III. METHODOLOGY 

A. Sentiment Classification 
Many social media sites have gained tremendous popularity 

in the tourism and hospitality industry, such as TripAdvisor, 

Citysearch, Virtual Tour, Booking, and Foursquare. 
Consequently, these sites provided space and opportunity for 
people to express their opinions freely [47]. These reviews 
written by people across social media sites are a unique 
opportunity for sentiment analysis. According to this, 
sentiment classification aims to classify reviews into three 
(positive, negative, neutral) or more (positive, very positive, 
very negative, negative, neutral). However, without human 
intervention, it is difficult for a machine to discern the polarity 
and strength of a feeling. 

B. Pesudocode of Model Sentimental Classification 
Sentiment classification for tourism reviews has been 

accomplished by developing an algorithm called 
Sentiment_classification. Firstly, text Preprocessing on reviews 
data &lexicon, cleaning, tokenising, removing stopword, 
stemming text. Secondly, reviews that have been preprocessed 
will determine the sentiment polarity using the Saudi 
Sentiment Lexicon. The polarity values will determine every 
word in the reviews, and then the value is calculated to know 
the reviews' sentiment (negative, neutral or positive). We no 
longer need to manually label sentiments to each review 
(because there are too many reviews). The dataset that has been 
processed will be used for sentiment classification with deep 
learning models. 

 
C. Proposed Modification 

The flowchart in Fig. 1 shows the methodology followed in 
this research, which begins with extracting data for Arabic 
reviews in the Saudi dialect from Google Maps, including 14 
cities in Saudi Arabia and 55 different places. After that 

Algorithm.1: Sentimental _Classification 

1. Start 
2.      Load Raw Data 
3.      Load Saudi Lexicon 
4.      Text Preprocessing:  
5.        Raw Data &Lexicon → cleaning text, text tokenisation, removing 

stop word, Stemming, normalisation   
6.      # Determine Sentiment Polarity of Reviews Dataset 
7.             Score=0 
8.             for word in text: 
9.                     if (word in lexicon_positive) 
10.                          score = score + lexicon_positive[word] 
11.             for word in text:  
12.                      if (word in lexicon_negative): 
13.                           score = score + lexicon_negative[word]    
14.       # Calculation of Polarity reviews 
15.             if (score >0) 
16.                    polarity = 'positive' 
17.             elif (score <0) 
18.                    polarity = ' negative' 
19.             else 
20.                    polarity= 'neutral' 
21.                         return score, polarity 
22.       Modelling (Reviews Dataset): 
23.  # Split the Data (with composition Training Data 80%, Testing Data 20%) 
24.                    Classifier ←Training Data 
25.                    Predict Model← Testing Data 
26.            # Model is evaluated using its confusion matrix of test data  
27.                    Confusion matrix →Accuracy, Precision, Recall, F1-score 
28.   End 
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processing and cleaning are done for the extracted reviews. 
The processing process for the lexicon. The polarity of reviews 
is calculated. Hence, the dataset is ready for classification. 
Splitting the dataset is used for 80% of training data and 20% 
of test data. Finally, predict the model and results. 

D. Dataset 
Dataset is the first step of sentiment classification. The 

paper aims to classify Arabic reviews of tourist places in the 
Saudi dialect. According to this, Google Map web scraping 
was used to collect the dataset containing 22433 reviews and 
save it in a fixed format CSV [48]. The dataset included 14 
cities in Saudi Arabia, thus covering most dialects in Saudi 
Arabia (Hijazi, Najdi, Northern, Eastern, and Southern). Given 
the dataset, it turned out that most of the comments were 
written in Najdi, Hijazi dialect and MSA. Tourist places in 
every city included museums, archaeological sites, Islamic 
places, exhibitions, parks, and recreational places. Reviews 
were automatically classified as positive, negative, and neutral. 

E. Text Preprocessing 
The text preprocessing process plays a vital role by 

applying the steps: 

• Cleaning Text: Removing non-Arabic letters, numbers, 
punctuation marks, replacing newlines into space, 
remove characters space from both left and right text. 

• Text Tokenisation: Divides text into words, for example 
الزیارة منتزه جمیلیستحق  ) ) after the tokenisation process 
                               .('یستحق' ,'الزیارة' ,'منتزه' ,'جمیل')

• Removing Stop-word: non-semantic words are called 
stop words, such as (ampersand pronouns, prepositions, 
and nouns). In addition, it does not affect the meaning 
and overall feeling of the text. 

• Normalisation: The scientific of replacing some letters 
with other letters standardises the character forms used 
in writing. For example, the letters  (إ،أ،آ،ا)  are replaced 
by (ا), (ي) is replaced by (ى), (ه) is replaced by (ة), (ء) 
are replaced by (ئ،ؤ) and (ك) is replaced by (گ). 
Replace some characters that appear more than once 
with a two-character such as (ممتااااااز) converted to 
 .(ممتااز)

• Stemming: Stemming of words is one of the essential 
steps in text preprocessing; for example: removing 
suffixes and prefixes from words. 

• Remove Prefixes: ال، وال، بال، كال، فال، لل 

• Remove Suffixes: ھا، ان، ات، ون ، ین ، یة ، ه، ي   

F. Polarity of Reviews 
This study used a Lexicon-based method to identify 

polarity, and evaluations are classified as positive, negative, 
and neutral, Table I. Although more polarity categories might 
more precisely define the polarity of the evaluation, the model 
has been limited to the three categories of positive, negative, 
and neutral. According to this, the polarity of reviews is 
determined based on the majority of opinion words. If the 
number of positive words in the review is more, it will be 
classified as positive. 

 
Fig. 1. Main Methodology Flowchart. 

Conversely, if the number of negative words is high, the 
polarity of the review will be rated negatively. If the number of 
positive and negative words is equal, the review is neutral. In 
addition, if the opinion word is preceded by negation 
 ,then the polarity of that review is reversed. Finally ,"مش،غیر،لا"
the polarity of sensations is computed using the remaining 
poles and gathered in order to forecast the polarity of positive, 
negative, and neutral emotions. The Fig. 2 shows how the 
model calculates the scores polarities of sentiments to 
sentiment score calculation in reviews. Each positive word is 
greater than 0, and every negative word is smaller than 0. If 
neutral, it is equal to 0. 

TABLE I. SAMPLE OF POSITIVE, NEGATIVE, NEUTRAL REVIEW 

 Positive حدیقة ھادئة وجدا خلابة
في قیمة التذكرة لا یستحق الزیارة مبالغ  Negative 

 Neutral بحیرة جمیلھ تحتاج إلى صیانة أفضل

 
Fig. 2. Polarity of Reviews. 
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IV. RESULTS AND DISCUSSION 
The dataset consists of 68.8% positive, 14.6% negative, 

16.6% neutral. Fig. 3 shows the number of reviews for each 
class. 

In the Fig. 3 above, positive reviews are far more than 
negative and neutral reviews in the dataset. When one category 
is greater than the other, the data is skewed. Therefore, 
classification accuracy is not an appropriate statistic to 
optimise when dealing with imbalanced categories. Thus, 
accuracy may be artificially relatively high. Majority categories 
are favoured, while minority categories are not recognized. 
They result in a biased model for a particular category. Most 
machine learning algorithms work best when the number of 
samples in each category is almost equal. There are different 
ways to balance data: random oversampling and SMOTE. To 
balance the data, random oversampling was utilised to replicate 
the minority class samples. It also does not result in any data 
loss. 

Evaluating the model after applying all stages is one of the 
most critical steps. In addition to this, there are many metrics to 
assess the quality of deep learning models. This research used 
two methods to evaluate the confusion matrix, K-Fold Cross-
Validation. Indeed, the confusion matrix is one of the most 
informative performance measures a multi-class learning 
system can rely on [49]. The most commonly used measure for 
sentiment classifications is accuracy, precision, recall, and F1-
score. They are briefly described below. There it is indicated as 
True Positives (TP), False Positives (FP), True Negative (TN) 
and False Negative (FN). 

Accuracy is one of the most frequently used metrics. The 
ratio is expected reviews relative to the total number of reviews 
correctly. Calculation of the accuracy is made according to the 
equation. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  𝑇𝑃+𝑇𝑁
𝑇𝑃+𝐹𝑃+𝐹𝑁+𝑇𝑁

  (1) 

The ratio of properly expected positive reviews to the total 
expected positive reviews. The precision measure is calculated 
using an equation. 

 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑇𝑃
𝑇𝑃+𝐹𝑃

                                   (2) 

It tells what fraction of all positive samples was correctly 
predicted as positive by the classifier. This value is calculated 
according to the equation. 

𝑅𝑒𝑐𝑎𝑙𝑙 = 𝑇𝑃
𝑇𝑃+𝐹𝑁

    (3) 

It combines precision and recall into a single measure. 
Mathematically it is the harmonic mean of precision and recall. 

F1 Score = 2∗𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙

             (4) 

The results shown in Table II proved that some machine 
learning algorithms outperform each other in terms of 
accuracy, precision, recall, and F1-score, their ability to 
classify, discriminate and recognize reviews to be classified 
into (positive-negative-neutral). It was noted that the SVM 
model was more accurate than other classification models, with 
98% accuracy. 

 
Fig. 3. Number of Reviews for Each Class. 

TABLE II. CLASSIFICATION METHODS 

Classification 
Method Accuracy Precision Recall F1-score 

SVM 98% 98.16 98.08 98.09 

LSTM 96% 95.63 95.58 95.58 

RNN 96% 95.99 95.96 95.95 

The Fig. 4 below shows the results of Table II of the 
models used and compares the best results in terms of 
accuracy, precision, recall and F1-score. It also shows the 
superiority of the SVM model over the models used. 

K-Fold Cross-Validation is one of the most common ways 
to validate ML models and bolster and corroborate our 
findings. The available dataset is partitioned into subsets of 
approximately equal size. The "K" refers to the number of 
producing several subsets. The first subset serves as a 
validation set, and the remaining four subsets serve as a 
training set. 

Table III represents the accuracy obtained by implementing 
the Stratified K-Fold Cross Validation Technique on the 
dataset used: 99% accuracy for the SVM model, 94.7% for the 
LSTM model, and 93.9% for the RNN model. The accuracy 
obtained by each algorithm is almost similar to our findings 
from this confusion matrix. 

 
Fig. 4. A Comparison of Various Performance Measurements. 

TABLE III. ILLUSTRATION OF K-FOLD CROSS-VALIDATION 

Model 1-Fold 2-Fold 3-Fold 4-Fold 5-Fold 

SVM 97.5% 98.51% 99.6% 99.7% 99.7 % 

LSTM 94.2% 95.3% 95.2% 94.5% 94.5% 

RNN 90.0% 91.0% 90.5% 99.4% 99.2% 
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One of the functions of machine learning is the prediction 
and classification of data, for which we employ one of the 
many machine learning models. Are tuning the parameters of 
models so that their behaviour can be adjusted for a given 
problem. According to this, a parameter can be described as a 
configuration variable intrinsic to the model. Multiple 
experiments are performed to obtain the best parameters. 
Table IV shows the best parametric settings for models used in 
the paper. 

The Fig. 5 shows the training and testing accuracy score of 
the classifiers used in this paper. 

Fig. 5 shows that the highest training accuracy score was 
99% for the SVM model, and the training accuracy score for 
the LSTM and RNN models was 98%. Finally, the highest 
testing accuracy is 99% of the SVM model. Accordingly, the 
SVM model outperformed the rest of the classification models, 
as the training and testing data ratio was the highest among the 
classifiers; consequently, the SVM model was the best model 
performing among the models used. 

Accordingly, almost all prior research has used machine 
learning algorithms to classify the Arabic text into positive, 
neutral or negative. Since this paper focuses on Arabic reviews 
in the Saudi dialect, Table V below shows the results obtained 
by other researchers. 

TABLE IV. PARAMETRIC SETTINGS FOR THE USED MODELS 

Model Parametric settings 

SVM Model 

kernel='rbf' 
degree=3 
gamma=0.5 
C=1.0 
class_weight='balanced' 

LSTM Model dropout_rate=0.002 

 

embed_dim = 32 
hidden_unit = 160 
optimizers = RMSprop 
epochs=50 
batch_size=1500 

RNN Model 

dropout_rate=0.002 
embed_dim = 32 
hidden_unit = 160 
optimizers = RMSprop 
epochs=50 
batch_size=1500 

 
Fig. 5. A Comparison of the Training and Testing Accuracy Scores. 

TABLE V. A BENCHMARK OF STUDIES USING SAUDI DIALECT DATASETS 

Paper Name Model 
    Name Accuracy 

Sentiment Analysis of Saudi Dialect Using 
Deep Learning Techniques [5]. Bi-LSTM 94% 

Arabic tweets sentiment analysis – a 
hybrid scheme [50]. SVM 84% 

SDCT: Multi-Dialects Corpus 
Classification for Saudi Tweets [51]. 

SGC and 
LSVM 91.5% 

Effect of Saudi dialect preprocessing on 
Arabic sentiment analysis [52]. KNN 73.3% 

Sentiment Analysis of Twitter Data for 
Saudi Universities [41]. SVM 93.5% 

Tourist Reviews Sentiment Classification 
Using Deep learning Technigues: A Case 
Study in Saudi Arabia  

SVM 98% 

Table V shows that all previous studies dealt with the 
problem of classifying reviews in the Saudi dialect. It also 
shows that the highest accuracy was 94 for the model Bi-
LSTM [5]. Previous studies used the same models used in this 
paper with varying degrees of accuracy, and that is naturally 
due to how they processed the data. In this paper, we compared 
the three models after processing the dataset to see which 
model gives the highest accuracy results in addressing the 
problem of sentiment classification in the Saudi dialect. We 
noticed that SVM gave the best results in different places such 
as accuracy, precision, recall and F1-score. In addition, 
although the dataset used in this paper was very poor compared 
to previous research, the study achieved good results. Most 
prior research has shown that Twitter, as well as Amazon and 
Tripadvisor, is the most often utilized dataset source in 
sentiment categorization. 

V. CONCLUSION 
There is continued growth in tourists' search for online 

tourist services. This has led to an increase in the volume of 
online reviews, but manual reviews are time-consuming and 
useless. Reading a few reviews provides an incomplete 
understanding. Accordingly, this paper aimed to build a model 
capable of accurately sentiment classification in the Saudi 
dialect for Arabic review in the tourist place reviews using 
deep learning techniques. A Saudi dialect lexicon was created. 
The created lexicon was used to classify web scraping reviews 
from Google Map. 

The classification of reviews was limited to (positive, 
negative, and neutral). This article has also provided: a 
summary of how-to sentiment categorization. The second 
section of the study is a literature survey on machine learning 
approaches. Thirdly, the study introduced three classification 
algorithms: SVM, LSTM, and RNN. The proposed algorithms' 
performance was measured and compared through 
performance metrics such as accuracy, precision, recall, and 
F1-score. The results showed that SVM achieved the highest 
classification accuracy of 98%, outperforming RNN and 
LSTM. All the metrics: Accuracy, Precision, Recall and F1-
score high in case of SVM. 

Future study will entail locating the optimal method to 
categorise the Saudi tone with greater precision and gathering 
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additional tourism ratings to expand the dataset. In addition, 
more classifications are needed than positive, negative, or 
neutral as they do not provide sufficient information about the 
reaction given by people and classify phrases with different 
emotions such as sadness, neutral, worry, love, fun, hate, 
happiness, and anger. This would help extract the person's 
natural feelings and hope to expand our lexicon by adding 
more slang terms for the Saudi dialect. 
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Abstract—Automated classification of each heartbeat class 
from the ECG signal is important to diagnose cardiovascular 
diseases (CVDs) more quickly. ECG data acquired from the real-
time or clinical databases contains exceptional values or extreme 
values called outliers. The separation and removal of outliers is 
very much useful for improving the data quality. The presence of 
outliers will influence the results of machine learning (ML) 
methods such as classification and regression.  Outlier 
identification and removal plays a significant role in this area of 
research and is a part of signal denoising. Also, most of the 
traditional ECG-signal processing methods are facing the 
difficulty in finding the essential key features of recorded signal. 
In this work, an extreme outlier detection technique known as 
improved inter quartile range (IIQR) filtering method is used to 
find the outliers of the signal for the feature ranking process.  In 
addition, an optimized random forest (ORF) based heterogenous 
ensemble classification model is proposed to improve the true 
positive and runtime on the ECG data. The classification of each 
heartbeat type is classified with majority voting technique. 
Ensemble learning and majority voting rule is used to enhance 
the accuracy of heart disease prediction. The proposed feature 
ranking based ORF ensemble classification model (LR + SVM + 
ORF + XGBoost + KNN) is evaluated on the MITBIH 
arrhythmia database and produces an overall accuracy of 
99.45% which significantly outperforms the state-of-the-art 
methods such as, (LR + SVM + RF + XGBoost + KNN) with 
96.17% accuracy, ensemble deep learning accuracy of 95.81% 
and ensemble SVM accuracy of 94.47%. 

Keywords—Feature ranking; improved inter quartile range; 
majority voting; outlier detection; optimized random forest 

I. INTRODUCTION 
World health organization (WHO) reported that globally 

cardiovascular diseases (CVDs) are the leading cause of death, 
having a significant impact on the nation's financial and 
health-care systems. The people residing in low-and middle-
income countries are most affected with CVDs due to lack of 
access to effective and equitable healthcare services, resulting 
the increased mortality rate at a younger age [1]. An 
electrocardiogram (ECG) is a non-invasive tool for detecting 
CVDs that produces reliable findings with affordable cost. But 

the beat-by-beat analysis of ECG waveform data manually is 
tedious, inaccurate, and overwhelming [2]. So, efficient, and 
precise automated methods for beat classification have gotten 
significant interest recently. Due to the enormous data 
quantity and sparseness of medical data, obtaining an essential 
feature set for classification problems is becoming 
increasingly difficult. The performance of most classifiers is 
improved by eliminating the irrelevant or redundant features 
[3, 4]. Feature selection helps to avoid overfitting and high 
dimensionality problems in machine learning by reducing the 
number of features in the model and tries to optimize the 
model performance [5]. Most conventional classification 
methods are independent of dynamic feature selection due to 
large data size and high dimensionality. Feature selection 
through ranking tries to reduce the computational complexity 
of the model by compromising the classifier performance [6]. 
ECG “feature ranking and classification” are the significant 
tasks to medical and scientific researchers due to its higher-
dimension feature space and small sample size. Existing 
techniques reviewed in the literature concentrates on using 
single base classifiers and independent of feature ranking 
process for feature selection. These models are limited to 
small data size and suffer with high dimensional feature space. 

In this study, an extreme level outlier detection filtering 
approach is proposed for the detection of outliers from the 
ECG data taken from MITBIH Arrhythmia dataset [7]. The 
proposed outlier technique is an improvement to the 
traditional inter-quartile range outlier detection method [8, 9]. 
The extreme level outliers are removed to improve the error rate 
in the classification. After filtering, a hybrid kernel-based 
feature selection approach is developed to find the ranks of the 
features. The features with highest ranks having highest 
probability are considered for classification and the features 
with lowest ranks are neglected. These optimal set of features 
are used to predict the abnormality using classification model. 
In this research, we have developed an ensemble learning 
model involves five base classifiers with majority voting 
mechanism. The proposed ensemble method outperforms the 
state-of-the-art base classification techniques with an accuracy 
of 99.45%. 

727 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 6, 2022 

The rest of the paper is organized as follows: Section 2 
gives a comprehensive review on various feature extraction 
and classification techniques reported in the literature. 
Section 3 discusses the proposed extreme level outlier 
detection-based hybrid random forest ensemble classification 
model. This section is divided into four subsections, where 
Section 3.1 deals with the ECG dataset used for training and 
testing the model. Section 3.2 explains the extreme outlier 
detection-based filtering approach used to find the outliers 
present in the data, while Section 3.3 describes the enhanced 
entropy-based feature ranking process, and Section 3.4 
discusses the proposed optimized random forest ensemble 
learning model to classify the individual classes of ECG 
heartbeats. Section 4 report the results and discussions 
obtained for proposed ensemble classification model. Finally, 
the conclusions are drawn in Section 5. 

II. MOTIVATION TOWARDS ENSEMBLE LEARNING 
High dimensional biomedical data includes large amount 

of redundant and irrelevant features. If all the features are 
considered of equal importance, then the accuracy, time and 
spatial complexity of the model can be severely impacted.  
Hence, feature selection is considered as a significant step in 
the diagnosis of diseases based on high-dimensional 
biomedical data.  The idea behind feature selection is to select 
an appropriate feature subset [10] which will act as a suitable 
foundation for future classification. It enhances the 
generalization capability of the prediction model, optimizes 
the homogeneity of the prediction algorithm, improves the 
computational performance, and avoid overfitting. 

Feature selection algorithms are categorized into three 
types i.e., filters, wrappers, and embedded methods. Filter 
methods evaluate each feature independently of the classifier, 
rank the features according to some evaluation criterion and 
select the best ones [11]. This evaluation can be performed by 
using entropy for instance [12]. Wrappers methods evaluate 
the classifier’s performance on various subsets of features and 
select the subset with maximum performance. These 
approaches are slower than filter methods and are dependent 
on the classifier used. Furthermore, feature subset selection is 
an NP-hard process that requires significant computation time 
and memory [13]. Genetic algorithm, Random search and 
greedy stepwise are some traditional algorithms used for 
feature subset selection. Embedded approaches on the other 
hand select the features during the learning process like 
artificial neural networks do [14]. Some studies on the other 
hand, applied various dimensionality reduction techniques on 
high dimensional database to diminish the size of the feature 
space. Most popular techniques such as principal component 
analysis (PCA) [15], singular value decomposition (SVD) [16] 
and linear discriminant analysis (LDA) [17] are used for 
biometric authentication applications. 

The optimized feature set is given as input to the classifier 
to recognize the information about cardiac diseases from 
ECG. Abnormal classification has become a valuable and 
promising technique for early assessment of arrhythmia. 
Mohebbanazz et al., [18] proposed an optimized decision tree 
(DT) and adaptive boosted optimized decision tree method for 
classification of six types of ECG beats and evaluated the 

performance of the model on MITBIH arrhythmia database 
achieved an effective accuracy of 98.77% compared to state-
of-the-art techniques. [19] introduced a time-efficient, reliable, 
and low-complexity resource-saving architecture with random 
forest (RF) classifier to classify two major types of 
arrhythmias such as supraventricular ectopic beats ventricular 
ectopic beats (VEB) and (SVEB). Classification performance 
of the model reaches to the f1 scores of 81.05% for SVEB and 
97.07% for VEB. Another popular classifier known as, 
Support Vector Machine (SVM), [20] is a linear classifier that 
separates the classes linearly by creating a hyperplane from 
high-dimensional space. It captures the non-linear 
relationships of the ECG signal, detects the heartbeats, and 
classifies the data as normal/abnormal with high accuracy. 
Researchers proposed several SVM based classification 
techniques to detect arrhythmias in literature which involves 
Multi-class SVM [21], SVM with NN [22]. However, due to 
its high dimensionality space, it suffers with computational 
constraints. An efficient real-time time series cardiac disease 
prone weight (CDPW) Naive Bayes classification technique is 
implemented in [23] that estimate the posterior probability of 
different features using fuzzy rule and measures the CDPW 
value. The model performance was evaluated using 15000 
records of real-time ECG data, and greater precision values 
were produced with less time complexity. The author in [24] 
employed K-Nearest Neighbour classifier on MITBIH 
arrhythmia database to classify five types of ECG beats and 
attained an accuracy of 98.40% for isolating the signals. A 
robust extreme gradient boosting technique is utilized in [25] 
to classify five ECG beat classes from both MITBIH data and 
self-collected single-lead wearable ECG dataset. The 
developed model outperforms the traditional models with an 
accuracy of 99.14% on MITDB and 98.68% on wearable ECG 
dataset. Ahmed et al., in [26] employed artificial neural 
network (ANN) to classify the ECG heartbeats from two 
imbalanced datasets MITBIH arrhythmia and PTB databases. 
They focus on penalising the loss value of ANN by assigning 
the class weights which outperforms the state-of-the 
techniques. However, researchers have demonstrated that the 
ensemble system can increase the performance of a base 
classifier. 

Motivated by the development of several ML models, and 
a bid to improve accuracy, we propose a heterogeneous 
ensemble learning framework. Ensemble learning is the 
process of integrating various learners together to improve the 
stability and prediction ability of the classification model. It 
has been successfully applied in solving various machine 
learning problems includes feature selection, classification, 
and prediction. Fig. 1 shows a typical block diagram of an 
ensemble classification model, which includes three primary 
blocks: training datasets, base classifiers, and a combiner. In 
recent studies, researchers have proved that performance of 
the base classifier can be improved with ensemble 
classification method. Jose et al., [27] proposed random forest 
ensemble classification technique to diagnose cardiac 
arrhythmia. In this model the more informative features were 
selected using ranking criteria on training dataset. The 
performance of the learning model is evaluated on MITBIH 
arrhythmia database and obtained an accuracy of 96.14% and 
f1-score of 97.7%, 90.5% and 73% for normal, ventricular and 
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supraventricular beats. An ensemble of random forest and 
support vector machine is implemented in [28], to classify five 
types of cardiac arrhythmia’s and obtained an accuracy of 
98.21%. Recent advances in technology proposed deep 
learning-based ensemble classification technique for improved 
cardiac diagnosis [29]. Experimentation is carried out on 
PTBDB and MITBIH database and found an accuracy, F1 
score and area under curve (AUC) of 0.98, 0.93 and 0.92 for 
MITBIH datasets and 0.99, 0.986 and 0.995 for PTB dataset. 
A hybrid heterogeneous ensemble classification model for the 
prediction of heart disease is proposed in [30]. The 
performance of the model is evaluated on the Kaggle dataset 
and reports 98% accuracy which outperforms the weak 
learners.  As many ensemble classification techniques reported 
in the literature, developing a robust ensemble learning model 
with lowest error and greater accuracy is still becoming a 
challenging task. 

 
Fig. 1. Architecture of Ensemble Learning System. 

III. EXTREME LEVEL OUTLIER DETECTION AND ORF BASED 
ENSEMBLE CLASSIFICATION 

The outlier detection-based ensemble classification 
framework is shown in Fig. 2. It includes the following stages: 
1) Data Acquisition, 2) Preprocessing, 3) Feature Ranking and 
4) Classification. 

A. Data Acquisition 
The ECG data used for this proposed framework is taken 

from the clinical pre-recorded MITBIH Arrhythmia database. 
It consists of 48 ECG recordings, each spanning 30 minutes 
and captured at 360 Hz per channel with an 11-b resolution 
and a 10-mV range. In this work, we have evaluated the 
proposed model on two datasets i.e., dataset1 and dataset2. 
The dataset1 is the DWT processed training data taken from 
[24] having the specified features of amplitude, RR intervals, 
Speed, etc., and dataset2 consists of raw DWT processed 
coefficients of MITBIH arrhythmia dataset. Most recent 
studies concentrated on the evaluation of four classes such as 
N (Normal), S (Supraventricular), V (Ventricular) and F 
(Fusion) beats. In this work, we focus on detecting the N 
(Normal Synus Rhythm), and three arrhythmia’s such as B 
(Ventricular Bigeminy), T (Ventricular Trigeminy) and VT 
(Ventricular Tachycardia). The waveform representation of 
ventricular bigeminy, ventricular tachycardia and ventricular 
trigemini is shown in Fig. 3(a), 3(b) and 3(c), respectively. 

 
Fig. 2. Framework for Extreme Outlier Detection-and ORF based 

Heterogenous Ensemble Learning. 

B. Data Preprocessing 
Data preprocessing is the foremost step before 

implementing any machine learning technique. It improves the 
quality of data and makes it useful for modelling.  The outlier 
technique used in this model is extreme value outlier 
detection. In this approach, the extreme level outliers are 
removed to improve the error rate in the classification 
problem. This approach is an extension to the traditional 
quartile-based filtering approach. The mathematical equation 
for finding the outliers is represented as follows: 

At first, the data is sorted in ascending and split into three 
quartiles, 

A[] = SortedAttIndices();              (1) 

The 25th, 50th and 75th percentile of data represented in 
three quartiles in the form of λ1, λ2, λ3, and is represented as, 

λ1 = V(F(| A | /4));               (2) 

λ2 = (V(F(| A | /2) + V(F(| A | /2 +1))) / 2;            (3) 

λ3 = (V(F((| A | - | A | /4 -1))) + V(F((| A | - | A | /4)))) / 2;           (4) 

Inter Quartile Range (IQR) between the first and third 
quartiles can be calculated as, 

θ = λ3 - λ1;               (5) 

The upper and lower extreme values of the outliers can be 
detected using, 

UE[] = λ3 + η.log(Γθ)              (6) 

[] 1 . log( )LE λ η θ= − Γ              (7) 
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Fig. 3. Waveform Representation of Bigeminy, Ventricular Tachycardia and 

Ventricular Trigeminy Conditions. 

inf v-1 -rΓ(v / 2, x / 2) = r .e dr
x
∫

             (8) 

UOutlier = λ3 + η.max(Γ(λ3 + λ1, 9)), log(Γθ))            (9) 

LOutlier = λ3 - η.max(Γ(λ3 + λ1, 9)), log(Γθ))          (10) 

C. Feature Ranking 
After filtering approach, feature rankings are evaluated for 

better classification accuracy in the machine learning 
algorithms (e.g., support vector machines, logistic regression, 
Naive Bayes, random forest and artificial neural networks). 
For each feature, the usual technique of calculation is to 
estimate the distribution mean and standard deviation. Feature 
selection is a technique of eliminating redundant and 
nonessential data from the dataset discovering those features 
from those which have a significant effect on the outcome 
(e.g. higher accuracy in learning, lower computational cost, 
and better model interpretability). 

In the proposed feature selection approach, an advanced 
kernel estimator is used to improve the hyper-parameters of 
the algorithm. The kernel estimator calculates the correlation 
values of each individual feature corresponding to the input 
dataset. In the proposed model, the hyperparameters were 
initialized using the kernel estimator and probabilistic based 
entropy measure. Here, each feature is ranked using the 
probability algorithm. The subset of top k features is selected 
as essential key features of the classification problem. 
Gaussian Estimator uses the kernel probability function to 
estimate the conditional variance of input data features. 

B = uniqueCV(D); / / Unique column valuesf          (11) 

HB = Histobins[] = histogrambin(D)f           (12) 
2-θ 2GaussianKernel : GK(f, θ) = e / (2 * f )          (13) 

( , );f fgkv GK HB Bψ = = ∑ ∑           (14) 

KernelProbability = KP(D) =| HB / ( ψ * HB ) |f f∑          (15) 

GaussianEntropy : GE(d ) = -GK( d .log(d ), μ )i i i di
∑

         (16) 

The Conditional Gaussian Estimator (CGE) can be 
calculated as, 

CGE : CGE(d ) = -GK( d .log(d ), μ ) - GE( d )i i i d ii i
∑ ∑

        (17) 

KernelProbEstimation(kp) : IPSO(kp) = GE( kp) - CGE(kp)
i
∑

        (18) 

Gaussian entropy is used to find the entropy value of the 
feature based on the Gaussian Estimator. Conditional 
Gaussian Estimator is used to check the conditional 
probability of each feature value based on the Gaussian 
probability estimator. Finally, improved optimization 
hyperparameters are computed using the Gaussian Kernel 
Estimator and Conditional Gaussian Estimator. 

D. Ensemble Classification 
In this phase, an optimized random forest approach is 

proposed by using the key features. A heterogenous ensemble 
learning model is implemented by using a set of base 
classifiers. we have developed an ensemble learning model 
comprised of four base classifiers and one optimized random 
forest (ORF) classifier with majority voting mechanism. The 
standard random forest (RF) technique employs its own 
entropy measure for classification, but the proposed ORF uses 
an enhanced entropy measure for beat classification. Ensemble 
learning and majority voting rule is used to enhance the 
accuracy of heart disease prediction. 

Algorithm Steps: 

Step 1: Input ECG data 
Step 2: Pre-process input data for missing values. 
Step 3: Gradient filter is used to transform the data from 
unequal distribution 
Step 4: For each randomized sample Si 

Do 
Enhanced entropy: 

Pr = -Prob(D ).log(Prob(D ))i i
Ent(D) = Pr

i
∑

 

PE=Math.cbrt(entropy(data)*total*GHDSplitCriter

ion.computeHellinger(data)) *Pr/ (chiVal(data)).    

for each sample in the test data check 
If (PE>0) 
Then 

'S = Classify((D ,D ));i j  

else 
continue 
end for 
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IV. RESULTS AND DISCUSSION 
On the heart ECG dataset, experiments are run in the 

python environment. On large, high-dimensional datasets, the 
extreme level outlier detection technique is used improve the 
true positive rate and accuracy. A hybrid heterogeneous 
ensemble classification framework is developed in this work 
to improve the overall classifier performance. Majority voting 
technique is employed to find the appropriate decision of 
individual base classifiers. 

The proposed ensemble learning method compares the 
results using the entire training data set. As a result, each 
cross-validation model's prediction accuracy tends to be 
higher than base classification models. The proposed kernel-
based feature selection-classification model outperforms 
conventional models, according to experimental results. A 
confusion matrix contains information about a classification 
model's actual and predicted classifications. The data in the 
matrix is commonly used to evaluate the performance of such 
a model. The classification results are displayed in the 
Confusion matrix shown in Table I. It depicts the connection 
between the actual and predicted classes. It also demonstrates 
how many true features were predicted as true as well as false. 

TABLE I. CONFUSION MATRIX 

Actual Values 

Pr
ed

ic
te

d 
V

al
ue

s 
 

TN FP 

FN TP 

True Negative (TN): The predicted values were correctly 
identified as true negatives. 

True Positive (TP): The predicted values turned out to be 
true positives. 

False Positive (FP): The predicted values were 
misinterpreted as true positives. i.e., the negative values were 
predicted to be positive. 

False Negative (FN): The predicted values were 
incorrectly predicted as actual negatives, i.e., positive values 
were incorrectly predicted as negatives. 

We can deduce the following statistical measures from the 
confusion matrix: 

1) Precision: Refers to the percentage of correct positive 
cases. 

( )
TP

Precision =
TP + FP

           (19) 

2) Recall or sensitivity: Represents the number of 
correctly identified positive cases. 

( )
TP

Recall =
TP + FN

           (20) 

3) F1 score: Defined as the harmonic mean of precision 
and recall. 

Precision * Recall
F - measure = 2 *

Precision + Recall
 
            (21) 

4) Accuracy: It is the percentage of correct predictions out 
of a total number of predictions. 

( )
( )

TP + TN
Accuracy =

TP + TN + FP + FN
          (22) 

The following figures and tables show the experimental 
results of the MIT-ECG Data 

Table II describes the sample ECG signal data with 
specified number of features such as RR, speed, age, sex, 
medicine, and class. This dataset is used to train the model 
using the proposed classification framework. 

Fig. 4 illustrates the existing ensemble learning model on 
the input MITDB dataset. From the figure, it is observed that 
the experimentation is carried out on the dataset with 
ensemble of several base classifiers such as LR, SVM, RF, 
XGBoost and KNN. The learning model correctly classifies 
the instances of bigeminy, normal tachycardia and ventricular 
tachycardia beats with 96.17% accuracy. 

Fig. 5 explains the proposed ensemble learning model on 
the input MITDB dataset. Here an optimized random forest 
(ORF) based heterogeneous ensemble learning model is 
developed and experiment is conducted on the dataset. From 
the figure, it is observed that the ORF ensemble learning 
model optimizes the relevant and redundant features based on 
entropy value and correctly classifies the instances with 
99.455accuracy compared to existing ensemble learning 
models. 

Table III lists out the comparison of proposed ensemble 
learning method with state-of-the-art classification techniques.  
The proposed optimized random forest-based ensemble model 
exhibits the superior performance among all the state-of-the-
art methods stated. 

Fig. 6 shows the comparative analysis of proposed 
ensemble heat-beat detection to the conventional models for 
accuracy metric. In this figure, as the number of samples 
increases along with features space, proposed model has better 
heat-beat detection accuracy than the previous models. Here, 
the cross validation is performed for 10 samples, 20 samples, 
30 samples, 40 samples and 50 samples and accuracy 
performance for proposed model is observed. 
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TABLE II. DWT PROCESSED MITBIH ARRHYTHMIA DATA TAKEN FROM [24] 

Amplitude RR Speed Age Sex  Medicine Arrhythmia 

0.915824 1.841667 0.49728 24 F  Yes (B 

0.794527 1.541667 0.515369 24 F  Yes (B 

0.764521 1.377778 0.554894 24 F  Yes (B 

1.039003 1.591667 0.652777 24 F  Yes (B 

2.003128 1.563889 1.280863 24 F  Yes (B 

1.688101 0.772222 2.18603 24 F  Yes (B 

1.668218 1.852778 0.900388 24 F  Yes (B 

1.995825 2.258333 0.88376 24 F  Yes (B 

0.976473 1.766667 0.55272 24 F  Yes (B 

1.191556 1.725 0.690757 24 F  Yes (B 

0.674095 1.847222 0.364924 24 F  Yes (B 

1.404964 2.263889 0.620598 24 F  Yes (B 

0.804747 1.841667 0.436967 24 F  Yes (B 

0.805688 1.880556 0.428431 24 F  Yes (B 

0.561085 1.711111 0.327907 24 F  Yes (B 

0.816213 1.702778 0.479342 24 F  Yes (B 

2.284514 1.680556 1.35938 24 F  Yes (B 

1.343283 1.85 0.726099 51 F  Yes (B 

1.346042 1.827778 0.736437 51 F  Yes (B 

1.295921 1.847222 0.701551 51 F  Yes (B 

1.171628 1.891667 0.619363 51 F  Yes (B 

1.205873 1.841667 0.654773 51 F  Yes (B 

1.198081 1.805556 0.663553 51 F  Yes (B 

1.147332 1.888889 0.607411 51 F  Yes (B 

1.354347 1.833333 0.738734 51 F  Yes (B 

1.469106 1.805556 0.813659 51 F  Yes (B 

1.350584 1.85 0.730046 51 F  Yes (B 

1.22675 1.838889 0.667115 51 F  Yes (B 

1.274882 1.811111 0.703922 51 F  Yes (B 

1.200385 1.819444 0.659753 51 F  Yes (B 

1.16124 1.894444 0.612971 51 F  Yes (B 

1.21954 1.897222 0.642803 51 F  Yes (B 

1.302295 1.886111 0.690466 51 F  Yes (B 

1.216297 1.886111 0.64487 51 F  Yes (B 

1.679835 1.522222 1.103542 51 F  Yes (B 

1.194743 1.852778 0.644839 51 F  Yes (B 

1.253372 1.791667 0.699556 51 F  Yes (B 

2.019494 1.683333 1.199699 51 F  Yes (B 

0.646879 1.736111 0.372602 51 F  Yes (B 

1.531183 1.930556 0.793131 51 F  Yes (B 

1.133171 1.847222 0.613446 51 F  Yes (B 

1.231869 1.830556 0.672948 51 F  Yes (B 
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0.931352 0.813889 1.144323 69 M  Yes (N 

0.926876 0.813889 1.138824 69 M  Yes (N 

0.874316 0.813889 1.074244 69 M  Yes (N 

0.799794 0.788889 1.013823 69 M  Yes (N 

0.751938 0.788889 0.953161 69 M  Yes (N 

0.811479 0.788889 1.028636 69 M  Yes (N 

0.905821 0.816667 1.109169 69 M  Yes (N 

0.835362 0.652778 1.279703 69 M  Yes (N 

0.656436 0.991667 0.661952 69 M  Yes (N 

0.836695 0.841667 0.994093 69 M  Yes (N 

0.8435 0.808333 1.043506 69 M  Yes (N 

0.789682 0.794444 0.994005 69 M  Yes (N 

0.757089 0.769444 0.983943 69 M  Yes (N 

0.880419 0.838889 1.049507 69 M  Yes (N 

0.841678 0.855556 0.983779 69 M  Yes (N 

0.740295 0.822222 0.900359 69 M  Yes (N 

0.795441 0.830556 0.957721 69 M  Yes (N 

0.854628 0.819444 1.042936 69 M  Yes (N 

0.772212 0.794444 0.972015 69 M  Yes (N 

0.947551 0.8 1.184439 69 M  Yes (N 

0.838421 0.788889 1.062787 69 M  Yes (N 

0.945943 0.822222 1.150471 69 M  Yes (N 

0.837924 0.869444 0.963746 69 M  Yes (N 

0.808701 0.822222 0.983555 69 M  Yes (N 

0.866462 0.786111 1.102213 69 M  Yes (N 

1.041742 0.794444 1.311283 69 M  Yes (N 

0.806761 0.772222 1.044726 69 M  Yes (N 

0.846139 0.786111 1.07636 69 M  Yes (N 

0.898411 0.813889 1.10385 69 M  Yes (N 

0.79059 0.813889 0.971374 69 M  Yes (N 

0.685813 0.827778 0.828499 69 M  Yes (N 

0.777621 0.844444 0.920867 69 M  Yes (N 

1.035218 0.808333 1.280682 69 M  Yes (N 

0.80213 0.772222 1.03873 69 M  Yes (N 

0.724004 0.8 0.905005 69 M  Yes (N 

0.827432 0.788889 1.048857 69 M  Yes (N 

0.908186 0.858333 1.058081 69 M  Yes (N 

0.82578 0.841667 0.981125 69 M  Yes (N 

0.740944 0.825 0.898114 69 M  Yes (N 

0.839793 0.802778 1.046109 69 M  Yes (N 

1.005817 0.836111 1.202971 69 M  Yes (N 

0.756791 0.791667 0.955947 69 M  Yes (N 

0.799774 0.788889 1.013798 69 M  Yes (N 

0.780397 0.819444 0.952349 69 M  Yes (N 
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0.886177 0.847222 1.045979 69 M  Yes (N 

0.774806 0.877778 0.882691 69 M  Yes (N 

0.751943 0.822222 0.914525 69 M  Yes (N 

0.864779 0.777778 1.111859 69 M  Yes (N 

0.865518 0.802778 1.078154 69 M  Yes (N 

0.707004 0.811111 0.871649 69 M  Yes (N 

0.709407 0.797222 0.889849 69 M  Yes (N 

0.828879 0.836111 0.99135 69 M  Yes (N 

0.81786 0.830556 0.984714 69 M  Yes (N 

0.74823 0.825 0.906946 69 M  Yes (N 

0.761216 0.811111 0.938485 69 M  Yes (N 

0.963256 0.788889 1.221029 69 M  Yes (N 

0.971116 0.783333 1.239722 69 M  Yes (N 

0.717338 0.805556 0.890489 69 M  Yes (N 

0.80705 0.841667 0.958871 69 M  Yes (N 

0.89964 0.833333 1.079568 69 M  Yes (N 

1.034261 0.830556 1.245265 69 M  Yes (N 

0.733918 0.805556 0.911071 69 M  Yes (N 

0.792855 0.777778 1.019385 69 M  Yes (N 

0.751469 0.797222 0.942609 69 M  Yes (N 

0.737086 0.783333 0.940961 69 M  Yes (N 

 
Fig. 4. Existing Ensemble Learning Result. 
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Fig. 5. Optimized Random Forest based Ensemble Learning Result. 

TABLE III. COMPARISON OF PROPOSED ENSEMBLE MODEL WITH OTHER 
STATE-OF-THE-ART METHODS 

Ref Dataset Classifier Performanc
e metrics 

[18] MITBIH ODT+ Adaptive boosted ODT 98.77% ACC 

[24] MITBIH KNN 98.40% ACC 

[25] 

MITBIH
, 
Wearabl
e dataset 

XGBOOST 

99.14%ACC| 

MITBIH, 
98.68% ACC| 

Wearable dataset 

[26] MITBIH 

KNN+DT 97.64%Acc 

SVM 97.58%Acc 

Ensemble Approach 97.78%Acc 

ANN with Class Weights 98.06%Acc 

[27] 

452 
samples 
of 
sample 
data  

RF Ensemble 90%Acc 

[28] MITBIH RF+SVM 98.2%Acc 

[29] MITBIH DL Ensemble 
98%Acc 
0.93F1score 
0.92AUC 

[30] Kaggle LR+SVM+DT+NB+KNN 98%Acc 

Proposed 
Ensembl
e Method 

MITBIH 
LR+SVM+RF+XGBOOST+KNN 96.1%Acc 

LR+SVM+ORF+XGBOOST+KN
N 99.45%Acc 

 
Fig. 6. Comparative Analysis of Proposed Framework to the Conventional 

Frameworks for ECG Heartbeat Detection for Accuracy Metric. 

Fig. 7 depicts the comparative analysis of proposed 
ensemble heartbeat detection to the conventional models for 
recall metric. In this figure, as the number of samples 
increases along with features space, proposed model has better 
recall than the previous models. Here, the cross validation is 
performed for 10 samples, 20 samples, 30 samples, 40 
samples and 50 samples and the recall for  proposed model is 
observed. 

Fig. 8 presents the comparative analysis of proposed 
ensemble heat-beat detection to the conventional models for 
F-measure metric. In this figure, as the number of samples 
increases along with features space, proposed model has better 
heat-beat detection F-measure than the previous models. 

Table IV lists the comparative analysis of proposed 
ensemble heartbeat detection to the conventional models for 
AUC metric. Here, the cross-validation test of 10 samples to 
50 samples is done and classification result is observed over 
various classifiers. In this table, as the number of samples 
increases along with features space, proposed model has better 
heartbeat detection AUC than the previous models. 
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Fig. 7. Comparative Analysis of Proposed Framework to the Conventional 

Frameworks for ECG Heartbeat Detection for Recall Metric. 

 
Fig. 8. Comparative Analysis of Proposed Framework to the Conventional 

Frameworks for ECG Heartbeat Detection for F1-Score Metric. 

Table V lists the comparative analysis of proposed 
ensemble heartbeat detection to the conventional models for 
precision metric. In this table, as the number of samples 
increases along with features space, proposed model has better 
heartbeat detection precision than the previous models. 

TABLE IV. COMPARISON OF PROPOSED FRAMEWORK IN TERMS OF AUC 
METRIC 

CV-Test Logist
ic 

SV
M 

XGBOOS
T 

KN
N 

HRF Ensemble 
Learning 

CV-
Test#10 0.943 0.96

3 0.961 0.94 0.995 

CV-
Test#20 0.942 0.96

4 0.964 0.94
2 0.975 

CV-
Test#30 0.941 0.96

5 0.965 0.94
2 0.974 

CV-
Test#40 0.939 0.96

3 0.965 0.94
2 0.985 

CV-
Test#50 0.941 0.96

1 0.963 0.94
2 0.971 

TABLE V. COMPARISON OF PROPOSED FRAMEWORK IN TERMS OF AUC 
METRIC 

CV-Test Logisti
c 

SV
M 

XGBOOS
T 

KN
N 

Proposed 
Ensemble 

CV-
Test#10 0.943 0.95

8 0.959 0.93
9 0.995 

CV-
Test#20 0.945 0.96

1 0.963 0.94
1 0.985 

CV-
Test#30 0.945 0.96 0.959 0.94

4 0.974 

CV-
Test#40 0.939 0.96

2 0.962 0.94 0.985 

CV-
Test#50 0.94 0.96

1 0.963 0.93
9 0.978 

V. CONCLUSION 
In this paper, an optimized ensemble learning approach is 

implemented on the MITBIH arrhythmia dataset for better 
decision making. Since most of the base classifiers are 
independent of data size and outliers, the proposed improved 
inter quartile range outlier detection-based optimized random 
forest ensemble learning model has better efficiency in terms 
of outliers filtering and data classification problem.  This 
outlier technique proposed in this work is an improvement to 
the traditional inter quartile range outlier detection method 
which removes the extreme level outliers and improves the 
accuracy in the classification process. After filtering, a kernel-
based feature selection approach is implemented to find the 
ranks of the features. In addition, this paper proposed an 
enhanced entropy measure used in decision trees of random 
forest algorithm to get the optimal set of features. Finally, the 
ensemble learning classifies each class of heartbeat by 
majority voting principle and achieved an accuracy of 99.45% 
which outperforms the various state-of-the-methods. 
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Abstract—Software size estimation plays an important role in 
project management. According to the report given by Standish 
Chaos, about 65% of software projects are beyond companies 
budget or overdue; which could have been saved if an early 
estimation was imposed. Though the software size can’t be 
measured directly, but it is related to effort and hence a low 
effort will lead to low size. The calculation of effort depends upon 
how the data is organized or segmented. This research paper 
focuses on the improvement of data segmentation in order to 
reduce the effort and parallel the size. In order to improve the 
segmentation architecture, the project data is divided based on 
the similarity indexes which the projects have in between their 
attributes. Three similarity measures were used namely Cosine 
Similarity (CS), Soft Cosine Similarity (SC) and a hybrid 
similarity index which combines CS and SC. Based on these 
similarity indexes, the project data is divided into groups by K-
means algorithm. In order to estimate the size, the co-relation 
between the formed groups are calculated. To calculate the 
correlation, Mean Square Error (MSE), Square Error (SE), and 
Standard Deviation (STD) is calculated and the normalized 
parameters are used to evaluate the software size. 

Keywords—Cosine similarity; hybrid similarity; machine 
learning; size estimation and soft cosine similarity 

I. INTRODUCTION 
Software size estimation has always been a favorite area 

for the researchers as the wrong estimation of effort and size 
will lead to high computation risk and project failure. If the 
company does not earn from a project, even if the project is 
complete, it is termed as failure. Therefore, to overcome this 
problem, an early stage prediction model is designed based of 
the past project experience [1]. Underestimation and 
overestimation both leads to high project risk completion. In 
case, if size of the software project is estimated at the earliest 
stage, then, project handling team can provide better plan. 
Conventional software development mainly goes through four 
levels namely requirements elicitation, design, coding and 
testing [2]. After designing early size estimation model, most 
of the systems have better response. If the project estimation is 
terminated just after first level, then it affects directly the 
project management. Therefore, early size estimation of 
project is a crucial task not only for conventional software 
development bust also for agile development, as it makes the 
projects more manageable. Software size metrics play an 
important role in the success of this task [3]. In the 
conventional approach, Lines of Code (LOC), evaluation has 
been a way to evaluate the size of the projects [4]. Function 
Point (FP) sizing also evolved as a method to acquire the 

details of the project but being a object oriented concept again, 
the usage of FP will also require code oriented metrics [5], [6]. 
Early size estimation requires the attributes which does not 
involve post coding methods. Any estimation method, requires 
a learning model and as it is described earlier, code oriented 
metrics will be only attained once the project is complete. In 
order to train the system, the Ground Truth (GT) of the data is 
the foremost requirement. GT refers to the class label of the 
data. As for example, suppose a project had 5000 LOC ,10 
team members,1 team lead and 50 hours of development and 
the effort from the team in order to develop the project was 
“high”, then the GT for Project Attribute(PA){5000 
,10,1,50} is high. Unfortunately, these type of metrics can be 
only evaluated after the development and does not suit early 
size estimation. In the early age of development of early size 
estimation, authors introduced learning methods using 
machine learning and its extension. [7]. used machine learning 
oriented neural networks to train the system based on the 
feedback from the engagements of the company but the 
generation of GT through machine learning failed here. 

A. Machine Learning 
The machine learning architecture needs a training data 

algorithm with its ground truth value. The material methods 
which involves statistics are called machine learning. 
Common machine learning algorithms are as follows. 

1) K-means. 
2) Regression. 
3) Linear Propagation Model. 

This research article uses K-means clustering algorithm 
with the enhancement of base architecture. The k-means 
clustering algorithm selects a random centroid out of the 
provided set of attributes. If there are three attributes, then the 
centroid of the clusters will also have three attributes. The 
adjustment in the centroid takes place when the co-relation 
between the attributes and centroids varies and goes to the 
adjustment into another cluster. In order to calculate the 
distance between centroid and attribute values, Euclidian 
distance is calculated. The data is always divided into ‘k’ 
number of clusters and in order to decide ‘k’, there are 
multiple ways of advisory. This research work does not 
focuses on the calculation of ‘k’ as there are two sections for 
the entire data namely ‘high size’ and ‘low size’ which is 
further subdivided into two sub-segments namely ‘moderate’ 
and ‘high’ . The size before the development can’t be directly 
evaluated and hence this research article refers to the 
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statement that high effort will lead to high size and low co-
relation will lead to high effort. 

𝐸𝑓𝑓𝑜𝑟𝑡 ∝  𝑐𝑜𝑠𝑡 ||𝑠𝑖𝑧𝑒          (1) 

The rest of the paper is organized as follows: Section 2 
represents the related work in the field of size estimation. 
Section 3 presents the proposed work including technique 
used and process of work. The result and discussions are 
presented in Section 4. Conclusion is presented in Section 5. 

II. RELATED WORK 
Ahn et al. (2003) have presented a metric analyses based 

methodology tool to estimate effort at early stage of software 
project. Using this model, a project manager can analyzed, 
software system like as analyzed by FP analysis. In addition, 
relation between UML point and effort has also been observed 
[8]. Baskeles et al. (2007) have presented ML based software 
estimation model to resolve the problems related to cost and 
schedule extension. The test has been conducted on the 
collected data obtained from software industry in Turkey. 
Principle Component Analysis (PCA) has been applied as data 
dimension reduction approach. ML technique has been trained 
by 50 and 40 projects, and test later using 10 and 20 projects 
respectively. From the test results it has been concluded that 
the parametric models are not sufficient for software effort 
estimation [9]. Nassif et al. (2013) have presented a new 
logarithmic based linear regression model, which works on the 
basis of use case point model (UCP). This approach is used 
case diagram to determine software effort. To regulate the 
productivity factor of regression model Fuzzy logic is used as 
Fuzzy Interface System (FIS). Based on software size and 
project group productivity, neural network is design and used 
to estimate software effort. At last comparison between ANN 
and log-linear regression based model has been presented. The 
results show that NN outperformed compared to regression 
model while estimating small project, but for large scale 
projects regression algorithm performed better [10]. Satapathy 
et al. (2016) have used Random Forest (RF) as ML approach 
to enhance the performance of effort prediction model. UCP 
approach has been used for estimating project effort, the 
parameters of which has been improved using RF approach. 
Among various ML techniques like NN, log-linear regression 
scheme, stochastic approach, and radial function method, RF 
surpass among all [11]. Sharma et al. (2017) have presented a 
review on various ML techniques used for software effort and 
size estimation. LOC and FP are the two main metrics used for 
effort estimation. There are various validation methods that 
can be considered in the expansion of research to confirm the 
consequences of software effort assessments. The main 
validation methods are Cross Assessments, Jacknife method 
and Iterative method. In addition, research trends have shown 
that assessment methods need to be explored and improved. In 
addition, other ML approaches, such as size metrics and 

regression trees, can also be utilized using real-life data sets 
[12]. Spikol et al. (2018) have presented ML based effort 
estimation model using International Software Benchmarking 
Standards Group (ISBSG) dataset. For cross validation, three 
ML techniques SVM, ANN, and generalized Linear Model 
has been used [13]. Lavazza et al. (2019) have empirically 
studied the COSMIC early size estimation scheme using 
historical dataset. Average Functional Process along with the 
Equal Size Bands methods have been used for the prediction 
of effort estimation. Results shows that sometimes functional 
process provides better results that can be accepted but 
sometimes the error is so large, which is not to be acceptable 
for better performance of any project. On the other hand, band 
method provides better results [14]. Nassif et al. (2019) have 
compared three FIS systems namely, Mamdani, Sugeno with 
defined output, and Sugeno with linear output. The 
performance of the system has been analyzed based on 
standard sized accuracy, error, effect size and statistical tests. 
The designed model is trained using ISBSG dataset, and 
results show that FIS are very sensitive to outliers. Authors 
also concluded that when fuzzy logic is used in combination to 
regression model, the system outperforms [15]. Silhavy et al. 
(2021) had proposed a method for size estimation based on the 
use case and the number of actors. In the process, stepwise 
regression was performed that minimized the number of errors 
adjoining the size estimation of the software system. This is 
also added that the predictions were independent of the use 
case points to avoid inaccurate estimations [16]. Daud and 
Malik (2021) had aimed at quantitative analysis of the effect 
of precise software size estimations when the project transits 
to the designing phase. To achieve this Analysis to Design 
Adjustment Factors were introduced in the proposed work that 
demonstrated improved accuracy of the proposed model [17]. 
Suresh (2022) had integrated Artificial Neural Netowrk 
(ANN) to generate precise estimations in the initial stages of 
development cycle. It was observed that the work offered 
optimal and automated predictions based on training and 
classification using ANN architecture. The work exhibited 
better and more accurate software effort estimations in 
comparison to the existing works [18]. 

A. Problem Formulation 
It becomes easy to the train a system when the GT of the 

data is available but, if there is no GT, the system remains 
uncertain in order to make the system understand what the 
data represents for. In case of post size estimation, the GT is 
easy as the developers speaks themselves and the outcome 
defines the GT but, in case of early size estimation, GT is not 
present. This articles focuses on the development of automatic 
GT for improved segmented section in order to quantify low 
size and high size based on the co-relation between the groups 
as shown in Fig. 1. 
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Fig. 1. The Proposed Work Model. 

III. PROPOSED WORK 
The proposed work is divided into two segments, namely, 

segment generation and group labelling. The architecture of 
the proposed work is illustrated using Fig. 2. The data 
segmentation involves the application of Cosine Similarity 
(CS), Soft Cosine Similarity (SC) and hybrid similarity which 
is a summed value of CS and SC. The formation of groups 
utilizing K-means is also a part of this section. The K-means 
algorithms divides the entire attribute set in two groups and 
their labelling is done by the group labelling section of the 
proposed algorithm. 

A. Calculate Similarity Indices 
Here data, segmentation is used to obtained ground truth 

value. Here, data is fragmented based on their size into two 
parts high fragments and low fragments after finding the 
centroid for each row in the dataset. The available dataset 
contains irrelevant information, therefore need to be rectify 
before used for analysis process. Hence, need to be isolated 
from the available data for any project for size estimation. 
Therefore clustering using K-means play an important role for 
cluster formation. Before applying clustering, we need to find 
out similarity indices, which are obtained using three 

similarity measures (i) Cosine Similarity (CS), (ii) Soft Cosine 
(SC) measure, (iii) Hybrid similarity measure. 

1) Cosine similarity: It is similarity measurement 
approach used to find out the similarity metric between two 
entities based on their size using the concept of the cosine 
angle between entities in an n-dimensional space. Exactly, to 
calculate the cosine similarity between two entities in an n-
dimensional space, the given formula is used: 

𝐶𝑜𝑠 (𝜃) =  𝑀��⃗ .𝑁��⃗

�𝑀��⃗ ��𝑁��⃗ �
            (2) 

Hare, ‘M’ and ‘N’ are two entities may be array or vectors; 
cosine equation gives the angle between them using the 
written equation: 

𝑀��⃗ .𝑁��⃗ =  ∑ 𝑀𝑘 × 𝑁𝑘𝑛
𝑘=1            (3) 

 =  𝑀1 × 𝑁1 +  𝑀2 × 𝑁2 + ⋯+ 𝑀𝑛 × 𝑁𝑛 

�𝑀��⃗ � = �𝑀1
2 + 𝑀2

2 + ⋯+ 𝑀𝑛
2 

�𝑁��⃗ � = �𝑁12 + 𝑁22 + ⋯+ 𝑁𝑛2 
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Fig. 2. Proposed Work. 

We consider an example to calculate the similarity 
between two sample data such as M and N, where 

M = [1, 1, 0] 

N = [1, 0, 1] 

𝑀��⃗ .𝑁��⃗ = 1 × 1 + 1 × 0 + 0 × 1 = 1 + 0 + 0 = 1        (4) 

�𝑀��⃗ � = √12 + 12 + 02 = √2          (5) 

�𝑁��⃗ � =  √12 + 02 + 12 = √2          (6) 

So, the value of cosine similarity is; 

𝐶𝑜𝑠 (𝜃) =  1
√2×√2

=  1
2

= 0.5          (7) 

𝜃 = 𝑐𝑜𝑠−1(0.5) = 60°           (8) 

Cosine similarity is used to measure the closeness between 
the data elements. It is a measurement of similarity between 
two non-zero arrays or vectors of an inner product space that 
measures the cosine of the angle between them. The cosine of 
0° is 1, and it is less than 1 for any angle in the interval (0, π) 
radians. It is thus a judgment of orientation and not 

magnitude: two vectors with the same orientation have a 
cosine similarity of 1, two vectors oriented at 90° relative to 
each other have a similarity of 0, and two vectors 
diametrically opposed have a similarity of -1, independent of 
their magnitude. These bounds apply for any number of 
dimensions, and the cosine similarity is most commonly used 
in high-dimensional positive spaces. Some important points 
related to the cosine similarity is written as: 

1) Always applicable for two non-zero arrays or vectors. 
2) The cosine similarity considers the Vector Space 

Model (VSM) features as independent or completely different. 
3) The time complexity of cosine similarity is non 

quadratic. 
4) Cosine similarity use the concept of Term Frequency–

Inverse Document Frequency (TF-IDF) to calculate the 
similarity between documents 

5) Cosine Similarity uses the Euclidean Distance to 
measure the closeness between two entities. 

The designed algorithm for CS is written. 
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Algorithm: Cosine Similarity  
Input: PD Uploaded project data to calculate similarity  
Output: SIMCOS Cosine Similarity for PD 
SIMCOS= [()] // to store cosine similarities values  
Sim-count = 0 
For m = 1  Length (PD) 
Current-PD = PD (m) 
    For n = m+1 Length (PD) 
         Reference-PD = PD (n) 
Calculate the cos similarity using given equation  

Current − PD �����������������������������⃗ . Reference − PD ����������������������������������⃗ =  � Current − PD𝑘 × Reference − PD 𝑘

𝑛

𝑘=1

 

�Current − PD����������������������������⃗ � = �Current − PD1
2 + Current − PD2

2 + ⋯+ Current − PD𝑛
2 

�Reference− PD ����������������������������������⃗ � = �Reference− PD 12 + Reference− PD 22 + ⋯+ Reference − PD 𝑛2 

𝐶𝑜𝑠 (𝜃) =  
Current − PD �����������������������������⃗ . Reference − PD ����������������������������������⃗

�Current − PD����������������������������⃗ ��Reference − PD���������������������������������⃗ �
 

SIMCOS[Sim-count]=Cos(θ) 
Increment in index of array, Sim-count = Sim-count + 1 
     End – For 
End – For 
Return: SIMCOSas an output in terms of Cosine Similarity for PD 
End – Algorithm  

2) Soft cosine similarity: Soft cosine or the soft similarity 
approach is used to calculate the similarity between two 
entities similar to the cosine similarity approach. Cosine 
similarity has the VSM (Vector Space Model)features as 
completely different or independent whereas the soft cosine 
measures considers the VSM similarity features that assists in 
the generalization of cosine and soft cosine with similarity 
idea. For the computation of soft cosine, S as matrix is utilized 
for the indication of similarity among features. It could be 
measured by Levenshtein distance and Wordnet similarity. 
Soft cosine similarity finds the most common between two 
document sets. 

𝑆𝑜𝑓𝑡 𝐶𝑜𝑠𝑖𝑛𝑒 =  𝐶𝑜𝑠 � 𝑛
𝑖=1

|𝑋 ∩ 𝑌|)�         (9) 

Where, X and Y are the two entities in n dimensional 
space and the some important points related to the soft cosine 
similarity is written as: 

1) A soft cosine similarity between two vectors considers 
similarities between pairs of features. 

2) The soft cosine similarity measures the similarity of 
features in Vector Space Model (VSM) as dependent. 

3) The time complexity of Soft Cosine Similarity is 
quadratic, which makes it perfectly applicable to real-world 
tasks but it can be reduced to sub quadratic. 

4) Soft Cosine similarity uses the concept of n-grams 
which is a contiguous sequence of n items. 

5) Soft Cosine Similarity uses the Levenshtein Distance. 

The algorithm for soft cosine similarity index is written 
below. 

Algorithm: Soft Cosine Similarity  
Input:PD  Uploaded project data to calculate similarity  
Output: SIMSOFTCOSSoft Cosine Similarity for PD 
SIMSOFTCOS = [()] // to store soft cosine similarities values  
Sim-count = 0 
For m = 1  Length (PD) 
Current-PD = PD (m) 
    For n = m+1 Length (PD) 
         Reference-PD = PD (n) 
𝑺𝑰𝑴𝑺𝑶𝑭𝑻𝑪𝑶𝑺 =  𝑪𝒐𝒔 �

𝒏
𝒊 = 𝟏

|Current − PD ∩ Reference− PD|)� 
SIMSOFTCOS[Sim-count]=SIMSOFTCOS 
Increment in index of array, Sim-count = Sim-count + 1 
     End – For 
End – For 
Return:SIMSOFTCOS as an output in terms of Soft Cosine Similarity 
for PD 
End – Algorithm 

B. Hybrid Similarity 
When CS and SC measures are used in combination, then 

the measure form is known as hybrid similarity indices. By 
comparing average of each row with remaining rows, an 
average value is obtained. Suppose we have 100 rows in the 
project, therefore, to find similarity either applying CS, SC, or 
hybrid similarity average value obtained for each row (1st 
row) is compared to the remaining 99 rows. This process will 
provide an average value, which is used to find initial centroid 
of data that is given by equation (10). 

𝐺𝐻𝑆𝐴=∑ 𝐻𝑆/𝑛𝑛
𝑖=1          (10) 
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Where, 𝐺𝐻𝑆𝐴represents Gross Hybrid Similarity, HS 
indicates hybrid similarity value. 

For each index in HS, determined upper bound (UB), and 
Lower Bound (LB) values by multiplying 20 % of data to the 
obtained GHS average, adding and subtracting the obtained 
value to GHS. The added value is indicated by UB, and, 
subtracted value is represented by LB. Both UB and LB 
values are represented by equation (11), and equation (12), 
respectively. 

UB=𝐺𝐻𝑆𝐴 + 𝐺𝐻𝑆𝐴 × 0.20            (11) 

LB=𝐺𝐻𝑆𝐴 − 𝐺𝐻𝑆𝐴 × 0.20         (12) 

If the obtained average values of is greater than LB or less 
than UB (𝐺𝐻𝑆𝐴 > 𝐿𝐵 and𝐺𝐻𝑆𝐴 < 𝑈𝐵), then index value is 
selected. 

The algorithm for hybrid similarity measure is written. 

Algorithm: Hybrid Similarity (Soft Cosine Similarity) 
Input:PD  Uploaded project data to calculate similarity  
Output: SIMHHybridSimilarity for PD 
SIMH = [()] // to store cosine similarities values  
Sim-count = 0 
For m = 1  Length (PD) 
Current-PD = PD (m) 
    For n = m+1 Length (PD) 
         Reference-PD = PD (n) 
Calculate the cos similarity using given equation  

Current − PD �����������������������������⃗ . Reference − PD ����������������������������������⃗ =  � Current − PD𝑘 × Reference− PD 𝑘

𝑛

𝑘=1

 

�Current − PD����������������������������⃗ � = �Current − PD1
2 + Current − PD2

2 + ⋯+ Current − PD𝑛
2 

�Reference− PD ����������������������������������⃗ � = �Reference − PD 1
2 + Reference− PD 2

2 + ⋯+ Reference− PD 𝑛
2 

𝐶𝑜𝑠 (𝜃) =  
Current − PD �����������������������������⃗ . Reference − PD ����������������������������������⃗

�Current − PD����������������������������⃗ ��Reference− PD���������������������������������⃗ �
 

𝑆𝐼𝑀 𝑆𝑂𝐹𝑇𝐶𝑂𝑆 =  𝐶𝑜𝑠 �
𝑛

𝑖 = 1
|Current − PD ∩ Reference− PD|)� 

SIMH[Sim-count]={Cos(θ) + SIMSOFTCOS} 
Increment in index of array, Sim-count = Sim-count + 1 
     End – For 
End – For 
Return:SIMH as an output in terms of HybridSimilarity for PD 
End – Algorithm  

Now, apply K means as ML approach for centroid 
selection. 

ML is a branch of artificial intelligence (AI). In more 
detail, it is a method of data analysis that allows a machine / 
robot or any analysis system to learn independently by solving 
a number of similar problems. Machine learning aims to 
develop computer programs that can access information and 
use it to learn. The training process begins with a specific set 
of information, such as examples, direct experience, or 
instruction, to look for examples in the data and make better 
decisions in the future based on the examples we provide. The 
main purpose is to ensure that computers automatically learn 
without human intervention and outside help, and to regulate 
actions accordingly. 

ML algorithms are often classified as supervised, semi-
supervised or un-supervised. In general, these algorithms can 
apply past data to new data, using the noted examples to 
predict future events. Starting with the analysis of a known 
training database, the learning algorithm creates a resultant 
function to predict the output values. In doing so, the learning 
algorithm can also compare the result with specific "correct" 

samples of the latest data and find errors to change the 
development model accordingly. In semi-supervised ML 
approach small amount of data (labeled) is merged to the huge 
dataset (unlabeled). It lies between supervised (labeled data), 
and un-supervised learning (un-labeled data). In contrast, 
unsupervised ML algorithms are used when the information 
used for training is not classified or marked in any way. The 
system examines the data and can draw conclusions from the 
datasets. 

Improving machine learning algorithms is used to interact 
with the environment - trial and error search is the most 
important learning characteristic of this method, which allows 
programs to automatically detect ideal behavior in a specific 
context to maximize its performance. 

K-means is a clustering approach used to partitioned N 
number of data into k number of groups known an clusters. 
The process is followed as: 

• Initially, select K centroid, which is the center point of 
each fragmented data. 

• Allocate data point to the closest centroid. 
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• Reallocate centroid value as the calculated average 
value for each group. 

• Reallocate the data points to the adjoining centroid. 

• Repeat until the data points remain in the same group. 

After dividing data into different groups on the bases of 
boundary conditions as mentioned above, three centroids have 
been selected for the divided data. The process of centroid 
selection is as follows: 

Consider an initial set of k means (centroids) 
(C1, C2, … … … … Cn) in clusters (S1,, S2,          Sn). At the first 
stage, the centroids of the clusters are selected randomly or 
according to a certain rule (for example, choose the centroids 
that maximize the initial distances between the clusters). We 
refer observations to those clusters whose mean (centroid) is 
closest to them. Each observation belongs to only one cluster, 
even if it can be assigned to two or more clusters. Then the 
centroid of each i-th cluster is recalculated according to the 
equation (13). 

Cj = 1
Sj
∑ X(j)x(j)ϵSi          (13) 

Thus, the k-means algorithm consists in recalculating the 
centroid at each step for each cluster obtained in the previous 
step. The algorithm stops when the value Cj does not change 
the maximum and minimum value. The three centroids are 
formed and named as centroid 1, centroid 2, and centroid 3, 
each represented by equation (14), equation (15), and equation 
(16) respectively. 

Centroid 1=[∑ 𝐶𝑆
𝑛

,∑ 𝑆𝐶
𝑛

.∑ 𝐻𝑆
𝑛

𝑛
𝑖=1

𝑛
𝑖=1

𝑛
𝑖=1        (14) 

Centroid 2=centroid 1+20%        (15) 

Centroid 3Centroid 1-20%        (16) 

The designed algorithm for K-means is written. 

Algorithm: K-means  
Input:PD  Uploaded project data for clustering 
Output: C-Data and C Clustered Data and their centroids 
Initialize an estimated Centroid C = C1, C2 and C3 
Where, 𝐶1 =  𝑆𝐼𝑀𝐶𝑂𝑆

𝐶𝑜𝑢𝑛𝑡 𝑜𝑓 𝑃𝐷
+ 𝑆𝐼𝑀𝑆𝑂𝐹𝑇𝐶𝑂𝑆

𝐶𝑜𝑢𝑛𝑡 𝑜𝑓 𝑃𝐷
+ 𝑆𝐼𝑀𝐻

𝐶𝑜𝑢𝑛𝑡 𝑜𝑓 𝑃𝐷 

𝐶2 = 𝐶1 + 20% 𝑜𝑓 𝐶1 
𝐶3 = 𝐶1 − 20% 𝑜𝑓 𝐶1 

Calculate size of PD in terms of [Row, Col.] = size (PD) 
For i1 to all Row 
    For j1 to all column 
If PD (i,j)==C1 
        C-Data 1=PD (i,j) 
       Else if PD (i,j)==C2  
        C-Data 2=PD (i,j) 
       Else  
        C-Data 3=PD (i,j) 
      End  
      Adjust Centroid C using their mean 
      C = Average (C-Data 1, C-Data 2 and C-Data 3) 
    End – For  
End – For  
Return: C-Data and C as a Clustered Data and their centroids 
respectively  
End – Algorithm 

After selecting centroid, next step is to calculate Euclidian 
distance and hamming distance as metrics. The k-means 
method is a method of cluster analysis, the purpose of which is 
to divide m observations (from space𝑃𝑛) into k clusters, with 
each observation referring to the cluster to the center 
(centroid) of which it is closest. Euclidean distance is used as 
a measure of proximity, which is given by equation (17). 

𝑝(𝑥,𝑦) = �(𝑥1 − 𝑦1)2 + (𝑥2 − 𝑦2)2 + ⋯… … … (𝑥𝑛 − 𝑦𝑛)2   (17) 

=�∑ (𝑥𝑖 − 𝑦𝑖)2𝑛
𝑖=1  

Where x, y represent the Euclidean vector. 

C. The Group Labelling 
As shown in Fig. 1, once the group is formed, the 

correlation between the group elements is calculated using 
Mean Square Error (MSE), Standard Error (SE) and Standard 
Deviation (STD) for both the groups. In order to neutralize, 
the evaluated parameters for every group, log scale is 
considered which joins summative of MSE, SE and STD. A 
ruleset for labelling the group is designed as follows. 
Algorithm Labelling 
Input: Groups , Evaluated Parameters 
Foreach grp in Groups  

 Calculate ∑ 𝑀𝑆𝐸𝑛1
𝑖=1
𝑛

, ∑ 𝑆𝑇𝐷𝑛1
𝑖=1
𝑛

, ∑ 𝑆𝐸𝑛1
𝑖=1
𝑛

 

 𝐽𝑢𝑑𝑔𝑒𝑚𝑒𝑛𝑡𝐿𝑒𝑣𝑒𝑙 .𝐴𝑝𝑝𝑒𝑛𝑑 = log (∑ 𝑀𝑆𝐸𝑛1
𝑖=1
𝑛

+

 ∑ 𝑆𝑇𝐷𝑛1
𝑖=1
𝑛

+ ∑ 𝑆𝐸𝑛1
𝑖=1
𝑛

) 
End For  
Find min(𝐽𝑢𝑑𝑔𝑒𝑚𝑒𝑛𝑡𝐿𝑒𝑣𝑒𝑙) and label it low effort as the co-
relation is high and viceversa. 

IV. ANALYSIS AND DISCUSSION 
In size and effort estimation in software project, there are a 

number of measures on the basis of which evaluations has 
performed. In this research, we have used three metrics to 
measure the performance of designed size estimation of 
software project as given by equation (18), equation (19), and 
equation (20). These are as follows: 

Mean Square Error (MSE): 

MSE=1
𝑛
∑ 𝜀𝑖2𝑛
𝑖=1           (18) 

Standard Error (SE):  

SE=∑ 𝜀𝑖2𝑛
𝑖=1           (19) 

Standard Deviation (STD): 

STD=� 1
𝑛−1

∑ (𝑥𝑖 − 𝑥�𝑖)2𝑛
𝑖=1          (20) 

In this research, we have applied data fragmentation 
approach in addition to K-means approach. The results 
evaluated based on above mentioned parameters is listed in 
Table I. 
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TABLE I. EVALUATED PARAMETERS 

Attributes MSE SE STD 

Project 0.0572 0.1247 0.472 

TeamExp 0.0269 0.1345 0.136 

ManagerExp 0.0378 0.2365 0.257 

YearEnd 0.0472 0.3254 0.369 

Transactions 0.0952 0.1025 0.158 

Length 0.0360 0.2456 0.354 

Effort 0.0761 0.6582 0.648 

Entities 0.0871 0.7251 0.756 

PointsNonAdjust 0.0675 0.6981 0.597 

Adjustment 0.0752 0.5368 0.694 

PointsAjust 0.0697 0.4865 0.486 

Language 0.0315 0.3785 0.697 

 
Fig. 3. MSE. 

Fig. 3 represents the MSE value analysed for 12 different 
attributes. X-axis and y-axis represents the number of 
attributes taken for software project and evaluated MSE value. 
It is observed that for transaction attribute, designed system 
show highest error, whereas for team expert error is analysed 
as minimum. The average mean square error obtained for the 
designed system is observed as 0.05895, which is very small, 
and the system can be considered as accepted one for the early 
size estimation of project using ML technique. 

SE is an estimate of the standard deviation of its sample 
distribution that roughly shows how much the value of a 
analyzed project rows can differ from its mean. The standard 
error of estimation is a value equal to the square root of the 
root mean square error (MSE) regression .MSE, in turn, is 
equal to the sum of the squares of the differences between the 
observed parameter (x) and the regression-estimated values 
(𝑥�) calculated from all observations and referred to their 
number n as represented by equation (19). The standard error 
value has been measured to find out the degree of deviation of 
the values obtained using the regression, from the actually 
observed, and thus assess the accuracy of the corresponding 

model. The deviation has been represented in Fig. 4, in which 
the graph shows maximum and minimum SE value of 0.7251, 
0.1025 for attribute Entities and transaction respectively. 
Overall, the average SE analyzed for the proposed work is 
observed as 0.3877. 

The standard deviation is a statistical characteristic of the 
distribution of a random variable, showing the average degree 
of dispersion of the values of the quantity relative to the 
mathematical expectation, denoted by greek σ (sigma).The 
standard deviation is measured in units of the random variable 
itself and is used to calculate the standard error of the 
arithmetic mean, when constructing confidence intervals , 
when statistically testing hypotheses , when measuring the 
linear relationship between random variables. It is defined as 
the square root of the variance of a random variable. Fig. 5 
represents the examined STD for different attributes 
individually. The results show that for entities attribute, the 
designed early size estimation system using ML approach 
shows maximum STD, whereas, for 0.158 and 0.136 
respectively. 
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Fig. 4. SE. 

 
Fig. 5. STD.

V. CONCLUSION 
This paper represents a novel segmentation method in 

order to labels the projects as high size and low size. In order 
to do so, three similarity indexes namely CS, SC and a hybrid 
similarity which is a combination of CS and SC is designed. 
The value of ‘k’ which is total number of groups that can be 
formed from a supplied set of data is set to be 2 for “high” and 
“low” size. Once the data is divided, the proposed work model 
goes for group labelling which is based on machine learning 
parameters namely MSE, STD and SE. As the parameters are 
different in nature, a log scale neutralization is performed. A 
rule architecture was developed to judge the labels and over 
500 projects were labelled for high and low software size. A 
detailed evaluation of parameters is presented in section 4 and 
the current segmentation architecture will help in establishing 
Q-Learning mechanism for future project size estimations. 
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Abstract—Despite the reduction of restrictive measures 
imposed due to the COVID-19 pandemic, the problem of 
organizing distance learning continues to be topical. Distance 
learning imposes a much greater responsibility on teachers, 
giving them more of a workload as learning technologies change 
rapidly and teachers have to actively adapt to innovations, 
devoting a lot of time to preparing appropriate materials to 
ensure the best learning outcomes. The aim of the study is to 
detect the use of the most effective means of organizing distance 
learning by teachers. The study is based on a survey of university 
professors who were teaching in the distance mode during 2020-
2021 active administrative restrictions. Opportunities for the use 
of various services in the organization of distance learning are 
analyzed and the drawbacks and advantages of the distance 
learning system are highlighted. The study reveals previously 
unapparent issues that arose in the course of distance work in 
quarantine. These include, first and foremost, the high physical 
workload of teachers, the many technical problems that arose in 
the transition to distance learning, the lack of teachers’ 
competencies, which needs to be urgently addressed, and the 
complicated coordination of the learning process. Despite the 
problems identified, the authors argue that the system of distance 
learning can and must be adopted and further developed as an 
additional supporting direction in the organization of the 
learning process, which will allow educational institutions to 
promptly shift to distance learning as needed. 

Keywords—Distance learning; teachers; electronic service; 
online class 

I. INTRODUCTION 
The COVID-19 pandemic forced universities to shift to the 

mode of distance learning (DL), which required them to use all 
the powers of the infrastructure, employ specialized software, 
expand the functionality of the existing educational platforms, 
and work on the development of databases and teachers’ 
competence [1], [2]. In essence, it was a complex systemic task 
that covered virtually all parts of the educational process. 

Contemporary ICT and web technologies are moving to 
ever more advanced levels of operation, and DL is becoming 
more than just an online session or webinar as it incorporates 
many more student activities, such as data collection, data 
processing, communication, and interaction with the interface 
and the external environment [3]–[5]. 

Research on the peculiarities of using the DL system by 
teachers of information and computer technologies acquired 
particular significance when all educational institutions faced 
the need to fully shift to DL due to the introduced quarantine 
measures caused by the COVID-19 pandemic. In this light, of 
special interest are the issues of the use of various means of 
organizing DL by teachers and practical recommendations on 
the implementation of DL that could be used by universities 
during the period of restrictions caused by the COVID-19 
pandemic [6]. 

II. LITERATURE REVIEW 
In the course of the quarantine, there appeared a 

considerable amount of papers with practical advice and 
recommendations on the introduction of DL. For instance, one 
study [7] reveals that the teachers who most easily rearranged 
their style of work and got more enjoyment from the 
introduction of the DL work at the institutions that had clear 
systemic communications and algorithms for action formed 
prior to the pandemic and implemented and maintained at the 
level of the management of the individual educational 
institution. 

Scientific research actively discusses new approaches to the 
organization of DL, which requires substantiation of such 
provisions as the motivational, technological, and process 
support for the education system as an integral pedagogical 
system that accounts for the individual interests, abilities, and 
aptitudes of students and the newest teaching strategies [8]. At 
present, the most acute are the issues of using electronic 
services and platforms to successfully employ DL in the 
educational process [9], [10]. 

In the present study, we define DL as a part of web-
oriented education – a type of education that fundamentally 
relies on the use of ICT and in which the participants of the 
learning process primarily engage in individualized educational 
communication [11]. 

In accordance with the research problem, researchers 
consider cases of DL implementation during the COVID-19 
pandemic at various universities around the world [7, 8, 9] and 
in various areas of study [10, 11, 12]. Researchers analyze the 
factors that facilitate and hinder the implementation of distance 
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education during the COVID-19 pandemic [13], study the 
perception of distance learning by students during the 
pandemic [14], the satisfaction of teachers and students of 
distance education and their understanding of the opportunities 
and problems of distance learning during the period of 
quarantine restrictions [15] ; determine the existing educational 
and technological barriers to distance education [16] and the 
relationship between digital transformation, satisfaction and the 
intention of students to continue learning online [17] during 
quarantine restrictions; prove the advantages of organizing DL 
in order to prevent the spread of a pandemic [18]; justify the 
benefits of distance learning during the crisis, which are the use 
of technology, improving the communication skills of students 
and saving time on teaching and learning [19]; determine the 
priorities of learning after the removal of restrictions to find a 
balance between distance learning and full-time education [20]. 

Nevertheless, a full picture of the realities of DL cannot be 
painted without considering the position and feedback of 
teachers as those who put the system into operation. 

In view of the above, the goal of the present study is to 
detect the use of the most effective means of organizing DL by 
teachers during the period of active restrictions caused by the 
COVID-19 pandemic. 

Research objectives are: 

1) To analyze the opportunities to use various services in 
the organization of DL during quarantine measures. 

2) To define the advantages and drawbacks of the DL 
system. 

3) To identify previously unapparent problems in the 
process of distance work during quarantine. 

Further, the article describes the methodology of the study, 
presents the results of the study and analyzes their significance. 
In conclusion, the conclusions of the work carried out are 
drawn. 

III. METHODS 
The established research goal entails the following 

approximate list of theoretical and empirical research methods: 
the theoretical methods of analysis, synthesis, comparison, and 
summarization used in the study of scientific literature on the 
organization of DL during the period of quarantine restrictions 
caused by the pandemic. The theoretical base of the study was 
grouped depending on the type of documents. The first group 
of information sources consisted of studies devoted to the 
problem of the possibility of introducing distance learning into 
the educational process. The second group of information 
sources was devoted to the consideration of the specifics of the 
use of DL during the period of active restrictions caused by the 
COVID-19 pandemic. The considered sources of information 
were 30 articles from scientific peer-reviewed journals Scopus 
and Web of Science for the last 3 years; the empirical method 
of a survey employed to analyze the existing peculiarities and 
problems of organizing DL. 

The primary method of research was an expert survey, the 
sample of which consisted of 100 teachers sampled by the 

method of criterion-based selection. The survey method was 
the most appropriate for the purpose of the study, since 
determining the use by teachers of the most effective means of 
organizing distance learning during the period of active 
restrictions caused by the COVID-19 pandemic was most 
accurately feasible when analyzing the opinions of the teachers 
themselves, as direct participants in this process. The survey 
included the following questions: 

“What services do you use to post educational and 
methodological support materials during the organization of 
DL?” (multiple choice possible), followed by a discussion of 
the experience; 

“What services do you use for hosting video conferences?” 
(multiple choice possible); 

“In your opinion, what are the main disadvantages of DL?” 
(multiple choice possible); 

“In your opinion, what are the main advantages of DL?” 
(multiple choice possible); 

“In your opinion, what are the major problems in the 
process of DL during quarantine that were not apparent 
beforehand?” (multiple choice possible). 

Thus, the surveyed teachers were asked to identify the main 
resources they had used to post educational and 
methodological materials for students to access and the 
services most often used for communication with students and 
hosting online conferences. The survey also enabled the 
teachers to describe the advantages and disadvantages they see 
in the DL system and to identify major problems in the DL 
process during quarantine that were not evident beforehand. In 
addition, the teachers were able to give their opinions on 
opportunities for improvement. 

Further on, the opinions of teachers about the services 
preferred for posting educational and methodological materials 
and hosting video conferences, the main drawbacks of DL, and 
the problems discovered in the course of distance work were 
ranked by popularity. The consistency of teachers’ opinions 
was assessed by the concordance coefficient: 

𝑤 =
12𝑆

𝑛2(𝑚3 −𝑚)
 

where S is the sum of the squared deviations of all rank 
estimates of each evaluated object from the mean value; n – the 
number of respondents; m – the number of assessment objects. 

Statistical processing of the survey results and calculation 
of descriptive statistics (percentage of expert mentions) and the 
concordance coefficient were performed using the SPSS 
software product. 

IV. RESULTS 
The conducted survey reveals that in posting educational 

and methodological materials as part of DL, the respondents 
give preference to Moodle (45%) and Google Classroom 
(44%) due to their convenient subdivision of topics and classes 
and easy access for students (Table I). 
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TABLE I. SERVICES FOR POSTING EDUCATIONAL AND 
METHODOLOGICAL SUPPORT MATERIALS 

№ Service Response rate*, % Rank 

1 Moodle 45% 1 

2 Google Classroom 44% 2 

3 Google Drive 31% 3 

4 Microsoft Teams 8% 4 

5 Other 29%  
multiple choice possible 

An object-oriented DL environment Moodle relies on 
contemporary information and computer technology. The 
service can also be used by students to receive feedback, as 
they can post their completed laboratory assignments and other 
documents to be checked by the professor. 

Google Drive as a platform for storing materials with an 
opportunity to share access to them ranks third in the 
respondents’ choice (31% of the respondents choose this 
option). Microsoft Teams is used by only 8% of those 
surveyed. Meanwhile, 29% of the professors do not use any of 
the mentioned services. 

The concordance coefficient for the question is W = 0.78 (p 
< 0.01), indicating strong consistency of the teachers’ 
responses to the question. 

Subsequent additional questions focus on teachers’ 
experiences with the most popular services (Tables II and III). 

TABLE II. EXPERIENCE WITH MOODLE 

№ Teachers’ judgment Response rate, % 

1 Use a lot 39% 

2 Use little 13% 

3 Not use at all 36% 

4 Consider it convenient to use 43% 

5 Consider it inconvenient to use 7% 

6 Recommended for use 43% 

7 Not recommended for use 7% 

TABLE III. EXPERIENCE WITH GOOGLE CLASSROOM 

№ Teachers’ judgment Response rate, % 

1 Use a lot 24% 

2 Use little 23% 

3 Not use at all 36% 

4 Consider it convenient to use 26% 

5 Consider it inconvenient to use 3% 

6 Recommended for use 37% 

7 Not recommended for use 26% 

Considering the above services from the point of 
convenience, 43% of the surveyed teachers consider Moodle to 
be quite usable and recommend it for use in the educational 
process (Table II). However, commenting on their experience 
using Moodle, 7% of the respondents do not recommend using 

it as the main system for organizing DL in educational 
organizations (Table II), explaining their position by the fact 
that teachers and students voice many complaints about its 
operation. 

The Google Classroom service is used in working with 
educational and methodological materials by 24% of teachers 
and recommended for use by only 26% (Table III). Moreover, 
36% do not use Moodle and Google Classroom in the learning 
process at all and consider them inconvenient. 

In the organization of DL, of importance are video 
conferencing platforms, which allow students to attend lectures 
in real time and actively discuss the materials presented while 
physically being in different places. This model approximates 
online learning to study in a real classroom as much as 
possible. 

The responses of teachers to the question “What services do 
you use for hosting video conferences?” are presented in 
Table IV. 

TABLE IV. SERVICES FOR HOSTING VIDEO CONFERENCES 

№ Service Response rate*, % Rank 

1 TrueConfServer 55% 1 

2 VideoMost 34% 2 

3 Google Meet 17% 3 

4 Google Hangouts 10% 4 

5 Microsoft Teams 8% 5 

6 Cisco Webex Meetings 3% 6-7 

7 Big Blue Button 3% 6-7 

8 Skype 2% 8 

9 Discord 1% 9 
multiple choice possible 

The survey results show that the most popular video 
conferencing service is TrueConfServer, which gained 
popularity after Russian universities ceased cooperation with 
Zoom, with the selection rate of 55% (Table IV). Another 
Russian product, VideoMost, has 34% of the vote. 

Free video chat services Google Meet and Google 
Hangouts are used by 17% and 10% of respondents, 
respectively. The Microsoft Teams service is approved by 8% 
of university professors; such a low rate may be explained by a 
fairly high subscription fee charged for most Microsoft 
services. Among other video conferencing resources mentioned 
by the teachers are Cisco Webex Meetings (3%), Skype (2%), 
and Discord (2%). 

It should be noted that conferencing directly in Moodle is 
not a typical solution. Only 3% of the respondents use the Big 
Blue Button service, which integrates with Moodle, although 
the previous question reveals that 39% of the respondents use 
Moodle to post educational and methodological materials 
(Table II). 

The value of the concordance coefficient W = 0.76 (p < 
0.01) indicates a high coherence of the teachers’ opinions on 
this issue. 
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The main disadvantages of DL as viewed by teachers are 
presented in Table V. 

TABLE V. PRIMARY DISADVANTAGES OF DL 

№ Primary disadvantages of DL Response rate*, % Rank 

1 round-the-clock load 65% 1 

2 lack of a unified platform 37% 2 

3 lack of unified standards and 
requirements, as well as unified software 35% 3 

4 unequal access to high-speed Internet 19% 4 

5 difficulties in objectively assessing 
knowledge 16% 5 

multiple choice possible 

The value of the concordance coefficient W = 0.82 (p < 
0.01), which suggests a strong consistency of opinion on the 
issue. 

Additionally, the survey of teachers during the DL process 
while in quarantine revealed problems that were not apparent 
beforehand (Table VI). 

TABLE VI. PROBLEMS DETECTED WHILE WORKING IN THE DISTANCE 
MODE 

№ Problem Response rate*, % Rank 

1 teachers’ technical competence 68% 1 

2 optimization of class schedules and 
workload in the distance mode 44% 2 

3 multitasking 37% 3 

4 content structuring of information flows 24% 4 

5 electronic deanery 20% 5 
multiple choice possible 

For this item, the concordance coefficient is W = 0.75 (p < 
0.01), indicating a strong concordance of the teachers’ views 
on the matter. 

V. DISCUSSION 
According to the survey results, the main drawback of DL 

for teachers is a round-the-clock load caused by the need to 
adjust educational and methodological materials for online 
classes, post them online, hold consultations and video 
conferences, maintain contact with students and their parents 
(special attention should be paid to the professor’s actions in 
the case of prolonged absence of students who do not attend 
classes and do not contact them), as well as to conduct control 
and assessment of the level of students’ knowledge, which is 
consistent with previous research [13]. A particular factor in 
the higher workload of teachers is the increased amount of 
reporting documents required in the course of DL. 

Among the key disadvantages of the organization of DL, 
the teachers also note the lack of a unified platform, lack of 
uniform standards, requirements, and unified software, lack of 
student motivation, unequal access to high-speed Internet, 
plagiarism, and difficulties in assessing students’ knowledge 
objectively. 

Further on, the study reveals an ambiguity in the teachers’ 
perspectives on the advantages of DL over classroom teaching, 
or, conversely, classroom over DL. Those advocating for the 
advantages of DL justify their position by the following 
arguments: DL provides an opportunity to learn for those 
unable to attend classes for objective reasons, allows saving 
time and money for transportation, results in more comfortable 
working conditions, and gives an opportunity to train the self-
discipline and self-organization of students, as well as to 
develop their skills of independent information search and 
processing and self-learning. 

Discussing the problems detected in the course of remote 
work, the teachers prioritize in the organization of DL the need 
for teachers to acquire specific competence, which includes: 1) 
knowledge of the opportunities and available resources to 
conduct DL: learning platforms, software, techniques, and 
instruments; 2) mastery of the methodology of adjusting 
traditional courses for the electronic format; 3) mastery of the 
technology of digitizing learning tasks. What can become a 
solution to the above problem, researchers suggest, is the 
organization of training and masterclasses as part of 
professional development programs [20], [21]. 

The need for content structuring of information flows owes 
to the fact that the transition to an exclusively distance form of 
work in the quarantine majorly increased the flow of 
information from various sources and university departments 
[22]. The lack of the competence and culture of online 
communication has resulted in too much noise and spam in 
professional correspondence, which made coordination and 
timely access to the necessary documents difficult. To resolve 
this issue, researchers suggest [16], [23], it is enough to 
develop a system of labeling documents by content according 
to an agreed-upon standard in order to structure them and move 
them to appropriate databases and to provide guidelines for 
professional online communication for university staff, faculty, 
and students. 

The problem of optimization of class schedules and 
workload in the distance format consists in the fact that in DL, 
the number of students in a group does not depend on the size 
of the classroom and the number of seats. This gives an 
opportunity to optimize the schedule by merging the student 
groups studying in the same program. Educational platforms 
allow one to simultaneously engage all students in different 
types of tasks during the class. This measure ensures the high 
quality of the educational process, but also considerably 
increases the intensity of the teachers’ work and the time 
required to prepare for distance classes and check students; 
assignments on the platform. Scholars believe that in order to 
alleviate these issues, it is appropriate to optimize the schedule 
without reducing the number of classes for students by 
assigning the courses of one specialty to a single professor 
[14], [24], [25]. Reducing the teacher’s workload by merging 
student groups can enhance the quality of DL classes by 
freeing up the professor’s time to prepare and check 
assignments on the platform. 

The problem of multitasking consists in the fact that while 
holding classes in the form of webinars, aside from their 
regular function of transmitting and controlling the assimilation 
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of knowledge, teachers also acquire the functions of: an 
organizer of communication who informs and invites the group 
to a webinar; a webinar moderator who manages 
communication in a DL environment; a technical assistant who 
provides technical support for the process. Simultaneous 
performance of all these functions, which in traditional 
teaching are split between the professor, dean’s office, and 
laboratory assistants and require the professional skills of a 
moderator, significantly increases the load and stress on one 
faculty member and leads to exhaustion [19]. 

The problem of multitasking can be solved by means of a 
specially developed methodology for organizing and holding 
webinars for systematic DL. This requires, first, to define the 
specific goals and functions of the participants and those 
responsible for the organization and support of the process; 
second, to automate the processes when needed and possible; 
third, to account for the increased workload of teachers in the 
remote format [14]. 

Finally, management of the learning process in DL 
necessitates the creation of an electronic deanery, which would 
serve the functions of information support, feedback, learning 
process organization, control, collection, and analysis of 
statistical data, sharing the experience gained, and more. 

VI. CONCLUSION 
In general, in the context of active restrictions caused by 

COVID-19, the most effective way to organize the educational 
process is to switch to an emergency distance learning mode. 
However, for both teachers and students, long-term training in 
this mode raises a number of problems, the solution of which 
requires continued research in this area. In the context of our 
study, we identified, first of all, the problems of the lack of a 
single platform, common standards and requirements, as well 
as unified software. 

The issue of relevant organization of DL needs to be 
studied further since there is a need to reconsider and 
reorganize the entire learning process, renew the content of 
educational programs, and develop new integral programs for 
DL to support the mobile vector of learning, strengthen 
students’ interest, and eliminate the factors of disorganization, 
distraction from the learning process, and loss of interest. 

It is advisable to continue using DL periodically to collect 
teachers’ feedback and recommendations to improve DL since 
teachers are the key objects and subjects of educational 
activities who experience the development of DL first-hand at 
its initial and early stages. 

Most universities’ learning systems are more oriented 
toward developing the organization of the in-classroom 
learning process rather than the DL system. Meanwhile, a 
system of prompt transition to DL cannot be developed without 
repeated practice and specialized software. The current state 
and prospects for the development of technology and remote 
work, as well as the epidemiological situation, bring to light the 
need for methodological support for programs, as well as 
technical and human resource capacity, to ensure self-
sufficient DL. 

The prospect of further research may be the development of 
recommendations for teachers on the practical solution of 
problems arising from the use of educational services and 
technologies caused by the need to switch to emergency 
distance learning. 
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Abstract—The occurrence of coronavirus (COVID-19), which 
causes respiratory illnesses, is higher than in 2003. (SARS). 
COVID-19 and SARS are both spreading over regions and 
infecting living beings, with more than 73,435 deaths and more 
than 2000 deaths documented as of August 12, 2020. In contrast, 
SARS killed 774 lives in 2003, whereas COVID-19 claimed more 
in the shortest amount of time. However, the fundamental 
difference between them is that, after 17 years of SARS, a 
powerful new tool has developed that could be utilized to combat 
the virus and keep it within reasonable boundaries. One of these 
tools is machine learning (ML). Recently, machine learning (ML) 
has caused a paradigm shift in the healthcare industry, and its 
use in the COVID-19 outbreak could be profitable, especially in 
forecasting the location of the next outbreak. The use of AI in 
COVID-19 diagnosis and monitoring can be accelerated, 
reducing the time and cost of these processes. As a result, this 
study uses ANN and CNN techniques to detect COVID-19 from 
chest x-ray pictures, with 95% and 75% accuracy, respectively. 
Machine learning has greatly enhanced monitoring, diagnosis, 
monitoring, analysis, forecasting, touch tracking, and 
medication/vaccine production processes for the Covid-19 disease 
outbreak, reducing human involvement in nursing treatment. 

Keywords—Machine learning; COVID-19; ANN; CNN; X-ray 
images 

I. INTRODUCTION 
Throughout history, there has been widespread of 

infectious disease among our places of residence. This has 
caused deterioration of every aspect of our economics and 
well-being as a whole. This effect has caused solutions being 
found through the use of machine learning as a division of 
artificial intelligence. Over the years there has been the 
existence some pandemics such as the Athenian plague [1], 
Ebola pandemic [2], HIV pandemic [3], Zika virus [4], black 
death [5], etc. Coronavirus which is a happening contactable 
epidemic that is all over the spheres of the world is a virus 
belonging to the family Coronaviridae [6]. 

In fighting covid-19 there has been many solutions being 
proffered through the use of different machine learning 
techniques [7]. It has also aided in various studies, including 
the ensemble of machine learning for the simulation of covid19 
deaths [8], as well as identifying who is prone to being the next 
victim, diagnosing suspected individuals, developing medicine 
vastly, and being able to predict the next occurrence of such a 
remerging virus. 

Some computer scientists have used machine learning to 
test coronavirus presence such as [9] who worked on 
automated detection of Coronavirus disease-2019 (COVID-19) 
from X-ray images and used YOLO (You only look once) 
machine learning technique. However, his model misdiagnosed 
COVID-19 patients as pneumonia and predicted incorrectly in 
low production of X-ray images and patients with other 
diseases. Research uses Convolutional Neural Network (CNN) 
and the deep learning approach to detect multi-class brain 
disease using MRI images. There was no feature extraction, 
collection, or classification in this process because it was fully 
automated [10]. A system created from machine learning 
techniques was also created to diagnose coronavirus [11]. 

Artificial intelligence (AI)-based models have effectively 
used current noticeable data to learn the cause of current 
therapies on humans, provided their unique characteristics. All 
this will help in detecting various diseases based on each 
individual’s characteristics. Recent advancements in machine 
learning models optimized for making research through 
noticeable information setting can be used to learn customized 
treatment outcomes. 

However, although these models can produce correct 
diagnosis and predict other ailments and infectious diseases. 
Furthermore, regardless of how accurate most machine 
learning models relating to covid19 prediction appear to be, 
they appear to be difficult to interpret. The difficulty in 
detecting Covid19 infection at an early stage is also attributed 
to the high similarity of its symptoms to those of pneumonia. 
As a result, distinguishing cases of coronavirus from 
pneumonia is easy, which could save a patient's life. 

This research uses chest X-ray images to classify 
Coronavirus disease using machine learning classifiers 
(convolutional neural networks) implemented in Python, as 
well as rectified linear units (ReLU) to help overcome image 
non-linearity (in this case chest x-ray images). This research, 
on the other hand, suggests using a Convolutional neural 
network (CNN) and Artificial Neural Network (ANN) method 
to develop a model to detect coronavirus disease. 

II. REVIEWS OF RELATED WORK 
With the support of imaging and image-based classification 

methods, machine learning is now a highly important and 
flexible technique for detecting terminal diseases in recent 
years. 

754 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 6, 2022 

Research that used machine learning was proposed [12] to 
classify skin cancer at the dermatologist stage (CNNs). The use 
of a single CNN qualified end-to-end from photographs 
directly, with only pixels and disease labels as inputs, to 
classify skin lesions. 

An epilepsy detection system based on this technique is 
proposed [13]. The proposed method has an accuracy of 100% 
for all of the tested signals when it was used to identify 
electroencephalogram (ECG) recordings using ECG signals 
into epileptic and non-epileptic. 

A deep convolutional neural network was developed with 
long-term ECG signals to create a system for detecting 
arrhythmia [14]. Instead of the hand-crafted feature extraction 
and selection used in conventional approaches, a full end-to-
end structure was developed. Their key achievement is the 
development of a new 2D-convolutional neural model that can 
recognize 17 cardiac arrhythmia disorders with a high level of 
accuracy. 

Deep neural networks with chest visuals were used [9] to 
automate the prediction of coronavirus disease instances. He 
proposed a model called "DarkCovidNet model," and the 
model does not involve any handcrafted feature extraction 
techniques, and it was accurate and fast. However, the model 
misdiagnosed COVID-19 patients as pneumonia and predicted 
incorrectly in bad-quality X-ray images and predicting of 
wrong diseases not aimed at.  

A study using CNN and the deep learning approach to 
identify multi-class brain disease using Magnetic resonance 
imaging (MRI) images was proposed [15]. There was no 
feature extraction, collection, or classification in this process 
because it was fully automated. 

The deep learning model was created [16] using 224 
verified COVID-19 images. Their model had success rates of 
98.75% and 93.48% in two and three grades, respectively. 

Using chest X-ray images and the ResNet50 model, [17] 
achieved a COVID-19 detection accuracy of 98%. 

Using X-ray images, [18] categorized features obtained 
from various convolutional neural network (CNN) models with 
the aid of a support vector machine (SVM) classifier. 

A deep learning approach was proposed to detect 
Pneumonia in chest X-ray images efficiently [10]; transfer 
learning is used to fine-tune the deep learning models to 
achieve higher training and validation accuracy; however, large 
datasets for chest X-rays were not usable, and the results of the 
deep learning models could not be clarified properly. The final 
prediction of the model must also be properly explained, which 
is one of the disadvantages of deep learning-based models. 

A study used whole-slide images and deep transfer learning 
to detect invasive ductal carcinoma. COVID-Net, a deep model 
for COVID-19 detection proposed [19], correctly identified 
normal, non-COVID pneumonia, and COVID-19 cases with 
92.4 % accuracy. 

A deep learning model for detecting covid19 in CT-scan 
images was proposed [20]. The Python programming language 
was used to carry out this research. Python Deep Learning 

libraries such as Keras and TensorFlow 2.0 were used to 
develop and train the Convolution Neural Network (CNN) 
model. The open-access archive of COVID-19 chest computed 
tomography (CT) images was used as the dataset. 

A model was developed for automated voice-based 
detection of severe acute respiratory syndrome coronavirus 2 
(SARS-CoV-2) [21] that could help with COVID19 screening. 
However, the cough dataset was not included in any of his 
input datasets because the transformer was built on speech data 
and was intended to improve non-speech input efficiency. 

A model to efficiently classify the COVID-19 infected 
patients and normally based on chest X-ray radiography using 
Machine Learning techniques was proposed [22]. The 
proposed system involves pre-processing, feature extraction, 
and classification. The results show that among the four 
classifiers, SVM has the highest accuracy of 96 % (K-Nearest 
Neighbors and Random Forest had 92% accuracy, Nave Bayes 
had 90 % accuracy, and Decision Tree had 82 % accuracy). 

A study involving the use of machine learning detects 
COVID-19 infection from regular blood tests [23]. His model 
had a sensitivity of 92 to 95 % and an accuracy of 82 %. 
However, the study had two major limitations: the study had a 
small number of cases considered, and the accuracy of his test 
could be harmed by issues such as insufficient procedures for 
collecting, handling, transporting, and storing swabs, sample 
contamination, and the presence of interfering substances. 

A deep learning model for improving the characterization 
of covid19 from chest X-ray images using CNN was developed 
[24], but their limitations include improving the proposed deep 
learning model's design and, most importantly, testing the 
model's robustness on some large-scale datasets. In addition, 
his qualified CNN-based deep learning model has been 
deployed to both web and Android applications for clinical use. 

A study was proposed using used transfer learning and a 
convolutional neural network to detect covid19 from x-ray 
images automatically [25]. However, they were unable to 
differentiate mild symptoms from pneumonia symptoms, even 
though these symptoms may not be visible on x-rays or may 
not be visible at all. 

For covid19 detection based on x-ray images, [26] 
proposed a concatenation technique in convolutional neural 
networks. The model, however, was not tested on a large 
number of datasets and was ineffective in medical diagnosis. 

A study that used deep learning to classify covid19 in chest 
x-ray images was developed [27]. The accuracy of this study's 
classification was 99.5 %, but the dataset was too limited. 

III. MATERIAL AND METHODS 

A. Data Description 
This study makes use of dataset retrieved from the Kaggle 

repository (https://www.kaggle.com/praveengovi/coronahack-
chest-xraydataset). 

Kaggle is an online data science platform for developers 
and techies, with a variety of crowdsourced datasets and 
frameworks. The dataset was found by searching for the 
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“corona chest x-ray dataset” on Google. It contains a corona 
chest x-ray dataset with 6 features and 5935 samples, as well as 
attributes such as the image name of the x-ray, a label that 
indicates x-ray (normal or healthy, and person affected with 
pneumonia), dataset type, and another label called label 2 that 
holds information about the person affected with pneumonia. 
This dataset of chest x-rays will be used to analyze my data 
with CNN and ANN to achieve the following performance 
metrics sensitivity, time, and speed. 

The suggested model below focuses on using a 
convolutional neural network to implement a model. The 
dataset, which consists of chest x-ray (pneumonia cases 
included) images obtained from Kaggle, will be fed into a 
trained CNN model and also a trained ANN model to predict 
which of the model will give better accuracy results. The 
analysis will be evaluated using the following performance 
metrics: accuracies, precision, and recall. 

B. Convolutional Neural Network 
Convolutional Neural Networks, often known as ConvNet, 

are a type of deep learning used to assess visuals [28]. The 
employment of the layered arithmetic operations by the system 
is referred to as a CNN. Convolution is a unique sort of linear 
operation. CNN's concealed structures consist convolutional 
layers that convolve using multiplication and perhaps other dot 
multiplication. Backpropagation is done in this algorithm and it 
gives a better result in terms of accuracy. The Convolution 
layer employs small filters (e.g., 3 ∗ 3 𝑜𝑟 5 ∗ 5), a stride of 
S=1, and, most significantly, padding the input volume with 
zeros in such a way that the convolutional layer does not alter 
or modify the input's spatial dimensions. That is, if F=3, using 
P=1 would keep the input at its original size. P=2 when 
𝐹 = 5.𝑃 = (𝐹 − 1)/2 holds the input size for a general F. It is 
only natural to see this on the first convolutional layer that is 
looking at the input image while using larger filter sizes (such 
as 7𝑥7). Convolution is a numerical method for calculating the 
integration of the combination of two functions while one of 
the indicators is flipped (also known as signals). After one of 
two functions g and f is passed over the other, it specifies the 
sum of their overlap. It is a device that combines two 
components into one. To begin, rotate the signal g 180 degrees 
horizontally, then slide the flipped g across f, multiplying and 
maintaining all of its values. 

C. Artificial  Neural Network 
This deals according to the neurons present in the brain of 

human and these neurons are arranged in layers. It makes use 
of similar pattern recognition that solves the problem fed to it.  
This algorithm mimics the operation of a human brain. 

ANNs are used to predict a variety of processes. Numerous 
disciplines of mathematics, engineering, medicine, economics, 
neurology, and many others have successfully used ANNs. 
They can handle noisy and incomplete data, which are typical 
of most renewable energy data, among their many other 
benefits. They can handle a vast array of data and are adaptable 
in handling changes in parameters. They can also correlate the 
hidden data in a large pile, which may significantly influence 
the model. Once an artificial neural network (ANN) has 
figured out the pattern, it can carry out complicated tasks like 
prediction, modeling, identification, optimization, forecasting, 

and control. Although this has been discussed by a number of 
researchers, most biomass models do not use random selection 
of hidden nodes, which can lead to overfitting and underfitting. 
The majority of biomass prediction models have been created 
through trial and error. An artificial neural network (ANN) is a 
complex network made up of interconnected neurons, which 
are simple processing units. Three elements—Structure, 
Learning Algorithm, and Activation Functions—can be used to 
define ANN. The input and output parameters are connected to 
a complex stratum of neurons in the hidden layers. A 
connection that is inbound has two values attached to it: an 
input value and a weight. The added value influences the unit's 
output. To learn the pattern, ANNs are trained using data sets. 
Once trained, they might be shown fresh patterns for prediction 
or classification. Whether it is a non-linear regression, 
classification, or optimization task, the network architecture is 
determined by the way in which neurons are connected to one 
another. The majority of modeling research up until the year 
2000 were primarily based on the linear regression method, 
according to a summary of the studies on prediction models for 
the heating value of various biomass-based materials 
employing proximate analysis components. However, there is a 
nonlinear relationship between several proximate analysis 
biomass components and their High Heating Value, HHV. As a 
result, the prediction of models based on linear regression may 
not be accurate enough, especially when the models are tested 
on several data [29]. 

D. Development and Evaluation of Model 
A variety of techniques will be used to incorporate various 

aspects and functionalities of the system during the 
implementation process. The model, which is the engine that 
runs the app/system, will be built/developed using the Python 
programming language, Kaggle, and Tensorflow software. This 
includes libraries such as the Keras library, Numpy, Sklearn, 
and Mataplotlib, among others This research will be carried out 
on a Windows 10 computer with a Python programming 
language running on an Intel Pentium Core i3 2GHz processor 
and 4GB RAM (64bit). 

IV. RESULT AND DISCUSSION 
The covid-19 dataset was gotten from the Kaggle 

repository (https://www.kaggle.com/praveengovi/coronahack-
chest-xraydataset) and was implemented using goggle 
colaboratory, thereafter classification techniques were 
performed. Specifically, this chapter shows the result of the 
studies for the proposed model. This study implements a 
coronavirus disease detection from chest x-ray images using a 
convolutional neural network and artificial neural network. The 
data contains corona chest x-ray dataset with 6 features and 
5910 samples, as well as attributes such as the image name of 
the x-ray, label that indicates x-ray (normal or healthy, and 
person affected with pneumonia), dataset type, and another 
label called label 2 that holds information about the person 
affected with pneumonia. The “!pip install’’ keyword was used 
to import libraries that are not in collab by default. Different 
libraries were imported such as; Keras, Tensorflow, NumPy, 
glob, shuttle, sklearn, imutils, matplotlib, argparse. 

Because of the large size dataset, the kaggle Application 
Programming Interface (!mkdir-p~/.kaggle/ && mv 
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kaggle.json ~/.kaggle/ &&chmod 600 ~/.kaggle/kaggle.json) 
was used in importing the dataset. 

The data used was categorized into “Normal” which refers 
to chest x-ray images with coronavirus symptoms and 
“Pneumonia”. Due to the close resemblance of COVID-19 
infection to Pneumonia hence a need to distinguish between 
them in other to have a high level of accuracy and precision as 
earlier discussed in the aims and objectives of this study. The 
COVID-19 dataset is then being passed into the ReLU 
activation function which is a non-linear function that solves 
problem of vanishing gradient associated with the use of CNN 
thereby giving better and faster results and known to be better 
than the use of sigmoid activation function. Data augmentation 
simply means creating prototypes of data in other to add to the 
quantity of the training set and to also regularize the network, 
classification of the images into “normal” or “COVID” is also 
being done. 

The model is then trained with the train images and by the 
number of epochs which was 25 and batch size which was 32 
provided. During the training, the model tries to learn and 
recognize patterns of a particular disease for better accuracy. 
During this training much is taken into consideration to avoid 
inaccuracy of the model as this can result in inaccurate 
predictions. 

Fig. 1 and Fig. 2 depict the confusion matrix of the CNN 
trained model which is 74% respectively. For each chop, it 
explores the correlation among clinical specificity and 
sensitivity. A confusion matrix is a table that shows how well a 
classification model (or "classifier") performs on a number of 
test data for which the true data have been collected. 

In this experiment coronavirus chest x-ray dataset was used 
to experiment with the detection of COVID-19 through chest 
x-ray images using CNN approach. However, it was shown 
that ANN outperforms CNN in terms of 95% accuracy. Table I 
shows the performance evaluation measures for the study. 

 
Fig. 1. Confusion Matrix for the COVID-19 Dataset using CNN (TP=32 ; 

TN=240 ; FP=202 ; FN=150 ). 

 
Fig. 2. Confusion Matrix of the ANN Trained Model (TP=178; TN=244; 

FP=16; FN=3). 

TABLE I. PERFORMANCE EVALUATION OF STUDY 

Performance 
Measures (%) 

COVID-19 
Data + CNN 

COVID-9 
Data+ ANN Formula 

Accuracy 70.83 95.69 ACC = (TP + TN) / 
(P + N) 

Sensitivity 57.39 98.34 TPR = TP / (TP + 
FN) 

Specificity 88.24 93.85 SPC = TN / (FP + 
TN) 

Precision 86.32 91.75 PPV = TP / (TP + 
FP) 

Negative 
Predictive Value 61.54 98.79 NPV = TN / (TN + 

FN) 

False Positive 
Rate 11.76 6.15 FPR = FP / (FP + 

TN) 

False Discovery 
Rate 13.68 8.25 FDR = FP / (FP + 

TP) 

False Negative 
Rate 42.61 1.66 FNR = FN / (FN + 

TP) 

F1-Score 68.94 94.93 F1 = 2TP / (2TP + FP 
+ FN) 

Matthew’s 
Correlation 
Coefficient 

46.73 91.36 
TP*TN-FP*FN/ 
Sqrt((TP+FP) * 
(TP+FN) * (TN+FP) 
* (TN+FN)) 

The significance of this study for medical professionals and 
researchers is critical. The identification of coronavirus with 
the help of this study will enable human radiologists to make 
more informed decisions about coronavirus prevention and 
treatment. Furthermore, since this research focuses on having a 
higher degree of accuracy, it will support both patients and 
medical professionals, as well as researchers working on 
further research and prediction for coronavirus care. It is life-
saving for both patients and physicians, and it is much more 
important in countries where laboratory kits for testing are 
unavailable. Since there is no need for touch until diagnosing 
COVID-19, the protection of both uninfected individuals and 
medical practitioners is guaranteed. Table II compares this 
study with the state-of-the-art. 
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TABLE II. COMPARATIVE EVALUATION 

Authors Algorithm/Method Results 

Nusra Rouf et al, 2020 Logistic regression and 
Multinomial Naive Bayes 80% Accuracy 

Wang and Wong, 2020 CovidNet from CXR 
images 93.3% Accuracy 

Shuai Wang, 2020 Modified transfer learning 
technique 89.5% Accuracy 

Ioannis,2020 Transfer learning and 
CNN 96.78% Accuracy 

Chuansheng Zheng, 2020 Weak label 90% Accuracy 

V. CONCLUSION 
The ability to recognize COVID-19 from chest X-ray 

pictures is critical for both physicians and patients in order to 
cut testing expense. Artificial intelligence. and deep learning 
can recognize pictures for the tasks that have been learned. 
Numerous tests were carried out in this paper to identify 
COVID-19 in chest X-ray pictures with extreme accuracy 
using a CNN. The classification was divided into three 
categories: COVID-19/Normal, COVID-19/Pneumonia, and 
COVID-19/Pneumonia/Normal. In this research, both CNN 
and ANN were employed to detect COVID-19, and the 
artificial neural network's accuracy was determined to be 95% 
greater than the convolutional neural network. To combat the 
challenges of vanishing gradient regarding the usage of CNN, 
the COVID-19 sample was fed into the rectified linear unit. 
Furthermore, the next system design, ANN, which has the 
highest accuracy, can detect COVID-19 in two classes, 
COVID-19/Pneumonia/Normal pictures, with a 95% accuracy. 
As a result, clinicians may find that using Artificial intelligence 
operating systems solutions can help them diagnose COVID-
19. Ongoing research based on the result of this research would 
further to our understanding of the use of CNN architectures 
with COVID-19 chest X-ray images and improve the study's 
findings. People may also consider employing real-world data 
and wider samples in the long term, as well as developing new 
algorithms such as enhancing DCNN and RNN. A wider 
sample should be examined, as should the usage of other 
machine learning algorithms, with the goal of improving 
accuracy in the long term. Activation maps can be used in 
conjunction with the intended machine learning technique to 
make the findings and framework more readable. 
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Abstract—Moving object detection has versatile and potential 

applications in video surveillance, traffic monitoring, human 

motion capture etc., where detecting object(s) in a complex scene 

is vital. In the existing background subtraction method based on 

frame differencing, the false positive and misclassification rate 

increases as the background becomes more complex and also 

with the presence of multiple moving objects in the scene. In this 

piece of work, an approach has been made to enhance the 

detection performance of the background subtraction method by 

exploiting the dynamism available in the scene. The resultant 

differencing frame so obtained by the spatial background 

subtraction method is subjected to wavelet transformation. By 

extracting and combining wavelet features from the dynamics of 

the scene, a novel method of region growing technique has been 

further utilized to detect the moving object(s) in the scene. 

Simulation of various video sequences from CDnet, SBMnet, 

AGVS, I2R and Urban Tracker database has been applied and 

the method provides satisfactory detection of the moving object 

in a complex scene. The quantitative measure like Recall, 

Precision, F1-measure, and specificity computed for the 

algorithms, have indicated the algorithms can be a suitable 

candidate for surveillance applications. 

Keywords—Moving object; dynamism; wavelet transformation; 

region growing 

I. INTRODUCTION 

Identification of moving objects and localizing them in a 
video scene has become crucial as well as an initial task for 
many complex visual processing algorithms such as detection, 
classification, tracking, and analysis. This has lead researchers 
to work in this area and various models (parametric and non-
parametric) have been already proposed in the spatial domain. 

Using the benefit of the multiresolution analysis, two 
moving object detection methods have been proposed. The first 
one being object detection based on image dynamics 
subtraction [1], and the second one is to develop a novel region 
growing algorithms by extracting the wavelet features from the 
resultant subtracted image frames. In both algorithms, along 
with the dynamics creation, traditional background subtraction 
has been utilized in the transformed domain. In the second 
method, wavelet coefficient features of image dynamics are 
combined selectively to obtain a seed-based region growing 
process [2] for detecting the moving object in the scene. The 
methods have been applied to different video sequences 
available in CDnet [3], SBMnet [4], AGVS [5], I2R [6], and 
UrbanTracker [7] dataset. The result obtained by extensive 
simulation, has been compared with the reported results of 

several well-known techniques like ViBe [8], PCP [9] ,TD-
2DDFT [10], and TD-2DUWT [11]. 

The rest of the paper is organized accordingly, wherein 
Section II provides survey papers related to both methods, 
Section III discusses the algorithm used in discrete wavelet 
transform domain and the creation of dynamics. Further in 
Section IV, the results of both the methods have been presented 
for various datasets and it has been discussed, both 
qualitatively and quantitatively using performance measure. 

II. RELATED WORK 

Various techniques have been reported for the detection of 
moving object(s), such as, Paisitkriangkrai et.al.,[12] presents a 
study of moving targets like humans in pedestrian detection, 
using local feature extraction and support vector machine. In 
[13], a dual model (self and neighborhood model) which is a 
non-parametric-based background segmentation method has 
been proposed. 

The generation of background becomes difficult for a 
complex scene or when there is a sudden change in 
illumination. This problem is tackled by Elharrouss et al., [14], 
by using the block-based Sum of Absolute Difference (SAD) 
method for background utilization as well as block-based 
entropy evaluation for background modeling purposes. 

In the wavelet domain, the detection problem is addressed 
by Huang et al., [15], [16], by using change detection methods. 
Tsai et al., [17] applied 2-dimensional discrete Fourier 
transform (2D-DFT) where each Spatio-temporal slice of the 
gradient image is processed to detect the foreground objects. 

According to Khare et al., [18], Daubechis Complex 
Wavelet Transform (DCWT) along with double change 
detection are the techniques used for detecting moving objects. 
Li et al. [19], estimated the models of foreground and 
background in wavelet domain using the likelihood of wavelet 
coefficients. Huntsberger et al. has used a wavelet-based 
algorithm for recognition and detection of objects in anti-
submarine warfare using Logan radar data [20, 21]. Wavelet 
packet decomposition method has been applied for the analysis 
of sonar images, which are of quite large formats. Further, Tian 
et al. [22] have used wavelet coefficient characterization, 
namely spectral statistics and wavelet coefficients 
characterization (SSWCC) in spectral images for detecting 
targets. Boccigone et al., [23] have used Renyi’s information as 
well as wavelet transform and region growing process for the 
detection in mammographic images. The camouflaged target 
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images using wavelet coefficient features have also been 
proposed by Chennasetty et al., [24]. 

III. PROPOSED METHODOLOGIES 

We have tried to obtain optimal detection results in the 
transformed domain by proposing a technique (Method I), 
named as Image Dynamic Subtraction (IDS). By utilizing this 
technique with the wavelet features, another novel region 
growing technique has been proposed (Method II), named as 
Image Dynamic Subtraction using Region Growing (IDS-RG). 
Below the detailed discussion has been presented. 

A. Method I: Image Dynamics Subtraction (IDS) 

The conventional background subtraction method suffers 
from the disadvantage of misdetection (detection of static 
object(s) along with moving object) which requires extensive 
further processing. First, the dynamics of the frame is created 
(Fig. 1) and then by using the algorithm of background 
subtraction, the difference is taken between the current 
dynamic frame and background dynamic frame. 

1) Dynamic extraction: In a scene, when the dynamics, 

which is the motion of an object, are extracted by only using 

high-frequency components, is known as dynamic extraction. 

The high-frequency component gives information about the 

required edge and high contrast values of the moving objects. 

 

Fig. 1. Dynamic Extraction Process using Two-dimensional Discrete 

Wavelet Transform (2D-DWT). 

Fig. 1 above depicts the dynamic extraction process using 
2D-DWT where the decomposition of the image [25] is at a 
spatial level. 

After decomposing into sub-bands (LL, LH, HL, and HH), 
the approximation coefficient (LL subband) is masked to zero 
and inverse DWT is applied to only higher frequency 
components to obtain the dynamics of that image. The 
following equation of creation of dynamics is presented below: 

             (1) 

 Where the FKA, FKH, FKD, and FKV represent the 
approximation, horizontal, diagonal, and vertical coefficient of 
the two-dimensional discrete wavelet transform at the jth level. 
The W represents the wavelet decomposition and W-1 
represents the inverse decomposition. 

 Fig. 2, shows the experimental setup of image dynamic 
subtraction (IDS) [19]. 

 

Fig. 2. Setup of Image Dynamic Subtraction using Two Dimensional 
Discrete Wavelet Transform (IDS-2DWT). 

Group of frames is taken as input, the very first frame being 
referred as background frame. The dynamic extraction of 
background and the current frame is processed, using 
thresholding and morphological operation the detection result 
is produced. The advantage of this method is to avoid further 
processing of the detected result to get rid of misdetection due 
to the presence of a static object in the frame. The proposed 
method algorithm is provided below. 

Step-1 Image Pre-processing 

For input image 

 Do 

 Convert color image to grayscale image. 

 Resize it to 512x512. 

End 

Step-2 Frame selection 

Do 

 Select B(x,y) as the background frame. 

 Fk as the current frame. 

End 

Step-3 Dynamic extraction of both frames 

 Do 

 Apply 2 level 2D-DWT. 

 Mask LL subband to zero. 

 Apply 2 level inverse 2D-DWT 

End 

Step-4 Background Subtraction 

 Do 

 Using frame difference method 

DK(x,y)=Fkdy - Bdy                                                              (2) 

 End  
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Step-5 Thresholding and binarize 

 Do 

 Apply Otsu thresholding to DK(x,y). 

 Get the value TH. 

 Binarize the difference image. 

D (x,y)=                                                 (3) 

 End 

Step-6 Morphological Operation 

 Do 

 Using dilation operation. 

MO= D(x,y) B                                                               (4) 

 Where B is the structuring element and MO is the 
moving objects detected. 

 End 

B. Method II: Image Dynamic Subtraction with Region 

Growing (IDS-RG) 

The region growing process [26] is a technique where the 
regions are grown depending on some criteria. The most 
appropriate way to grow a region is by identifying the proper 
seed points. 

1) Seed point computation: In this work, the selection of 

seed points is carried out based on the maximum featured 

value [27]. This present methodology avoids the Otsu 

thresholding and morphological operation that has been 

carried out in the previous method. After the selection, 

adjacent neighboring pixels which are satisfying the user-

defined threshold condition, are included in the region. 

A threshold value is taken to stop the region from growing 
and an optimal region is obtained. But one needs to keep in 
mind that the threshold value taken should be high enough so 
that the whole region is extracted [28]. This may also lead to 
the growth of a region much larger than the actual region, so 
the choice of threshold value must be a little higher than the 
optimal value so that the region grown is the actual region 
boundary. 

The proposed technique of image dynamic subtraction 
using region growing is presented below in Fig. 3. In first step, 
a difference frame is computed by subtracting the reference 
background fame from the current frame. The difference input 
image of size N x M is then resized to 512x512. Image resizing 
is done so that the image can be divided into sub-region, in 
form of power 2 .Then it is converted to a gray-scale image (if 
the image is a color image). It is then divided into non-
overlapping sub-blocks of 32x32 or 16x16. 

Each of the above non-overlapping sub-block is converted 
to a ‘dynamic’ sub-block by adopting the procedure 
enumerated previously. 

Wavelet coefficient features (WCF) like contrast, cluster 
prominence, energy, cluster shade, maximum probability, 
entropy, autocorrelation, variance, inverse difference 
normalized are extracted by using the popular GLCM method. 
With lots of experimentation, the initialization of the GLCM 
for 0-degree orientation, and separation vector (d) as one has 
been taken. The normalized linear values of contrast feature 
values are acquired along with normalized logarithmic values 
of cluster shade and cluster prominence, depending upon their 
dynamic ranges of the features. Three of the wavelet 
coefficient features are combined. From extensive possible 
combinations, it has been found that cluster shade, cluster 
prominence, and contrast combination provide maximum 
values for each sub-block as compared to other combinations. 

For seed block selection, the selection is based on the 
criterion that the high value of the W.C.F represents the 
moving object in the spatial domain. Accordingly, the 
maximum of combined feature values is chosen as the 
reference seed sub-block. The purpose of selecting the seed 
block is that the higher value of the wavelet coefficient feature 
represents that it is a part of the target region. Then the 
coordinate of the seed point is computed based on the criteria 
that it is available at the midpoint of the seed sub-block at 
(r/2,c/2) point of the seed block[38], where r is the row and c is 
the column. 

On selection of the seed block and subsequent seed point, 
the region [24] with the presence of the moving object is grown 
by selecting a suitable threshold value and merging the pixels 
with the seed points. The following Fig. 4 depicts the region 
growing algorithm undertaken for the purpose. 

In the process, using the suitable pixel distance, pix_dist 

required is selected. It is done by creating a difference between 
the neighborhood pixels present in form of array in (k) and the 
R_mean (which is initially taken as the pixel value of seed 
point in I(r/2, c/2)) is satisfied for threshold. If the pixel 
distance is minimum of all and less than the threshold value (T) 
is added to the region. The next new R_mean is calculated 
using (5). 

New (R_mean)=
1size_R

)index(kRR sizemean



             (5) 

 

Fig. 3. General Setup of Image Dynamic Subtraction using Region Growing 

Algorithm. 
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Fig. 4. Steps to Carry out Seed-based RGA. 

Here R_size represents the number of pixels in the regions. 
The process continues until all the regions satisfying the 
threshold condition are added to the region. 

IV. RESULT AND DISCUSSION 

Extensive simulations are carried out on different video 
sequences with multiple and complex challenges for the 
detection of moving objects from a video frame. The 
experimentation is carried out on MATLAB environment 
(R2016a) by using Intel Core i5 CPU with 2.20GHz). 

A. Test Sequence 

Both of the methodologies are simulated on different 
frames of a particular test sequence, by carefully selecting the 
reference frames as background frames. The choice of 
sequence number, taken arbitrarily, but the complexity 
involved in the frames is considered. The major challengeable 
complexities are multiple moving objects, multiple static 
objects which changes as the sequences progress, camera 
movement, shadow for the static object occluding the moving 
object, complex background due to snowfall or rain, etc. In this 
paper, the detection results for different video sequences (one 
from CDnet [3], one each from UrbanTracker [7], I2R [6], 
AGVS [5], and SBMnet database [4] has been presented in this 
paper. Further, four more video sequences from CDnet has 
been compared with different state-of art methodologies. 

B. Experimental Results (Method-II) 

The next proposed method is image dynamic subtraction 
using a region growing algorithm. Here in this method, the 
current and reference frames are subtracted first. Then 
difference frame is divided into sub-blocks. The creation of 
dynamics (using 2D-DWT) is done on each sub-block, where 
wavelet coefficient features (WCF) using gray level co-
occurrence matrix are extracted. 

The maximum of each WCF from the sub-blocks is chosen 
as a seed block. The purpose of selecting the seed block is that 
the higher value of the wavelet coefficient feature represents 

that the region is part of the target. The moving object regions 
are grown using the seed point region growing algorithm from 
where the seed block the midpoint pixels are considered as the 
seed point. In the proposed technique, the combination of 
features like contrast, cluster prominence, and cluster shade are 
considered and the results are presented in Fig. 5 and Fig. 6. 

1) Combined feature: The combination of features [32] is 

done to strengthen multiple complementary features and yield 

a more powerful feature. Features like contrast, cluster 

prominence, and cluster shade have been used. 

The Contrast feature measures the local variations present 
in an image where it provides a correlation between the highest 
and lowest value of a continuous set of pixels [29]. Cluster 
shade is used for measuring the skewness of the matrix and is 
believed to gauge the perceptual concept of uniformity [30]. If 
the value is high the image is asymmetric [31]. Similarly, 
cluster prominence is the measure of asymmetry where if it is 
high, it is less symmetry. 

2) Background updation: The process of background 

subtraction is about the difference between the current and 

reference (also known as background) image. Here for the 

experimentation, two types of reference or background image 

have been used where one is like the clear background image 

and the other one is the background updated reference image. 

The need for background updation is in the practical 
application where the background of the frame changes with 
the change of light and the motion of the local background. 
Thus new background of moving objects becomes static. Thus 
the background should be updated in real-time [33]. 

Challenges like illumination change have to be overcome, 
for which the background is updated and it is given in (6): 

Bt+1=(1-α) Bt+ α. It              (6) 

Where Bt+1 is the updated background, It is the current 
video frame, Bt represents the previous background frame and 
α is the learning rate, ranging from [0, 1]. Here, the ‘α’ is 
chosen through trials. According to [34], the higher the value 
of alpha, the presence of foreground in the background is a 
must and the lower value cannot overcome the sudden change 
of illumination in a scene. This background model obtains a 
threshold that can be applied over the distance between 
corresponding pixel values of It and Bt. The method is best in 
terms of speed, simplicity, and memory requirements than 
other methods like mean, median, histogram, and Min-max. To 
elaborate the idea of background updation, in the next Fig. 5, 
an example of Rouen video has been presented. 

The first row in Fig. 5 represents the original frames (27, 
50, and 173). The second and third-row represent the detection 
result of the proposed method without and with background 
updation. Using without background updation, the presence of 
ghostly artifacts of moving pedestrians, present in the 
background frame, are also present in the detection result. But 
while using the method with background updation, only the 
moving objects of the current frame have been detected in the 
result. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 6, 2022 

764 | P a g e  

www.ijacsa.thesai.org 

 
Frame-27 

 
50 

 
173 

 
 

  

 
 

 
 

 

Fig. 5. Multiple Moving Object Detection using Method II .1st Row: Test 
Frames in Rouen (Traffic) Sequence,2nd Row: Corresponding Detection 

Results with Background Updation, and 3rd Row: Detection without 

Background Updation. 

C. Qualitative Performance Measure 

The visual comparison of the two methods of image 
dynamic subtraction using region growing algorithm (IDS-RG) 
with and without background updation with the ground truth 
has been presented in Fig. 6. The first row represents the 

original image of the current frames of test sequences, the 
second row represents the ground truth of that frame. The 
results of all frames are quite similar in this technique, that is, 
only the contours of moving objects are present and even the 
static lines of the background image are also present in the 
output detection result of IDS-RG without background 
updation. The method-II using a combined wavelet coefficient 
feature (WCF) with or without background updation has been 
applied to test sequences: Rouen (from Urban Tracker); 
bungalow (from CDnet); advertisement board (from SBMnet), 
bootstrap (from I2R) and S1 (from AGVS). The results with 
background updation are quite better than without background 
updation in Rouen, bootstrap, and bungalow video. The 
experimental results of IDS-2DDWT and IDS-RG are also 
compared with the four state-of-art background subtraction 
method below from Fig. 7 and Fig. 8 respectively. 

Although in advertisement board and S1 video, without 
updation have shown a better result than with background 
updation as in later one only the contour is present but the 
presence of ghostly artifacts like snow and few static lines in 
the resulting image is also present. Further, addition of three 
crowded video sequences having complex scenario and 
multiple moving objects has also been used for comparison 
with the state-of-art results [37]. It includes skating sequence 
from bad weather category where snow is regarded as dynamic 
background, a tramcrossroad sequence from low frame rate 
category from the ChangeDetection.net (CD.net) benchmark 
dataset [3]. 

 
Rouen(50) 

 
Bungalow(389) 

 
Advertisement 

Board(36) 

 
Bootstrap(299) 

 
S1(900) 

 

     

     

 
 

    

Fig. 6. More Detection Results for Algorithm II with different Datasets, 1st Row: Test Frames of Sequences (The Number in the Parenthesis Indicate the Frame 

Number of that Sequence), 2nd Row: Ground Truth of Frames, 3rd Row: Corresponding Detection Results without Background Updation and 4th Row: Detection 
with Background Updation. 
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(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 

 
(g) 

 
(h) 

Fig. 7. Detection Result of Skating Frame (Frame Number-1953) (a) Input Frame (b) Ground Frame Reference; (c) ViBe; (d) PCP; (e) TD-2DDFT; (f) TD-

2DUWT;(g) IDS-2DDWT;(h) IDS-RG + BU. 

In Fig. 7 it has been shown that the proposed methodology 
(IDS-RG + BU) provides significantly better detection results 
than other methods. Since, the tree is available in the 
foreground, and is misdetected as in the Fig. 7(g) with IDS-
2DDWT, the IDS-RG + BU method properly detects it as not 
moving object and hence clear detection of moving object (in 
this case, three human being in caps and gloves) are obtained. 
It is interesting to note that the proposed method is capable of 
eliminating the dynamic background due to continuous 
snowfall during the entire video sequence (as compared to 
ViBe and PCP). Due to low contrast the two human beings are 
not distinctly distinguishable against the black backdrops. 
Accordingly, the proposed method also fails to exhibit the 
entire contour of both persons in Fig. 7(h). 

The video frame chosen for Fig. 8 is complex as it contains 
multiple numbers of moving small sized cars in the static 
background of high raising building and road with leveling as 
in Fig. 8(a). A careful observation of the frame reveals that the 
small sized moving cars are really indistinguishable against the 
backdrop. But the ground truth reference frame as obtained 
from the dataset [3], provides only the clearly visible and 
distinguishable three moving cars. It has been observed that 
both of our methods are capable of detecting almost all 
available moving objects [Fig. 8(g) and (h)]. But better visual 
representation is obtained in IDS-RG+BU method. The IDS-
2DDWT method has some mis-detection and ghostly artefacts. 

The reported results of ViBe (c), PCP(d) and TD-2DDFT(e) 
have significant detection errors as shown. 

D. Quantitative Performance Measure (QPM) Comparison 

The performance of the proposed techniques and state-of-
art is measured using four generalized metrics namely: Recall, 
Precision, F1- measure, and Specificity. Recall [35] can be 
defined by the percentage of detected true positive as compared 
to the total number of true positive in the ground truth which is 
given by (7). Precision [36] presented in (8), presents the 
percentage of true positives detected in comparison with the 
total number of items detected by the method. The above-
mentioned metrics are used and usually, a method is 
considered to be good if it gives a high recall value without 
sacrificing the precision. F1-measure [39] is considered as the 
weighted harmonic mean of recall and precision using (9). 
Equation 10 is specificity which is defined as the number of 
correct negative predictions which is divided by the total 
number of negatives. 

Recall=                (7) 

Precision=               (8) 

F1-Measure=             (9) 

Specificity=             (10) 
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Fig. 8. Detection Result of Tramcrossroad Frame (Frame Number-502) (a) Input Frame (b) Ground Frame Reference; (c) ViBe; (d) PCP; (e) TD-2DDFT; (f) 

TD-2DUWT;(g) IDS-2DDWT;(h) IDS-RG + BU. 
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Table I presents the quantitative performance measure of 
videos of different datasets used for the experimentation 
purpose. The results of QPM determine that IDS-RG with 
background updation shows better results in most of the video 
sequences (Recall value of Rouen, Bungalow Advertisement 
board sequences is greater than IDS and IDS-RG (without 
background updation). 

 The results of IDS-2DDWT and IDS-RG with background 
updation are further compared with well-known state-of-art 
techniques. From skating and tramcrossroad test sequences, 
short clips of 96 frames are taken as input. To be specific, two 

short clips consist of 96 frames from skating sequence (from 
frames 1905 to 2000), from tramcrossroad sequence (from 
frames 413 to 508) and their quantitative performance measure 
has been presented Table II and Table III. In all videos, the 
result in IDS-RG has shown better. Table II and III presents the 
average metrics for all 96 frames, respectively. ViBe produces 
very low metrics especially in tramcrossroad video (as shown 
in Table III); further due to foreground aperture problem TD-
2DUWT method also suffer as shown in Table II. Image 
Dynamic Subtraction using region growing with background 
updation metrics shows better result in overall indicators. 

TABLE I. QPM RESULTS OF ALL DATASETS USED FOR THE PROPOSED TECHNIQUES 

Dataset 

Method I:Image Dynamic subtraction 

Method II: Image Dynamic Subtraction 

using Region Growing(without Back- ground 

Updation) 

Method II: Image Dynamic Subtraction using 
Region Growing(with Background Updation) 

Recall 
Prec-

ision 

F1-

Measure 

Specif-

icity 
Recall Precision 

F1-

Measure 

Specif-

icity 
Recall Precision 

F1-

Measure 

Specif-

icity 

Rouen 
(50) 

0.9657 
0.9957
  

0.9804  0.9960 0.9821 0.9843 0.9831 0.9845 0.9947 0.9929 0.9938 0.9931 

Bung- 

alow 
(389) 

0.8723 0.9904 0.9276 0.9903 0.9835 0.9875 0.9855 0.9864 0.9885 0.9918 0.9357 0.9917 

Advertise-

ment 

(36) 

0.9598 0.9793 0.9695 0.9795 0.9681 0.9944 0.9811 0.9924 0.9705 0.9969 0.9884 0.9959 

Boot- 

Strap 

(299) 

0.9705 0.9390 0.9532 0.9365 0.9563 0.9635 0.9493 0.9127 0.9438 0.9512 0.9963 0.9925 

S1 
(900) 

0.9880 0.9868 0.9824 0.9965 0.9968 0.9917 0.9943 0.9915 0.9957 0.9885 0.9963 0.9925 

TABLE II. COMPARISON OF AVERAGE METRICS OF SKATING SEQUENCE (96 FRAMES) 

Method Recall Precision F1-Measure Similarity 

ViBe 0.5210 0.3779 0.4394 0.2816 

PCP 0.4654 0.5205 0.4914 0.3257 

TD-2DUWT 0.2266 0.6287 0.3332 0.1999 

IDS-2DDWT 0.8937 0.9313 0.9121 0.8384 

IDS-RG(with BU) 0.9656 0.9526 0.9442 0.9575 

TABLE III. COMPARISON OF AVERAGE METRICS OF TRAMCROSSROAD VIDEO (96 FRAMES) 

Method Recall Precision F1-Measure Similarity 

ViBe 0.6095 0.0.0982 0.1692 0.0924 

PCP 0.5939 0.8300 0.6924 0.5295 

TD-2DUWT 0.5940 0.5574 0.5751 0.4036 

IDS-2DDWT 0.9726 0.9666 0.9696 0.9410 

IDS-RG(with BU) 0.9623 0.9567 0.9241 0.9338 
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V. CONCLUSION 

Two new methods of multiple moving object detection in a 
video sequences have been proposed in this paper. Instead of 
adopting the conventional background subtraction method by 
means of frame differencing in spatial domain, the present 
work proposed the subtraction of dynamism available in the 
current and reference frame, thereby making it a potential 
technique for video surveillance. The use of discrete wavelet 
transform solves the localization of motion pixels associated in 
a frame by keeping those into high frequency subbands on 
decomposition. The exploration of these pixels are the 
dynamics of the frame which provide the necessary 
information of the moving object. Hence, instead of 
background subtraction, we refer to it as Image Dynamic 
Subtraction (IDS). The method of IDS exhibit better detection 
results both quantitatively (Table II and III) and qualitatively 
(Fig. 7 and Fig. 8). By suitably choosing wavelet coefficient 
feature (WCF), and adopting the region growing technique 
over and above it, the proposed method IDS-RG+BU exhibit 
enhanced detection results. The second method is capable of 
eliminating ghostly artefacts, occlusion, static lines, cluttering 
due to dynamic background as has been reported in this paper. 
Further, it has been observed that, the method of IDS-RG +BU 
is capable of detecting the moving object (even multiple 
objects) irrespective of size (for example tramcrossroad video). 
However, this method fails to provide the requisite results if 
the colours of the moving object and the background objects 
are the same and if the contrast between them is insignificant 
(for example skating video). In addition, this method fails to 
provide a complete binary image of the moving object(s) in 
some cases. Even if it detects the moving object by eliminating 
occlusion due to static object, the present proposed method 
does not exhibit acceptable result in case of occlusion made by 
another moving object. Attempts are being made to address 
these issues. 
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Abstract—The purpose of this paper is to develop a driver 
drowsiness and monitoring system that could act as an assistant 
to the driver during the driving process. The system is aimed at 
reducing fatal crashes caused by driver’s drowsiness and 
distraction. For drowsiness, the system operates by analysing eye 
blinks and yawn frequency of the driver while for distraction, the 
system works based on the head pose estimation and eye 
tracking. The alarm will be triggered if any of these conditions 
occur. Main part of the implementation of this system will be 
using python with computer vision, while Raspberry Pi, which is 
uniquely designed, for the hardware platform and the speaker 
for alarming. In short, this driver drowsiness monitoring system 
can always monitor drivers so as to avoid accidents in real time. 

Keywords—Distraction; drowsiness; eye blink; yawn; head pose 
estimation; eye tracking; computer vision; Raspberry Pi 

I. INTRODUCTION 
Driver distraction and drowsiness are the major public 

health concerns and have led to road accident that have 
become one of the major causes of death and injuries in 
Malaysia. The Bukit Aman Investigation and Traffic 
Enforcement has reported that in the first six months of 2019, 
the country reported 281,527 road accidents, an increase of 
2.5%, compared to 274,556 in the same period last year. These 
often stem from peoples’ mistakes that occur in different 
activities related to vehicle driving. The term "drowsy" 
indicates "sleepy," as in prone to falling asleep. Drowsiness is 
commonly induced by a lack of sleep, certain medications, 
and boredom produced by driving a vehicle for extended 
periods of time. The driver will lose control of his vehicle 
when sleepy, resulting in an accident. Driver distraction is 
defined by the National Highway Traffic Safety 
Administration (NHTSA) as the process through which 
drivers redirect their attention away from driving duties. 
Drivers are often distracted by activities taking place around 
them, such as texting, talking on cell phones, or conversing 
with others. All these activities divert drivers' attention away 
from the road, which can lead to accidents that threaten 
drivers, pedestrians, and even other vehicles on the road. 

Many efforts have been made to reduce all these numbers 
such as developments in computers that can be used to track 
drivers’ conditions with the ability of alerting in dangerous 
situations [1]. Using physiological measures, ocular measures, 

and performance measures, a variety of methods have been 
investigated and applied to describe driver drowsiness and 
distraction. Despite the effort, since many studies are focused 
on referring to the non-direct function, driver drowsiness and 
monitoring systems have not become widespread. Thus, this 
paper describes the design and development of a Driver 
Drowsiness and Monitoring System using Raspberry Pi 
minicomputer with a webcam making the system cost-
effective and portable. The objective of the work is to develop 
driving assistant system that can help driver to stay alert while 
driving so that numerous accidents can be reduced or 
prevented. This paper is organized as follows. 

In Section II, this paper presents the previous works. 
Section III presents the proposed Driver Drowsiness and 
Monitoring System. In Section IV, the paper discusses the 
results of the experiments to show accuracy of the system. 
Finally, the conclusion and future work will be explained in 
Section V. 

II. RELATED WORK 

A. Driver Drowsiness and Monitoring System 
Due to large number of accidents occurring over time, the 

ability to detect driver’s distraction and drowsiness, then 
alarming them in real time becomes challenging. In order to 
improve the system development, a few existing systems in 
the market have been studied and discussed. Majority of the 
applications are integrated with the single functionalities only. 
Anti-Sleep Pilot is the dashboard device that will monitor both 
driver and their driving condition. It will let the driver know 
when it’s time to take a ten-minute rest and pull over. The 
device continuously calculates the driver’s fatigue level once 
driving started and status displayed. Driver alertness is also 
maintained and measured through occasional reactive tests in 
which the device must be touched as soon as indicated. If the 
combination of variables approaching the limit, the visual and 
audible signals from the Pilot will be activated to the fact that 
the driver need to take a break- the system is adaptive to light 
and sound, so that its monitor and warning automatically 
change for cabin conditions. 

In industry, systems based on near-IR are the most 
common. The Saab Driver Attention Warning System detects 
visual inattention and drowsy driving. The system uses two 

*Corresponding Author. 

769 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 6, 2022 

miniature IR cameras integrated with Smart Eye technology to 
accurately estimate head pose, gaze, and eyelid status. When a 
driver’s gaze is not located inside the primary attention zone 
(which covers the central part of the frontal windshield) for a 
predefined period, an alarm is triggered. When the cameras 
detect a pattern of long duration eye-lid closures, indicating 
the potential onset of drowsiness, a series of three warnings is 
initiated. This can only be cancelled when the driver presses a 
reset button in the fascia. The system is then immediately 
reactivated. [10] In this paper the author provides facts and 
figures of road accidents due to driver’s drowsiness. Study 
reveals that in United States of America near about ten million 
fatal accidents occur in a year. In order to find safety 
precautions and road accident prevention, real time driver’s 
drowsiness monitoring must be done. Author claimed 80% 
correct results of the suggested structure by focusing on the 
facial expressions of the driver and to propose a lightweight 
model using Android application. 

The authors [12] used a lightweight Convolutional-Neural-
Network model to categorize facial sleepiness patterns of 
drivers while driving on road. With glasses, the accuracy level 
range between 85% to 88% with and without glasses along 
with the overall average of 83%. [13] Driver sleepiness is one 
of the main reasons for road accidents and the number of such 
accidents can be minimized with the help of driver drowsiness 
monitoring system. A lot of research has been done and 
variety of alarm models and frameworks were deployed for 
this purpose including capturing facial and head movements 
along with yawn frequency. The paper itself is a survey and it 
presented a comprehensive comparative analysis for the 
detection of driver sleepiness and preventive measures 
adopted. The authors [13] reviewed multiple approaches SVM 
(Support Vector Machine), HMM (Hidden Markov Model) 
and CNN (Convolutional Neural Networks) along with their 
positive and negative impacts and limitations associated with 
each approach to help researchers in finding gaps. They 
concluded that SVM is comparatively cheap but doesn’t work 
best with large data sets whereas HMM and CNN has less 
error ratio, but they are costly. The authors [14] presented a 
detailed comparison betouren invasive and non-invasive 
sleepiness detection methods. Invasive method like 
electrooculogram (by recording eye movements) and non-
invasive method like electrocardiogram (by recording heart 
rhythm and activity) of the driver. The authors used hybrid 
approach by combining both EOG and ECG, but this strategy 
has limitations associated with it as there are many other 
reasons for change in heart rhythm except for drowsiness only. 

The authors [15] proposed a framework to estimate in 
advance about the number of possible road accidents which 
could happen according to the road condition by using the 
random variable function and Taylor’s series. The authors [16] 
described another approach by breaking down the proposed 
model in four steps. Started by capturing movements of the 
driver from the real time video after then categorizing 
different sleep conditions by considering other factors like 
with putting glasses on or off and movements of mouth, head, 
and eyes. The authors are using any two conditions to get to 
know the sleepiness state of the driver. Another research based 
on measuring heart rhythm to detect driver’s sleep state as 

heart-rate-variability (HRV) has already been used to 
determine the brain disorder [17]. Therefore, the authors 
recommend using HRV to detect sleep state of the driver as 
change in sleep state changes the involuntary physiologic 
process of the man which directly effects HRV. But again, the 
reason for change in HRV may not be only the drowsiness as 
presence of other factors can never be ignored and this 
becomes the limitation of the suggested approach. 

Driver’s face expressions recorded, and alert sent to the 
driver when found in drowsy state. It works by extraction of 
facial expressions and then running an algorithm to check and 
detect the drowsy position and finally alert sent to driver to 
make him/her conscious [18]. 

B. Eye Blink Detection Method 
For the blink detection, Mandeep and Gagandeep [2] had 

proposed a method using Mean Shift Algorithm. In this 
algorithm, eyes are identified in each frame, and each eye 
blink is compared to a mean value. The system analyzes the 
eye opening at each blink to a standard mean value, and an 
alert is generated if the eye opening exceeds this value for a 
certain number of consecutive frames. Compared to the 
algorithm in this study, the system does not need to store 
information from previous frames because eye blinking 
measurements from a collective number of frames are utilized 
to assess drowsiness. The algorithm proposed is simple but 
efficient to detect eye blink. The system monitors the EAR 
which is the ratio between the height and the width of the eye 
contour in the real time. This value can represent the level of 
the eye opening by comparing to threshold value. 

The research [11] was focused on capturing eye movement 
with the help of cameras by using CNN which is used to 
identify real time patterns in images and videos. The eye 
movement pattern from the video helps in categorizing sleepy 
or non-sleepy driver and consequently generates an alarm in 
order to provide protection from road accidents. Although, the 
researchers [11] provided more accuracy when compared to 
conventional CNN but it works with only capturing eye 
movement and not considering yawning and head movement. 
[19] This paper covered other factors along with detection of 
driver’s drowsiness by capturing eye-blink. Upon drowsiness 
detection, the system sends an alarm to make the driver alert. 
Location monitoring was done by GPS and driver’s alcohol, 
temperature and heat rhythm were measured to monitor health 
by putting a check on vehicle speed and informing about the 
current status to other vehicles [19]. The authors [20] advocate 
to smartly monitor driver drowsiness without conditioning it 
with other factors like steering-angle, pedal-pressure and 
electrocardiogram etc. In fact, it used a USB camera to capture 
video and extract facial traces for sleep pattern monitoring by 
using iris area and eye closure period. In [31] researchers 
presented a solution to a challenge normally faced in driver 
drowsiness detection that is capturing driver’s different facial 
images like frequency of eye-closure and yawning at night or 
when light is low. To solve this issue, infrared camera was 
used to capture facial images with adequate visibility. More 
than 3000 facial images were used for testing purpose and 
researcher claims the result was more than 90% accurate for 
both eye-closure and yawn frequency monitoring in low light. 
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C. Yawn Detection Method 
On the other hand, the yawn detection in [3] describes a 

system in which the face is found in a video frame using the 
Viola-Jones face detection approach. Then, from the face 
region, a mouth window is generated, and lips are searched 
using spatial fuzzy c-means (s-FCM) clustering. However, this 
algorithm has complex classifier, as a result, it is impractical 
to install the system inside the vehicle with little processing 
power, and training on datasets with huge samples is required. 
Compared to the algorithm in this study, the system utilizes 
some mouth geometrical characteristics to identify yawning 
which is detected by the ratio of mouth height and width. The 
authors [21] used an algorithm to record video and trace facial 
behavior like yawning, eye-closure period and frequency of 
eye-blink from that recorded video instead of measuring the 
functioning of any other device attached with the vehicle to 
simplify the algorithm. In [22] the authors tried to focus on 
driver drowsiness and to propose such an algorithm which not 
only detects driver’s drowsiness but also finds a safe place 
nearby to park the vehicle there and inform the transportation 
authority about the problem to ensure road safety. The authors 
in [23] tried to enhance their previous work related to detect 
sleepiness with the help of machine learning. They suggested 
to capture face expressions and position to detect sleepiness of 
the driver by using a simple algorithm resulting 88% accuracy 
with driver wearing no glasses and 85% with driver wearing 
glasses. The authors also described that their proposed 
algorithm is more efficient in terms of storage, model-size and 
complexity than the benchmark-model and is capable of 
implementing in real time driver’s sleep detection vehicle 
applications. 

The authors [24] presented an approach to analyze the 
magnitude of relation of different facial parts to detect driver 
drowsiness. These facial parts include movements and 
changes in eyes, nose, ear, eyebrows, mouth, and face 
wrinkles. In analyzing the magnitude, relation of all these 
facial parts, the authors proposed the use of SVM classifier. In 
this research paper, the authors [25] endorsing the fact that use 
of images for driver’s sleepiness detection is one of the main 
focus of research nowadays. Images of facial expressions and 
movements can be the best way to detect driver drowsiness 
and to ensure road safety. The researchers are using four types 
of CNN based image recognition and classification methods to 
process data containing yawn frequency along with variable 
mouth positioning. In this research the authors [26] proposed a 
model which needs prior training as it works on two main 
streamlines. One is to reduce light effect from the face images 
with the help of contrast limited adaptive histogram 
equalization and second one is to extract maximum 
information from the eye images using the 3D SE-blocks. The 
researchers used 3D-depthwise separable sensing framework 
instead of 3D image extraction to minimize overall cost. It 
comes with one limitation that face images may not be always 
clear as sometimes driver may wear cap or driver’s hairs may 
cover the face resulting in the poor visibility of extracting 
sleepiness patterns from driver’s facial images. In [27] 
proposed a framework where Support Vector Machine 
algorithm was used to monitor driver sleepiness by extracting 
facial expressions like eye-blinking frequency for a specific 
period of time or mouth opening due to yawning from the 

pictures captured by a built-in camera in the vehicle. This 
proposed model sends an alert to driver upon drowsiness 
detection by using Euclidean-distance function to ceaselessly 
monitor eyes-mouth space approaching to sleepiness. 

In [28] researchers advocated that road accidents can be 
avoided with driver drowsiness monitoring using MATLAB 
for image processing. System works on visual concept by 
using a camera for face recognition and detection. After that it 
focuses on eye blink and then information about eyes 
open/close was extracted by MATLAB using Hough-
transform and Viola-Jones algorithms. Eye movement 
observation was recorded continuously using camera and 
driver was declared sleepy if more than five frames show 
closed eyes consecutively. It consequently sends alert to the 
driver with the help of alarm. Authors [29] presented a 
detailed analysis of recently used techniques and algorithms 
for driver’s drowsiness monitoring/detection as drowsiness is 
one of the main reasons of road accidents and is more harmful 
than any other technical fault in vehicle. Authors used the 
analysis approach by dividing latest drowsiness detection 
algorithms and techniques into three categories. First one is to 
analyse the driver’s driving style, secondly driver’s mental 
state or psychological patterns are observed. Third and last is 
the detailed analysis of different visual monitoring systems 
used to scan and then to extract required information to alert 
driver and ensure road safety. Specifically focusing analysis 
on the data sets available to work on for driver drowsiness 
detection and results found are there is still plenty of attention 
required to add more driver drowsiness images to 
comprehensively monitor human yawning patterns. In [30] 
authors presented an approach to monitor real-time driver’s 
sleepiness with the help of magnitude relation of driver’s eye-
closure along with yawn frequency and head positioning by 
observing the mouth and eyes movements. As the proposed 
model is intended for real-time environment, therefore, to 
achieve accuracy it runs 15 frames/second which is justifiable. 
The best results showed accuracy level of eye-
movement/blinking was 97% and the results for yawn 
frequency was 96% and head positioning accuracy level was 
63.4% detected. 

D. Gaze Detection Method 
Lastly, the gaze detection in [4] explained that the face 

detection was done using the Viola-Jones algorithm. The eye 
area is next localized using the integral projection function, 
followed by pupil detection and gaze classification. The pupil 
position and eye corner location information are utilized to 
identify the direction in which the subject is looking. The 
distance from pupil boundary to eye corner line segment is 
measured to find whether the driver is distracted or not. 
Compared to the algorithm in this study, the system is able to 
handle the head movement while this algorithm is done only 
for frontal face images. In [32] researchers proposed a 
framework to optimize gaze detection using data transfer 
learning with the help of deep-learning models. It used a small 
camera to capture images of eyes and mouth and then extract 
the required information from the centre of the eyes and 
mouth. 

In [33] researchers proposed a framework for eye gaze 
detection with the use of Convolutional-Neural-Network 
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model and claimed better accuracy results when it comes to 
road safety. Along with this claim, the paradigm for the 
possible execution of proposed algorithm, real time eye gaze 
controlled autonomous vehicle can be used. The authors [34] 
described that real time road safety applications must deal 
with some challenges, like driver drowsiness, glass, and 
lighting reflections. Therefore, chance to get false result may 
increase when driver does not move his head and gaze an 
object with only eyes movement and gaze detection based 
only on head movement will not be sufficient and accurate. It 
presented a deep learning gaze detection without prerequisite 
of driver standardization with the help of an infrared small 
sensor. 

III. PROPOSED SYSTEM 
 Fig. 1 shows the flowchart of the operation of Driver 

Drowsiness and Monitoring System in detecting drowsiness 
and distraction among the drivers. This system will be split 
into three modules which are blink detection, yawn detection 
and gaze detection. For all the module to operate, the system 
must successfully detect driver face. If there is any face 
detected, then it will go through each module simultaneously 
and begin the detection. If the driver shows any sign of 
drowsiness or distraction, the system will immediately sound 
the alarm to alert the driver. 

Driver Drowsiness and Monitoring System is an 
automobile application that have the purpose to alert the driver 
when signs of drowsiness or distraction are detected. Based on 
Fig. 2, this system comprises a camera-based driver 
drowsiness and monitoring system aimed at the driver's face, 
which enables a real-time evaluation of the driver's presence 
and state. For the hardware part, the system will use Raspberry 
Pi 4 as the main component to make a compact embedded 
system. All the algorithms will be implemented in it. Webcam 
is installed on the car dashboard for video feed purpose to 
track features of the driver (8FPS). Portable speaker will be 
used as an alarm device. When the system detects drowsy or 
distracted driver condition, it makes a sound alert from the 
speaker. Image’s processing algorithm is developed in Python 
and OpenCV to detect the drowsiness sign based on rate of 
eye blinking, eye closing period and rate of yawning while 
gaze detection to estimate where the driver is looking for the 
distraction sign. 

A. Face Detection using Dlib Library 
To detect the face in the image, HOG + LinearSVM face 

detector from dlib library will be used. The function that had 
been used for face detection is: dlib.get_frontal_ 
face_detector(). This function will return the pre-trained HOG 
+ Linear SVM face detector which is used for obtaining the 
face bounding box (i.e., the (x, y)-coordinates of the image's 
face). Given the face region in the face bounding box, the key 
facial structures in the face region can be detected. Facial 
landmark detection will be applied using pre-trained facial 
landmark detector inside the dlib library. This method is used 
to localize and labels mouth, right eyebrow, left eyebrow, 
right eye, left eye, nose and jaw. Each facial structure on the 
face has its own specific (x, y)-coordinates. 

There are 68 coordinates (shown in Fig. 3). Those 
coordinates represent each facial structure mentioned above. 
These coordinates can be used to detect eyes, nose, mouth and 
left and right eyebrow and will be used for the next section. 

 

Fig. 1. Flow Chart of Driver Drowsiness and Monitoring System. 

 

Fig. 2. System Architecture Diagram. 

 

Fig. 3. 68 Facial Landmark Coordinates. 

 

772 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 6, 2022 

B. Blink Detection System 
For the blink detection method, Eye Aspect Ratio (EAR) 

algorithm will be used. EAR is defined as the ratio of the 
height and width of the eye. First, extraction of the eye region 
from a set of facial landmarks. Based on Fig. 3 there are six 
coordinates for each eye. These six coordinates (as shown in 
Fig. 4) will be used for calculation of EAR value. The 
calculation is done for both left and right eye. 

 

Fig. 4. The 6 Coordinates of an Eye represent in P1, P2, P3, P4, P5 and P6. 

According to [5], the equation for EAR can be derived as 
the following: 

𝐸𝐴𝑅 = |𝑃2−𝑃6|+|𝑃3−𝑃5|
2 |𝑃1−𝑃4|

    (1) 

Where, P1, P2, P3, P4, P5 and P6 are the facial landmark 
coordinates that have been obtained before. Next, the system 
calculates the average of two EAR together (assumption that a 
person blinks both eyes at the same time). EAR value will be 
compared with the threshold value (Te) taken as 0.2 [5]. If the 
EAR value is below than Te, the eye will be considered as 
closed. When eye is closed, the two types, which are eye 
closure and eye blink will be differentiated. When the duration 
of eye closed is more than 0.5 seconds, it will be considered as 
eye closure or else as eye blink. 

𝐸𝑦𝑒𝑆𝑡𝑎𝑡𝑒 = �𝐶𝑙𝑜𝑠𝑒𝑑,𝐸𝐴𝑅 < 𝑇𝑒
𝑂𝑝𝑒𝑛,𝐸𝐴𝑅 > 𝑇𝑒 �   (2) 

Alarm will be triggered in two conditions. Firstly, when 
the eye is closed for more than 0.5 seconds. This is because 
the typical duration of a single blink for the human eye is 0.1 
to 0.4 seconds [6]. If it more than 0.5 seconds, then it is 
considered as eye closure. When the EAR value remains less 
than Te for more than 0.5 seconds, it can consider that the 
driver is drowsy or tired. Secondly, when the total number of 
blinks per minute is equal or less than six. This is because the 
typical blink rate for a normal individual is 10 blinks per 
minute, whereas it is 4-6 for a sleepy person [7]. 

C. Yawn Detection System 
For the yawn detection method, Mouth Aspect Ratio 

(MAR) algorithm will be used. MAR is defined as the ratio of 
the height and width of the mouth. First of all, extraction of 
the mouth region from a set of facial landmarks. Based on 
Fig. 3, there total 20 coordinates for both outer and inner 
mouth. To calculate the MAR, only those coordinates will be 
used at which are at the outer mouth [8]. There are 12 
coordinates (as shown in Fig. 5). 

 

Fig. 5. The 12 Coordinates of Mouth Represent in P1, P2, P3, P4, P5, P6, 
P7, P8, P9, P10, P11 and P12. 

According to [8], the equation for MAR can be derived as 
the following: 

𝑀𝐴𝑅 = |𝑃3−𝑃11|+|𝑃5−𝑃9|
2 |𝑃1−𝑃7|

    (3) 

Where, P1, P2, P3, P4, P5, P6, P7, P8, P9, P10, P11 and 
P12 are the facial landmark coordinates that this study 
obtained before. MAR value will be compared with the 
threshold value (Tm) taken as 0.75. The value of Tm was 
established by trial and error, with several values of Tm being 
tested to ensure that the algorithm accurately classifies an 
instance of yawning and closed mouth. It shows that if the 
MAR value is bigger than Tm, the mouth will be considered 
as yawning. Every time MAR value exceeds the Tm, total 
threshold will be increased by 1 and will be reset back to 0 
after 1 minute. 

𝑀𝑜𝑢𝑡ℎ𝑆𝑡𝑎𝑡𝑒 = �𝐶𝑙𝑜𝑠𝑒 𝑇𝑎𝑙𝑘𝑖𝑛𝑔⁄ ,𝑀𝐴𝑅 < 𝑇𝑚
𝑌𝑎𝑤𝑛,𝑀𝐴𝑅 > 𝑇𝑚 � (4) 

Alarm will be triggered when the total number of yawns 
per minutes is more than 1. This is because a driver becomes 
tired when he or she begins to yawn more than once per 
minute [9]. 

D. Gaze Detection System 
For yawn detection method, the system will combine both 

head pose estimation and eye tracking. This combination will 
allow the system to detect whether the driver eyes are off the 
road or not. Drivers have a habit of changing their head 
position while driving. To determine which direction the 
driver is looking, 3D head pose estimation is necessary. In 
head pose estimation, it is typical to predict relative 
orientation and position with respect to camera, in calculating 
the Euler angles. Euler angles can be represented as roll (tilt), 
pitch (up and down) and yaw (left and right) as shown in 
Fig. 6. 

 

Fig. 6. Roll, Pitch, and Yaw of Euler Angles. 
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Out of three Euler angles, the system only extracted and 
used yaw angle only. This is due to the system's sole 
concentration on determining the left and right direction of the 
driver's gaze. After that, initializing the frontal face angle will 
be done. Frontal face is a face with a head yaw angle ∈ [-15°; 
15°]. If the yaw angle is in between -15° and 15° it means that 
the driver is looking at the centre while if the yaw angle is less 
than -15°, it will be considered as looking in left direction and 
if it more than 15°, it will be considered as looking in the right 
direction. Eye tracking is needed because during driving, the 
driver's eye look is continuously shifting, based on the 
surroundings. As a result, identifying eyes is insufficient. 
Real-time tracking of eyes is required by isolating the eyes 
from the face using facial landmark detection mentioned. 
Then, detection of the iris by using image processing method 
such as blurring, eroding, thresholding and contour will be 
done. After getting the iris, the coordinate and calculate, the 
horizontal distance will be found to determine which direction 
driver is looking. The direction of the driver's gaze is 
determined by a combination of eye tracking and head pose 
estimation algorithms. Alarm will be triggered when the driver 
is looking other than centre for more than two seconds. This is 
because drivers should never move their gaze away from the 
road for more than two seconds at a time. 

IV. RESULT AND DISCUSSION 
The Driver Drowsiness and Monitoring System is tested in 

a variety of conditions that a driver would encounter in real 
life. The factors considered when developing test conditions 
are as follows: 

• Appearance: With and without spectacles 

The average frame rate of image capture throughout 
testing ranged between seven and eight FPS. All the people 
will be captured for one minutes on each function. Table I 
show final interpretation of the test performed on the system in 
terms of accuracy. 
𝑇𝑟𝑢𝑒𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 = 𝑁𝑜𝑜𝑓𝑓𝑟𝑎𝑚𝑒𝑠𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦𝑑𝑒𝑡𝑒𝑐𝑡𝑒𝑑

𝑇𝑜𝑡𝑎𝑙𝑛𝑢𝑚𝑏𝑒𝑟𝑠𝑜𝑓𝑓𝑟𝑎𝑚𝑒𝑠
𝑋100 (5) 

The testing result in Fig. 7, Fig. 8 and Fig. 9 show that the 
system performs quite well under different condition that have 
been considered. Based on Fig. 7, the use of spectacles by 
driver has affected a lot in terms of accuracy. As a result, blink 
detection suffers from the problem of detecting false positive. 
This may be because system miscalculated the EAR value of 
the driver when he/she is wearing the spectacle. While based 
on Fig. 8, the system utilizes some mouth geometrical 
characteristics to identify yawning by detected by the ratio of 
mouth height and width. On the other hand, based on Fig. 9, 
gaze detection had lower accuracy on the spectacles driver 
because the system cannot track the eye properly. 

TABLE I. SYSTEM ACCURACY CALCULATED FROM TESTING 

 Blink/Eye closure Yawn Gaze 
Person 1 68.3% 95% 48.3% 
Person 2 91.7% 98.3% 90% 
Person 3 67% 91.7% 46.7% 
Person 4 96.7% 100% 93.3% 
Average 80.9% 96.3% 69.6% 

 

Fig. 7. Samples Testing of Eye Blink and Eye Closure. 

 

Fig. 8. Samples Testing of Yawn. 

 

Fig. 9. Samples Testing of Gaze. 

V. CONCLUSION AND FUTURE WORK 
 Driver Drowsiness and Monitoring System is all in one 

software application for driver that can perform many 
functionalities in one application. This Driver Drowsiness and 
Monitoring System provides significant benefits to driver for 
them to track their behavior while driving. I really hope that 
this project can give benefit to driver so that driver can avoid 
fatal accident caused by driver negligence and sleepiness. The 
proposed method easily detects eye blink, yawn and gaze. 
Image processing provides a non-invasive method of detecting 
drowsiness and distraction that is free of irritation and 
interference. Whenever the system meets the requirement, it 
will set off the alarms. As a result, in this study the system is 
dependable, efficient, and cost-effective. The detection of 
drowsiness and distraction in its early phases not only assists 
the system in delivering timely warnings, but also warns the 
driver ahead of time, potentially saving lives from tragic 
mishaps. 

In future, this Driver Drowsiness and Monitoring System 
could be upgraded even further when more systematic 
functions will be added to give ease to the vehicle driver while 
driving their vehicle. For instances, implementation of night 
vision to avoid the effect of poor detection due to insufficient 
light will obtain a better result that is unaffected by lack of 
brightness. Besides, the face detection algorithm must account 
for head movements and detect the face in all conceivable face 
orientations. So, that the system can be extended to include 
non-frontal face images. Then, to improve the accuracy of the 
system, the algorithm should include classifier that is trained 
on set of sample images. Lastly, to deliver a more comfortable 
driving experience, the system providing the function such as 
tire pressure monitoring, lane change assistant, etc. In a 
nutshell, this system will be useful to the driver by making 
their journey safer, more engaging, more convenient, and 
more fun. 
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Abstract—Every year, around 10 million people die due to 
heart attacks. The use of electrocardiograms (ECGs) is a vital 
part of diagnosing these conditions. These signals are used to 
collect information about the heart's rhythm. Currently, various 
limitations prevent the diagnosis of heart diseases. The BiDLNet 
model is proposed in this paper which aims to examine the 
capability of electrocardiogram data to diagnose heart disease. 
Through a combination of deep learning techniques and 
structural design, BiDLNet can extract two levels of features 
from the data. A discrete wavelet transform is a process that 
takes advantage of the features extracted from higher layers and 
then adds them to lower layers. An ensemble classification 
scheme is then made to combine the predictions of various deep 
learning models. The BiDLNet system can classify features of 
different types of heart disease using two classes of classification: 
binary and multiclass. It performed remarkably well in achieving 
an accuracy of 97.5% and 91.5%, respectively. 

Keywords—Heart disease; ECG; deep learning; machine 
learning models; discrete wavelet transform 

I. INTRODUCTION 
According to statistics, around half of all deaths caused by 

cardiovascular disease are due to sudden cardiac arrests  [1,2]. 
The most common tool used for detecting arrhythmias is the 
electrocardiogram, which is a non-invasive method of 
monitoring the heart's activity. Unfortunately, diagnosing 
arrhythmias using an electrocardiogram is usually time-
consuming and challenging for cardiologists. That is why a 
lightweight arrhythmia detection system is designed to help 
busy cardiologists identify and treat patients with irregular 
heart rhythm conditions. The ability to perform efficiently and 
accurately is a vital component of computer-assisted diagnosis 
(CAD) technology, which is used to treat cardiovascular 
disease. 

In the past few decades, various machine learning 
algorithms have been extensively studied for detecting 
arrhythmias. These include the multi-perceptron, extreme 
gradient boosting, and support vector machines. The 
development of open-source electrocardiogram datasets such 
as those from MIT-BIH has greatly improved the performance 
of these systems. One of the most common approaches to 
arrhythmia detection is to identify the shape of the heartbeats 
in five different types according to the AAMI standard. This 
method usually takes three steps to implement. These include 
signal preprocessing, data augment, feature engineering, and 
linear or nonlinear classification. 

Unfortunately, noise removal techniques are prone to 
losing valuable information about physiological signals. Also, 
the varying signal waveforms can lead to poor performance in 
the construction of features. That is why machine learning 
models must be designed to perform well in this field[3-6]. 
Due to the increasing number of data sources, the performance 
of machine learning models has improved significantly in 
detecting different types of heartbeats. This is because the 
increasing number of features and the complexity of the 
classification process have been greatly improved by the use 
of deep neural networks. Deep models have been able to 
improve the performance of various applications such as 
machine vision and natural language processing. 

The paper shows how BiDLNet, an automatic tool for 
analyzing and visualizing electrocardiograms, works by taking 
advantage of four deep learning techniques. It first takes 
advantage of two different techniques to perform deep features 
and then combines them using a wavelet to reduce their 
size.BiDLNet then combines the deep learning techniques' 
deep features with the higher-layer features to perform a 
feature selection procedure. It then improves its classification 
performance by using an ensemble learning algorithm. 
BiDLNet can classify different types of heart disease from the 
traces of electrocardiograms. It can classify it in two 
categories: binary classification and multiclass classification. 
The first one aims to distinguish between normal and 
abnormal patients, while the second one focuses on the 
different cardiac findings. 

The development of BiDLNet has been regarded as a 
major contribution to the advancement of the pipeline. 

• It is a cost-effective, fast, and sensitive tool that can 
help in the detection of heart disease. 

• BiDLNet can also perform a new approach to 
diagnosing heart disease by analyzing the 2-D image of 
the ECG. This method is considered to be a novel 
technique to perform diagnosis. 

• BiDLNet is built on a network of deep learning 
networks that are composed of distinct structures. Due 
to the varying architecture of these networks, it can get 
two levels of deep features from each layer. 

• Due to the varying dimensions of the features extracted 
from each layer, they are mined through deep learning 
techniques to reduce their size. They are then merged 
into a single feature in a simplified manner. 
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• The level of a feature that's extracted from each layer 
affects the performance of BiDLNet. To improve its 
performance, it should also consider incorporating bi-
level features. 

The article begins with the related literature survey in 
Section 2. Overview of the materials and methods used in the 
study in Section 3 and then moves on to introduce the 
experimental results. Section 4 presents the results of the 
study, and then Section 5 concludes with a discussion of the 
limitations and strengths of the proposed study. 

II. LITERATURE REVIEW 
Various studies have been conducted on the use of signal 

processing, data mining, and soft-computing techniques to 
analyze and visualize CADx for various applications [7]. One 
of these studies utilized a flexible algorithm known as FAWT 
to extract statistical features from the electrocardiogram 
signals [8]. A study conducted by Acharya et al. extracted 
high-order spectra from the electrocardiogram signals [9]. 
They then trained and tested a deep convolutional neural 
network for analyzing and visualizing CADx [10]. The 
researchers used a variety of parameters to test and improve 
the model's performance [11]. The researchers then explored 
the use of a tunable-Q wavelet transform algorithm for 
analyzing and visualizing CADx. They found that it 
performed well in the detection task [12]. In another study, the 
authors analyzed the performance of two deep neural networks 
on the same task [13]. 

In another study, the researchers explored the use of a joint 
time-frequency representation scheme for analyzing and 
visualizing CADx [14-16]. They found that it performed well. 
The results of their study led to the development of a filter 
bank that can be used for optimal performance. Many studies 
have been proposed for the analysis and visualization of 
CADx, CAD using HR or electrocardiogram signals. One of 
the techniques that is commonly used in this field is the use of 
multi-dimensional signal processing [17,18]. While the 
conventional methods of analyzing and visualizing CADx rely 
on matrix-based transformations and vectors, the use of 
tensor-based techniques can provide a powerful tool for 
improving the performance of these techniques [19]. In a 
study, the researchers proposed 33 layers of a deep 
convolutional neural network that can be used to classify 12 
rhythm types [20]. They found that it performed well in 
performing diagnostic tasks on a large single-lead ECG 
dataset. Their models performed well in various public 
datasets [21]. In another study, researchers explored the use of 
discrete wavelet transforms to extract 3,072-dimensional 
features from an electrocardiogram dataset. The results of this 
study were superior to deep learning and ensemble learning 
methods [22]. 

In another study, the researchers proposed a CNN 
(Convolutional Neural Network) that was able to detect 
myocardial infarction using electrocardiogram beats with 
noise [23,24]. Unfortunately, the researchers found that the 
temporal properties of the signals were not taken into account 
properly. In some studies, the use of well-designed structures 
to cope with the time series has been presented. For instance, 
in a study, the researchers were able to distinguish five types 

of arrhythmias using a deep-coded feature network and an 
LSTM network. They found that the LSTM network 
performed well under raw electrocardiograms. Despite the 
success of the deep model, the researchers found that the 
models were not able to perform well in certain types of 
arrhythmias. They noted that the deep model often overfittings 
due to its lack of cross-correlation operation[25]. To improve 
the performance of deep models, the researchers suggested 
that they should be tested with more electrocardiograms. 

III. MATERIALS AND METHODS 

A. Algorithms and Dataset 
Deep learning is a type of machine learning that involves 

building various structures using recurrent neural networks, 
belief networks, and autoencoders. These are then utilized for 
a particular kind of data, the most common deep learning 
model is the CNN. This is used in the design and construction 
of medical images, and it is also used in the diagnosis and 
classification of medical images. In this study, four CNN 
namely ResNet, DenseNet, Inception and Xception 
architectures are used to implement a proposed model for 
diagnosis called BiDLNet. 

The PTB-XL is a recently published electrocardiogram 
data set that is used in this research[26]. This dataset was 
originally recorded from 1989 to 1996. It was made available 
online in 2020. The data was initially made available to the 
public in 2020. This dataset consists of over 20,000 
electrocardiograms (ECGs) taken from 18885 individuals. The 
gender balance is equal between male and female patients, 
with ages ranging from 1 to 95 years. It also contains various 
heart diseases and single-disease conditions. This dataset 
includes a single-class label for patients with only one heart 
disease or a multi-class label for those with multiple heart 
diseases as given in Table I. The number of healthy subjects in 
the dataset is also impressive. A sample Heart patient dataset 
is shown in Fig. 1. 

TABLE I. THE NUMBER OF RECORDS FOR INDIVIDUAL CLASSES 

Records Class Description 

9528 NORM Normal ECG 

2655 HYP Hypertrophy 

4907 CD Conduction Disturbance 

5250 STTC ST/T Change 

5486 MI Myocardial Infarction 

 
Fig. 1. Sample ECG Image. 
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B. Proposed BiDLNet  
The paper aims to investigate the potential of deep 

learning techniques to diagnose heart disease using 
electrocardiogram data. It proposes a pipeline that aims to 
explore the possibility of achieving high performance in this 
field. The BiDLNet framework uses electrocardiogram trace 
images to perform the real-time clinical study. It includes four 
phases: Data preprocessing, Extraction of features, 
classification, and finally, integration. During the 
preprocessing stage, the image size is modified and 
augmented. After training four CNNs, deep features are 
extracted from each CNN layer. Lastly, with the fully 
connected layers, the obtained features are then combined in 
the integration stage. Through the use of deep learning 
techniques, such as DWT, the features can be fused 
seamlessly. During the feature selection stage, the number of 
integrated features decreases. In the classification stage, a set 
of schemes is then constructed to diagnose heart disease. The 
second scheme consists of multiple classification systems that 
are built on voting ensemble classification. The proposed 
BiDLNet Architecture is represented in Fig. 2. 

 
Fig. 2. BiDLNet Architecture. 

1) Data preprocessing: The tracing image of ECG size is 
changed to correspond to the input layer of a deep learning 
model. Table II shows the sizes of the extracted features and 
the input layers of varied deep learning models. After 
extracting the features, the data augmentation procedure is 
applied using various approaches to improve their size and 
reduce overfitting issues during the training process. These 
include scaling, translation, and folding in y and x directions. 

2) Phases of proposed methodology 
a) Phase 1: Feature Extraction: Some problems can 

occur during the training of CNNs. These include convergence 
and overfitting. To avoid these issues, the layers should be 
modified to ensure that their learning rates are similar. 
Transfer learning can then be used to improve the 
performance of these layers. This study focused on a small 
dataset with a few images. Pre-trained CNNs are commonly 
used to improve the classification performance of images by 
training them on attributes from a large number of images. 
They can also be used to perform similar tasks more 
accurately when compared to the models that are used in the 
study. Four of these CNNs are currently being used with the 
transfer learning framework, and some of the parameters will 
be explained in a later section. 

In this study, the size of the output layer was modified to 
perform multiclass and binary diagnosis tasks for heart disease 

classification. After the CNNs have been trained, deep 
features are extracted using the method. The extracting of 
features is done from the CNN's two layers. The first layer is a 
collection of layers that accepts the raw images, while the 
other layers perform various functions. These include 
calculating the output volume, performing a convolutional 
process, and analyzing the regions of the image. The first layer 
is then joined with the other layers to form a pooling layer. 
This allows the CNN to minimize the size of its earlier 
convolutional layer and generate class scores. At last, the fully 
connected layers perform various functions, such as 
generating class scores and learning input image patterns. 

Due to the different performance of deep learning 
techniques, the deeper layers of CNN were used in this study. 
The extracted sizes of the feature sets from each model were 
studied in Table II. To ensure that the benefits of deep 
learning are integrated, feature integration was also 
performed. The DWT method was also used to reduce the size 
of the features. This method can also explain the time-
frequency illustration of the data. The cluster of wavelet 
functions in this study takes advantage of the data's low and 
high pass filters to produce smaller output sizes. It then passes 
the resulting details and approximation coefficients through 
various low and high pass filters. The paper uses three 
decomposition levels to analyze the features. The lowest level, 
which is known as the DWT, has a frequency range of 0 to 2.3 
kHz. The cluster of wavelet functions was then combined with 
the deep feature sets extracted from the last layer of the CNN 
to perform a more accurate image classification. The “Haar” 
wavelet was chosen as it is an efficient tool for analyzing ECG 
data. The number of decomposition levels achieved by the 
cluster was three. The authors of the study noted that the 
results of the analysis of the medical signals using the 
approximation coefficients performed better than the details 
coefficients. 

b) Phase 2: Feature Selection: After the integration 
step, it is important to perform a feature selection process to 
minimize the space occupied by various features. This process 
can be carried out through automated tools that can identify 
and eliminate redundant variables. In this step, a feature 
selection process is carried out using a symmetrical 
uncertainty method. This method takes into account the 
relevance of various variables and classes and computes the 
redundancy among them. It takes into account the information 
gain and the entropy of two features by measuring the relation 
between these two variables. 
Information Gain(P/Q) = Entropy(P) − Entropy(Q)             (1) 

Symmetric uncertainty = 2 × Information Gain(P/Q) Entropy(P) + 
Entropy(Q)                     (2) 

TABLE II. DEEP LEARNING ARCHITECTURES INPUT SIZE 

CNN Architecture Size of Input  

ResNet 101 224X224X3 

DenseNet 121 224X224X3 

Inception V3 299X299X3 

Xception 299X299X3 
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Where Entropy(P) and Entropy(Q) are the entropy of 
variables P and Q, and Information Gain(P\Q) is the 
information gain of P once examining variable Q. 

c) Phase 3: Classification: The classification stage 
involves selecting three or more individual classifiers to be 
used for the different classification categories. These are The 
Linear Discriminant Analysis(LDA), Support Vector 
Machine(SVM), and Random Forest(RF). The process is 
performed using a combination of schemas that are designed 
to classify the various classes. The first four schemas are 
composed of the deep features from CNN. The next three are 
composed of the various features from the last average pool 
layer. The fourth and final version of the framework consists 
of the multi-classified system. Cross validation is performed 
on a 5-fold scale to split a dataset into two parts. For each 
iteration, the model is trained with 4 folds, while the 5th fold 
is used for testing. The average performance of the models is 
compared with the performance of the binary class. For the 
normal class, 20% of the images were used. During the 
multiclass classification phase, 75% of the images were used. 
This includes 25% of heart disease and 25% of cardiac 
disorders. This ensures that 25% of the images were used 
during every iteration of the test. 

IV. RESULTS AND DISCUSSION 

A. Simulation Procedure and Results 
The parameters of the four CNNs are changed based on the 

classification category and the number of epochs. For 
instance, the learning rate for a multiclass and a binary class is 
0.001. The mini-batch size is also changed to 4. The training 
process is carried out through stochastic gradient descent. The 
experiments are performed using Google colab. The results of 
the Multi-Classified System (MCS) are shown in this section. 
It combines the predictions of various statistical techniques 
such as the LDA, SVM, and RF classifiers. After feature 
selection, the two components were fully connected. The 
results of the system are shown in Fig. 3. The improved 
accuracy of the system is compared to that of the SVM 
classifier. The accuracy of the three classification techniques 
improved with the use of the multi-classified system. The 
results of the system show that the accuracy of the three 
techniques improved, which is higher than the result of the 
SVM, LDA, and the RF. The results of the system suggest that 
the use of the multi-classified system can improve the 
performance of these techniques. The classification 
performance of the various classes of the binary and 
multiclass tasks is shown in Table III. The obtained results 
indicate that the ensemble classification performed better than 
the individual classification. The accuracy of the ensemble 
classification was also greater than that of the individual 
classification as indicated in Table IV. The achieved results of 
the study also suggest that the use of the multi-classified 
system can improve the performance of these techniques. 

In this the following performance measures are used to 
evaluate the performance of the model: 

1) Accuracy(Acc): It is calculated by the number of 
successfully classified points (predictions) divided by the total 
number of predictions in the ratio. Its value ranges from 0 to 1. 

Acc=(True Positive+True Negative)/(True Positive+False 
Positive+False Negative+True Negative) 

2) Sensitivity(Sen): Calculates the number of positives 
returned by our model. This is also termed Recall. 

Sen=(True Positive)/(True Positive+False Negative) 

3) Precision(Pr): The number of successful points 
returned by our model can be described. 

Pr=True Positive/(True Positive+False Positive) 

4) Specificity(Spec): In contrast to recall, specificity can 
be defined as the number of negatives returned by our model. 

Spec=(True Negative)/(True Negative +False Positive) 

5) F1 Score: The F1 Score can be derived by taking the 
harmonic mean of precision and recall and giving them equal 
weight. 

F1 Score=2*((Precision*Recall)/(Precision+Recall)) 

 
Fig. 3. Accuracy Results of the Multi-classified System. 

TABLE III. THE CLASSIFICATION PERFORMANCE OF THE VARIOUS 
CLASSES OF THE BINARY AND MULTICLASS TASK 

Classifiers Sensitivity Precision Specificity F1 
score 

Binary Classification 
Linear 
Discriminant 
Analysis 

0.97 0.973  0.97 0.97 

Random Forest 0.965 0.965  0.966 0.965 
Support Vector 
Machine 0.976 0.977 0.978 0.977 

Voting classifier 0.976 0.977 0.978 0.977 

Multi Class Classification  
Linear 
Discriminant 
Analysis 

0.803 0.805 0.845 0.803 

Random Forest 0.78 0.791 0.838 0.789 
Support Vector 
Machine 0.796 0.798 0.842 0.797 

Voting classifier 0.803 0.805 0.845 0.803 
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TABLE IV. EACH CLASS'S MULTICLASS CLASSIFICATION ACCURACY 

Class 
Linear 
Discriminant 
Analysis 

Random 
Forest 

Support 
Vector 
Machine 

Voting 
classifier 

Normal 87.7 87.5  87 88.2 

Abnormal 90.3 88.3  87.9 91.2 

B. Discussion 
The literature has shown that various types of 

cardiovascular abnormalities can occur in patients with heart 
disease, such as arrhythmias and QRST anomalies. It has been 
suggested that the novel coronavirus could be a potential 
cause of these conditions, but other studies have suggested 
that it could also degrade them. The studies conducted on the 
whole electrocardiogram (ECG) data have shown that various 
findings have been observed. The main objective of this study 
is to distinguish the data from other types of ECGs and 
identify heart disease cases. A new tool has been proposed 
that can be used to perform a diagnosis of heart disease using 
2D images captured from 12 leads. Although there are many 
studies on the use of electrocardiograms (ECGs) data for 
diagnosing heart disease, little is known about the techniques 
utilized in deep learning to analyze these images. In this study, 
we present a new method that uses AI techniques to analyze 
these images. 

The proposed pipeline, BiDLNet, is based on a set of pre-
trained deep learning models that are capable of extracting 
features from different deep layers. It was able to perform a 
feature extraction process by extracting large features from the 
former and the latter layers. The paper first looked into the 
various features that emerged during the recording of the ECG 
data. They were then studied to determine how these features 
affected the accuracy of diagnosis. Due to the fusion of the 
various features, their dimension increased. Then the feature 
dimensions are reduced by using the symmetric uncertainty 
feature selection approach to improve its classification 
accuracy. The paper then created a classification system that 
was designed to study the effects of voting on the accuracy of 
diagnosis. It was then used to find the optimal scheme for the 
BiDLNet pipeline. 

The proposed tool was able to perform a multiclass 
classification task with good accuracy. The results of the 
binary task revealed that the proposed tool was able to 
distinguish between normal and abnormal images. The results 
of the study revealed that the accuracy of the classification 
process was significantly affected by the differences between 
the normal and abnormal ECGs. For instance, the accuracy of 
the classification for the abnormal ECG was 91.2%, while that 
of the classification for the normal ECG was 88.2%. The 
results of the study revealed that the proposed tool was able to 
identify an abnormal ECG compared to the other images. 
However, it was not able to diagnose other cardiac 
abnormalities. The results of the study also revealed that the 
proposed tool was not able to distinguish between normal and 
abnormal images due to the similarities between the different 
cardiac variations. The proposed pipeline's ability to classify 
heart disease electrocardiograms (ECGs) could be a promising 
tool for the early detection of cardiovascular variations. 

V. CONCLUSION 
The paper proposes a pipeline called BiDLNet that can be 

used to automatically diagnose heart disease using data from 
an electrocardiogram. It features two classification categories: 
multiclass and binary. The BiDLNet framework separates 
normal and abnormal patients by classifying them as either 
binary or multiclass. It then combines these features with fully 
connected ones. The two levels of deep features were 
extracted from four CNNs. To do so, it used a discrete wavelet 
transform to reduce the dimension of the pooling features and 
merge them with fully connected ones. The framework then 
explored the effects of integrating these features on the 
accuracy of its classification. It also looked into the possibility 
of reducing the number of features while improving its 
performance. After creating a multi-class classification 
system, the paper was able to improve the accuracy of the 
BiDLNet framework's classification by integrating various 
features. It also performed better when it selected the 
appropriate features. The results of the study revealed that the 
accuracy of the BiDLNet framework's classification was 
improved even further by using the multiclass classification 
feature, the MCS. The results of the study showed that the 
system achieved a sensitivity of 97.6%, specificity of 97.8%, 
and accuracy of 97.5% for the binary classification category. 
The proposed tool for analyzing cardiac variations in images 
was validated by an SVM classifier. The proposed pipelined 
system was able to correctly classify 95.2% of the abnormal 
ECG images as heart disease, while 91.7% of the images were 
categorized as normal. This means that it has been able to 
identify 98.8% of the patients as having heart disease. Only 
1.2% of the abnormal images were misclassified as normal by 
the proposed pipeline while 4.8% of the images were labelled 
as other cardiac abnormalities. The results of the study suggest 
that the proposed system can accurately identify cardiac 
disorder ECGs.The results of the study revealed that the 
proposed system was able to accurately classify 95.2% of the 
abnormal ECG images as heart disease, while 91.7% of the 
images were categorized as normal. This means that it can 
now help identify patients with heart disease. The ability of 
the BiDLNet framework to distinguish between normal and 
abnormal findings further validates the potential of this 
technology to diagnose heart disease. It can be used to 
improve the efficiency and sensitivity of existing imaging 
techniques. For instance, it can be used to automatically 
classify images of patients with heart disease. It can also help 
reduce the number of unnecessary visits to the hospital. 
However, the tool was not able to perform a class imbalance 
analysis. Other deep learning techniques could also be utilized 
in the future to improve the accuracy of the proposed system. 
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Abstract—In this research work, a novel eye-blink detection 
model is developed. The proposed eye blink detection model is 
modeled by following seven major phases: (a) video–to-frame 
conversion, (b) Pre-processing, (c) face detection, (d) eye region 
localization, (e) eye landmark detection and eye status detection, 
(f) eye blink detection and (f) Eye blink Classification. Initially, 
from the collected raw video sequence (input), each individual 
frames are extracted in the video –to-frame conversion phase. 
Then, each of the frames is subjected to pre-processing phase, 
where the quality of the image in the frames is improved using 
proposed Kernel median filtering (KMF) approach. In the face 
detection phase, the Viola-Jones Model has been utilized. Then, 
from the detected faces, the eye region is localization within the 
proposed eye region localization phase. The proposed Eye region 
localization phase encapsulates two major phases: Feature 
extraction and landmark detection. The features like improved 
active shape models (I-ASMs), Local Binary pattern are 
extracted from the detected facial images. Then, the eye region is 
localization by using a new optimized Convolution neural 
network framework. This optimized CNN framework is trained 
with the extracted features (I-ASM and LBP). Moreover, to 
enhance the classification accuracy of eye localization, the weight 
of CNN is fine-tuned using a new Seagull Optimization with 
Enhanced Exploration (SOEE), which is the improved version of 
standard Seagull Optimization Algorithm (SOA). The outcome 
from optimized CNN framework is providing the exact location 
of the eye region. Once the eye region is detected, it is essential to 
detect the status of the eye (whether open or close). The status of 
the eye is detected by computing the eye aspect ratio (EAR). 
Then, the identified eye blinks are classified based on the 
computed correlation coefficient as long and short blinks. 
Finally, a comparative evaluation has been accomplished to 
validate the projected model. 

Keywords—Eye localization; CNN; Seagull Optimization with 
Enhanced Exploration (SOEE); improved active shape model (I-
ASM); eye aspect ratio (EAR); eye-blink detection 

I. INTRODUCTION 
Recently, the Eye-tracking and/or -blinking detection 

algorithms are playing a significant role in the all the spheres 
of the world, more particularly in the smartphones that are 
revalorizing the entire globe. The smart phones have become 
ubiquities in our routing life style. We rely upon the 
smartphones for storing our confidential information. In the 
smartphones, the spoofing attacks can be avoided by utilizing 
the eye blink detection techniques within the face recognition 
systems [1-4]  Moreover, the eye- blink detection systems in 
the smartphones provides information regarding the eye-
blinking habits of the users, and provides advices [5-8]. In 

fact, eye blinking is said to be the partly subconscious quick 
closing as well as reopening of the eyelids. The eye blinking is 
carried out with the aid of multiple muscles. The eye opening 
as well as closing is managed by the orbicularis oculi and 
levator palpebrae superioris [9-11]. In fact, the eye corona 
moistens by the eye blinking process. The frequency and 
duration are the prime factors for blinking. For an adult, the 
Average blinking frequency is 15-20 blinks/min, while the 
blinking frequency of the children is lower [12-15]. 

In literature, massive count of researchers has been 
devoted for eye blink detection. The outcome from them is 
either blink detection or eye status reorganization (open/closed 
eye). Most of the eye-tracking and eye-blinking detection 
algorithms rely upon the video input [16]. However, the 
techniques developed for desktop environments are not 
suitable for mobile/smartphone environments, owing towards 
the major shortcoming in terms of computational resources. A 
promising solution to this problem is to make use of the region 
of interest (ROI), wherein a smaller region is alone examined 
rather than searching for the location of eye in the whole 
image. For real-time processing, the eye localization is indeed 
a suitable approach for ROI-based solution. Once, the eye 
region is localized, its status is tracked using the deep learning 
models like convolutional neural network (CNN) and 
Artificial Neural Network (ANN) as well. Among the entire 
deep learning model utilized for eye blink detraction, the CNN 
is a renowned one [17]. Although the CNN is successful in eye 
blink detection, it is till been considered to be a computational 
complexity model, owing towards its higher time consumption 
in training the parameters. 

On the basis of this research gap is identified objective are 
identified as below: 

• To propose an enhanced model for face localization 
from video frame. 

• To propose an effective technique for eye pair 
localization from captured frame. 

• To propose eye blink detection technique for left, right 
and double click instance. 

• To evaluate effectiveness of the proposed technique. 

The major contribution of this research work is: The 
research work Introduces a Kernel median filtering (KMF) 
approach for de-noising the image frames. Work also 
Introduces an improved active shape models (I-ASMs) in the 
Eye region localization phase to exactly localize the eye 
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region. It introduces an optimized CNN model for precise Eye 
region localization. The weight of CNN is fine-tuned using the 
newly projected Seagull Optimization with Enhanced 
Exploration (SOEE) model. This Seagull Optimization with 
Enhanced Exploration (SOEE) is the improved version of 
standard Seagull Optimization Algorithm (SOA) . At the end 
of the research the accuracy of the system is compared with 
previously present technologies. 

The leftover parts of this paper are arranged as: The 
literature review on eye blink detection is manifested in 
Section II.  The proposed eye-blink detection framework: an 
overview is addressed in Section III. The video-to-frame 
conversion and pre-processing via proposed kernel median 
filtering, face detection via viola Jones model and eye 
localization via optimized CNN is portrayed in Section IV, 
Section V and Section VI, respectively. Moreover, eye status 
detection and eye blink detection and classification are 
portrayed in Section VII and Section VIII, respectively. The 
results acquired   as well are discussed comprehensively in 
Section IX. This paper is concluded in Section X. 

II. RELATED WORK 
In 2019, Sharmila et al. [1] have proposed a new technique 

for Eye Blink Detection model for preventing Computer 
Vision Syndrome (CVS). The proposed work uses Viola Jones 
algorithm for detecting the eyes, eye blink using background 
subtraction, gradient based corner detection and it is capable 
of detecting common cases of fatigued behaviour linked with 
prolonged computer use by tracking the eye blink rate. Hence, 
this proposed system could significantly reduce the symptoms 
among regular computer users leading to improved health 
habits. 

In 2021, Rajamohana et al. [2] have proposed a novel 
automated, real-time driver’s drowsiness detection framework 
using the proposed hybrid framework. The proposed model 
has formulated by blending the CNN and Bidirectional Long 
Term Dependencies (BiLSTM). The driver’s facial image and 
eye blinks have been tracked using the Video camera. The 
projected model has encapsulated three major phases: 
identification of the driver's face image using a web camera, 
extraction of eye image features using the Euclidean algorithm 
and continuous eye blinks monitoring. As a n outcome, the 
status of the eye is exhibited as either open or close. 

In 2021, Quddu et al. [3] have proposed a novel eye-
tracking system using the RNN and LSTM. The authors have 
utilized the RNN to detect the drowsiness. In addition, the eye 
movements were modelled using the LSTM. Two types of 
LSTMs: 1-D LSTM (R-LSTM) and convolutional LSTM (C-
LSTM) has been utilized. 

In 2020, Liu et al. [4] have proposed a fatigue detection 
algorithm on the basis of the analyzed deeply-learned facial 

expression. Initially, the multi block local binary patterns 
(MB-LBP) and Adaboost classifier has been utilized for 
training the face key point detection model. In addition, the 24 
facial points were identified using the trained model. 
Moreover, the proportion of the closed eye time within the 
unit time (PERCLOS) and yawning frequency were computed. 
The driver's fatigue state was deduced using the fuzzy 
inference system. The projected model could detect the degree 
of the driver fatigue accurately as well as quickly. 

In 2019, Wang et al. [5] have presented a robust fatigue 
detection system based on the binocular consistency using the 
deep learning. The eye gaze has been detected using the dual-
stream bidirectional convolutional neural network (BCNN). 
The GP-BCNN was constructed by including the vectorized 
local integral projection features within the Gabor filters and 
the projection vectors for overcoming the orientation and scale 
changes. Further based on the pupil distance, the eye 
screening mechanism (ESM) was projected with the intention 
of eliminating the detected errors. The projected model has 
yielded a higher accuracy rate. 

In 2019, Selvathi et al. [6] have proposed a fatigue and 
drowsiness detection system in FPGA using the deep neural 
network. Initially, the collected images were pre-processed via 
median filtering. Then, the facial regions were identified using 
the Viola Jones face detection algorithm. Further, the authors 
have extracted the Local Binary Pattern features from the 
detected faces, and have employed the Max pooling to lessen 
the level of complexity. The final detection was carried out 
using the SVM classifier. The results acquired had exhibited 
that the projected model is applicable for real time driver’s 
vigilance monitoring. 

In 2020, Lamba et al. [7] have utilized the feature level 
fusion (MmERMFLF) for precise multimodal eye blink 
recognition. The status of the eye was computed using the eye-
eyebrow facet ratio (EEBFR), and eyebrow to nose facet ratio. 
From eye blinks, pulse rate as well as behavioral patterns 
(emotions), the authors have sensed the emergency state using 
the improved intellectual framework. Moreover, the count of 
eye blinks was detected using the novel multimodal method 
(MmERMFLF). The projected model had achieved improved 
reorganization accuracy. 

In 2019, Zemblys et al. [8] have developed gazeNet for 
event detector’s generation. The projected model has 
encapsulated an end-to-end deep learning approach, which 
was trained using the raw eye-tracking data and have 
classified it as fixations, saccades and post-saccadic 
oscillations. The projected model hasn’t been utilized in large 
scale owing to its expanded training time. Table I summarizes 
the comparison between the existing approaches. 
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TABLE I. COMPARISON OF EXISTING APPROACHES 

Ref 
No 

Published 
Year Approach Advantages Disadvantages 

[2] 2021 
Convolution 
neural 
Network 

Convolution 
neural network is 
useful in facial 
recognition 
CNN is having 
higher accuracy 

It is not more 
useful in speech 
and voice 
recognition 
CNN requires lots 
of data 

[4] 2019 Facial 
Feature 

It reduces 
computational 
cost 

Vector used for 
facial feature 
finding is high 

[15] 2017 Template 
Marching 

It is easier to 
implement 

If template used is 
not proper then 
accuracy of output 
is hampered 

[22] 2016 Component 
Based 

It is faster and 
more accurate 
face detection  

For more accuracy 
larger vector 
should be used. 

[28] 2015 Knowledge 
based 

It reduces 
computational 
complexity 

Detection rate of 
this technique is 
slower 

III. PROPOSED EYE-BLINK DETECTION FRAMEWORK: AN 
OVERVIEW 

A. Architectural Description 
The proposed eye blink detection model will be modeled 

by following seven major phases: (a) video–to-frame 
conversion, (b) Pre-processing, (c) face detection, (d) eye 
region localization, (e) eye landmark detection and eye status 
detection, (f) eye blink detection and (f) Eye blink 
Classification. The architecture of the proposed work is 
manifested in Fig. 1. 

• Initially, from the collected raw video sequence (input), 
each individual frames are extracted in the video –to-
frame conversion phase. 

• Then, each of the frames is subjected to pre-processing 
phase, where the quality of the image in the frames is 
improved using proposed Kernel median filtering 
(KMF) approach. At the end of the pre-processing 
phase, noiseless and higher quality video frames are 
acquired. These pre-processed frames are subjected to 
face detection phase. 

• In the face detection phase, the facial region (ROI) in 
the pre-processed frames is detected by suppressing the 
rest of the regions (Non- ROI). The face detection is 
accomplished via Viola-Jones Model. 

• Then, from the detected faces, the eye region is 
localization within the pro-posed eye region 
localization phase. The proposed Eye region 
localization phase encapsulates two major phases: 
Feature extraction and landmark detection. The 
features like improved active shape models (I-ASMs), 
LBP are extracted from the detected facial images. And 
then the eye region is localization by using a new 
optimized CNN framework. This optimized CNN 
framework is trained with the extracted features (I-

ASM and LBP). Moreover, to enhance the 
classification accuracy of eye localization, the weight 
of CNN is fine-tuned using a new Seagull Optimization 
with Enhanced Exploration (SOEE), which is the 
improved version of standard Seagull Optimization 
Algorithm (SOA) [9]. 

The outcome from optimized CNN framework is 
providing the exact location of the eye region. Once the eye 
region is detected, it is essential to detect the status of the eye 
(whether open or close). 

Eye status detection: The status of the eye is detected by 
computing the eye aspect ratio (EAR). The aspect ratio is 
calculated between the points of eye to check whether eyes are 
opened or closed. 

Eye-blink detection: It is performed onto the computed eye 
landmarks using the normalized cross-correlation method. 
Then, the identified eye blinks are classified based on the 
computed correlation coefficient as long and short blinks. 

 
Fig. 1. Architecture of the Proposed Work. 
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IV. VIDEO-TO-FRAME CONVERSION AND PRE-PROCESSING 
VIA PROPOSED KERNEL MEDIAN FILTERING 

A. Video-to-Frame Conversion 
Let the collected input video sequence be denoted as, 

which includes count of frames. The video is indeed a medium 
that has become more important in today's society. It is made 
up of a series of frames, each of which is divided into shots 
and scenes, with the video being made up of a mixture of 
these scenes. To evaluate any video, we must first examine the 
features of the frames and then assess the video's attributes, 
which is accomplished using python' (OpenCv library) video 
to frame converter. Let the extracted frames be denoted as. 
The noise in is removed in the pre-processing stage using the 
proposed Kernel Median Filtering (KMF). Here, are the 
pixels. 

B. Pre-Processing via Kernel Median Filtering 
Preprocessing is a set of processes that aim to rectify or 

compensate for systematic mistakes in input before it is 
analyzed further. Owing to low collected integrity, every sort 
of information need pre-processing to improve it for future 
processing. 

Pre-processing is required for the following reasons: 

1) Light propagation qualities like scattering and 
absorption cause image deterioration. 

2) Video captures with a high level of specificity, such as 
an unknown stiff scene, un-known hue, or poor light 
sensitivity. As a consequence, an initiative has been taken to 
discover the perfect filtering for pre-processing the frames. 
Filtering reduce noise by reducing statistical variances. It 
contributes to the reduction of visual noise. Noise affects the 
acquisition or capture of an image. Filtering methods are used 
to process the image. The ultimate focus of the filter has 
always been to minimize picture noise and improve the input 
image. Prior to further analysis and processing, it's indeed 
vital to optimize image quality. 

The pre-processing stages utilized in this research work are 

a) Read the image in the frames 
b) De-Noise using proposed KMF 

Each of the frames in is read using the OpenCV Library 
Cv2.imread() function  From this , the noise is removed in the 
pre-processing stage using the proposed Kernel Median 
Filtering (KMF). 

Median filtering is a nonlinear procedure that may be used 
to reduce impulsive noise, sometimes known as salt-and-
pepper noise. It also is beneficial for retaining picture borders 
despite decreasing random noise. A random bit error in a line 
of communication may cause spontaneous or salt-and-pepper 
noise. Across an image frame, a window is moved in the 
median filter, and then for each pixel inside the window, its 
median intensity value is computed. This median intensity 
value is output intensity of the pixel being processed. The 
median filter has a significant drawback in that every out-
come has always been bound by specification to have been the 
window's median value. The centre value substituted also isn't 

evaluated to see whether it's an impulse or not. Whenever the 
intensity of the noise is considerable, the median filter works 
miserably. Therefore, a new Kernel Median Filtering (KMF) is 
introduced in this research work. 

The steps followed in the Kernel Median Filtering (KMF) 
are manifested below: 

1) The Kernel Median Filtering (KMF) detects the noisy 
pixels at first and then filters it as shown in Fig. 2. 

2) Once, the noise is filtered; the pixels are validated to 
check whether it is a thin line or an edge pixel. 

3) The input frame is convoluted with 4 convolutional 
kernels (sigmoid, RBF, Lapla-cian, Chi2). The minimal 
difference of these four convolutions is used for edge 
detection. (1) 

Cij }41:min{ ),( −=⊗ KWV k
baFi

 =             (1) 

4) Compare the value of with Threshold (say 1000). If the 
minimal value of the pixel is less than the threshold value, 
then the current pixel value is the same as it, else the standard 
median filtering is applied, and the median value is returned as 
the pixel value. This is mathematically shown in Eq. (2). 



 ≥

=
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The pre-processed outcome is subjected to face detection 
phase, wherein the facial region is detected using the standard 
Viola-Jones Model. 

 
Fig. 2. Proposed Kernel Median Filtering. 

V. FACE DETECTION VIA VIOLA JONES MODEL 

A. Viola-Jones Model 
The pre-processed image is subjected to viola-jones model 

for face region detection. The Viola-Jones algorithm, created 
by Paul Viola and Michael Jones in 2001, is indeed an object-
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recognition framework that enables for real-time identification 
of visual properties. Although becoming an obsolete 
paradigm, Viola-Jones seems to be remarkably efficient, as 
well as its applicability in real-time face identification has 
conclusively demonstrated to be particularly noteworthy [10]. 

The Viola-Jones Algorithm has two stages: 

1) Training 
2) Detection 
1) Training: Training data is the initial dataset used to 

train machine learning algorithms. Models create and refine 
their rules using this data. It's a set of data samples used to fit 
the parameters of a machine learning model to training it by 
example. 

2) Detection: Viola-Jones had been created for frontal 
face images; therefore this detects them superior over face 
images that are oriented sideways, upwards, or downwards. 
The image is transformed to grayscale before its being used to 
recognize a face since it is necessary to focus with less data to 
analyze. The Viola-Jones method discovers the position on the 
coloured picture after detecting the face in the grayscale 
image. Viola-Jones constructs a box and explores for a face 
within it. It's obviously looking for haar-like characteristics, 
which would be detailed later. After moving through each and 
every square inside the picture, the box advances a step to the 
right. A multitude of boxes recognize face-like characteristics 
(Haar-like features) employing smaller steps, and the 
information from all of those boxes aggregated supports the 
algorithm towards determining in which the face resides. 

3) Haar-like features: The characteristics underneath 
depict a box with such a dark and bright side, which the 
machine helps to define whatever the feature represents. As in 
the edge of a brow, one side may well be brighter than another 
at sometimes. The central area of the box may be brighter than 
that of the neighboring boxes, which might be misinterpreted 
for a nose. Viola and Jones observed three sorts of Haar-like 
characteristics in their research: • Four-sided features • Edge 
features • Line features [11] 

4) Integral images: The integral picture aids us in 
performing these time-consuming computations fast enough 
that we may determine if a feature of a group of features meets 
the requirements [12]. 

5) Training classifiers: We're training the machine to 
recognize these characteristics. We're feeding it data and then 
training this to understand from it in order to make 
predictions. In the end, the algorithm produces whether any of 
the frames may be categorized as a feature or not by defining a 
minimal threshold [13-16]. 

6) Adaptive boosting (AdaBoost): In general, the boosting 
is an Ensemble method that is formulated by means of 
combing several weak learners. As a resultant a strong learner 
is formulated. The most popularly utilized boosting models is 
the Adaptive Boosting approach. The adaboost solves the 
problem of “curse in dimensionality” issue. Even though, the 
formulated integral image has reduced the dimensionality of 
the image, still its features remain quite higher, and this tends 

to lessen the training accuracy. Therefore, the adaboost has 
been implied [17]. 

7) Cascading: The cascading takes place next to the 
adaboosting model. In the cascading model, each of the sub-
windows is validated to check whether the most important 
features are available within it or not. If the corresponding 
sub-window has the most important feature, then the second 
important features are explored, else the sub-window is 
discarded. This process is referred as cascading. By using this 
approach, the amount of computational time spends on the 
false windows. 

From the detected facial images 
faceV , the eye region is 

localized in the proposed eye region localization phase. 

VI. EYE LOCALIZATION VIA OPTIMIZED CNN 
The proposed Eye Region Localization phase includes two 

major phases: (a) feature extraction and (b) face region 
identification. Initially, from the identified faces using viola-
jones model, the facial features like improved ASM (I-ASM) 
and LBP (texture features) are extracted. 

A. I-ASM Features 
In ASM local texture feature and shape models are used. 

The deformation begins with the models shape. The shape is 
designated as a "point landmark". Eq. (3) is obtained by 
rotating, scaling and translating and as shown in Eq. (4). 

( )H
nn ogogG ,,...., 11=              (3) 

( )GHg dwowg υ,,,=               (4) 

For ordered shapes, the average shape is formulated as in 
Eq. (5). 
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The differences of each shape are indicated as Eq. (6). 

ggdg ii −=  
The covariance matrices are indicated as Eq. (7). Here, 

points to the count of histogram curves. 
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The variable indicates major axes that provides divergence 
modes of all points of shape, and signifies the unit 
eigenvectors. The principal component analysis of provides 
eigen vectors and eigen values, and these eigen values forms 
the mode of variation. During the training process, the 
histogram curve can be modelled as the sum of the mean 
model and weighted modes of variation. As shown in Eq. (9), 
a new shape is generated using the mean of the weighted 
matrix sum, the mean shape of the eigenvector, and the weight 
vector. 

Ebgg +=     (8) )( SSEb T −=           (9) 
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The initial deformation weight is set as zero. 

Find a new preferred curve shape: the pixel in that is 
nearest to the corresponding pixel on the histogram curve of 
the test image is a new preferred choice of landmark. 

Compute new values for the weight changes: bEg ∆=∆ .  

Here, g∆  = 
Fface VV − . Moreover, we acquire 

bbb oldnew ∆+=  
Limit the formulation: b is limited with the intention of 

guarantying the additional deformation. The weight can be 
chosen such that Euclidean distance is less than maximal 
distance. 

Calculate the new shape 

Repeat the process until the convergence is reached. 

The extracted I-ASM feature is denoted as 
ASMIf −

 

B. LBP 
LBP is a measure of the correlation between pixels in a 

local region, which mostly represents local data. Many studies 
and research been published that combine more global or 
more local data with LBP in order to provide a more 
discriminative description from various feature levels. The 
LBP is less difficult to programme and has a higher 
discriminative potential. The image pixel, including the 
decimal numbers, is also labelled by the LBP operator. Each 
image pixel is computed with its surrounds during the 
labelling procedure by subtracting the value of the centre 
pixel. Furthermore, negative values are encoded as 0, and 
positive and zero values are encoded as 1. All of the binary 
codes are concatenated clockwise from the top-left to form a 
binary number, and these binary numbers are referred to as 
LBP codes [18]. The texture descriptor is used to create the 
local descriptions, which are then combined to create the 
global description. Furthermore, the distinguishable capability 
is used to extract characteristics from these texture objects. 

plS  and clS  in Eq. (10), respectively, denote the centre pixel 
intensities and the image centre pixel from the adjacent pl  . 
The pixel's LBP descriptor is written as ( )•LBP  , with PlNE  
denoting the number of neighbours. Eq. (11) gives the LBP 
descriptor function LBPf . 

( ) ( )
1

0
, 2 −

=
∑= pl

NE

pl
clplLBPcl

pl

FESLBP
           (10) 







 ≥−

=
otherwise

SSif
f clplLBP

,0
0,1

          (11) 

The final detection takes place in CNN< which is trained 
with the extracted features =F  LBPf + ASMIf −  

C. CNN 
The CNN is a deep learning model with three layers: 

"fully-connected layers, convolutional layer, and pooling 

layer". A lot of convolution kernels together makeup the 
convolution layer, which assist in computing the feature maps. 
A significant number of convolution kernels are included in 
the convolution layer, which aid in the calculation of various 
feature maps. The surrounding neurons of the previous layer 
are linked to each of the neurons in the feature map [19]. 
Finally, several kernels are employed in order to acquire the 
whole feature maps. At location ( )ed ,   of the thB  feature map 

residing in the thA   layer is 
A

BedZ ,,  , which is computed as per 
Eq. (I2). In this same layer and location, the nonlinear 
activation function ( )•act  is computed as per Eq. (13). 
“Sigmoid, tanh, and ReLU” are the activation functions. 

A
B

A
ed

TA
B

L
Bed biasQWZ += ,,,            (12) 

( )A
Bed

A
Bed Zactact ,,,, =  

W  and the bias  term denotes the weight and bias of 
CNN, respectively. This weight function is fine-tuned using 

SOEE model [20]. The patched input is denoted as 
A

edQ ,  . 
Shift-invariance has been achieved successfully by reducing 
feature map resolutions in the pooling layer. "The pooling 
layers of the CNN execute down sampling operations utilising 
the results collected from the convolutional layers." The 

pooling function is referred to as ()pol . 

The pooling function 
A

BedM ,, is then calculated for 
A

Bact;,;, . 

Here, ed ,ℜ  denotes the local area in ( )ed , . At the conclusion 
of the convolutional and pooling layers, there are multiple 
fully-connected layers. 

( ) ( ) ed
L

Bed
L

Bed nmactpolM ,,,,, ., ℜ∈∀=           (14) 

The loss() function is used to compute CNN's loss, which 

is represented by  Eq.(15). This ()Loss  function should be as 
small as possible, which is the goal of the current study. The 
goal function can be expressed formally as Eq. (16). A new 
SEEO model is used to fine-tune CNN's weight in order to 
achieve this objective. 

( ) ( )( )∑
=

=
N

n

nn OMl
N

Loss
1

,;1
θ

          (15) 

)(LossMinObj =            (16) 

The total number of input-output relations 
( ) ( )( ) [ ]{ }NnMJ nn ,,1;, ∈ is indicated by N , and the CNN's 

overall parameter is denoted byθ . In addition, 
( )nJ  represents 

the 
thn  input data, ( )nM  represents the matching target labels, 

and 
( )nO  represents the CNN output. 

D. Seagull Optimization with Enhanced Exploration (SOEE) 
The SOA model is a novel bio-inspired algorithm that is 

based on the migration and attacking behaviours of a seagull. 
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In general, the SOA model is good in solving the complex 
optimization model with lower computational complexity. In 
literature, it has been said that the convergence speed of the 
solutions increases, when the adaptive meta-heuristic 
operators are utilized. Therefore, the Seagull Optimization 
with Enhanced Exploration (SOEE) is introduced in this 
research work. The input to SOEE is the weight of the CNN, 
which is fine-tuned by the SOEE to enhance the eyeblink 
detection accuracy. The solution fed as input to SOEE is the 
weight of CNN, which is shown in Fig. 3. 

The steps followed in the SOEE model is furnished in the 
upcoming section: 

Step 1: Initialize the N  search agent’s population P. 

Step 2: Initialize the parameters 
itrMaxitrBA ,,, . Here, 

itrMaxitr,  points to the current iteration and the maximal 
iteration, respectively. 

Step 3: Set the value of  2;1;2 ←←← vufc  

Step 4: While  
itrMaxitr <  do 

Step 5: Compute the fitness of the search agent using Eq. 
(16). 

Step 6: Move to the migration behaviour of SOA model. 
Our contribution resides in this phase. In fact, three different 
processes take place in the Migration (exploration) phase: 
Collision avoidance, Movement along the direction of the best 
neighbor and stay closer with the best search agent. 

• With the intention of avoiding the collision amongst 
the search agent, a new variable A referred as the 
movement behaviour of search agent is added. 

)(* XPAC =             (17) 

Here, C is the search agent’s non- colliding position and 
P is the current position of the search agent. In addition, A

can be computed as per Eq. (), wherein cf is a variable that 
has been introduced to control the frequency of the employing
A . 













−= itr

c
c Max

fXfA ,
           (18) 

• During the movement along the best neighbor’s 
direction stage, our contribution has been included. 
Once the collision between the search agents is 
avoided, they are moved along the direction of the best 
neighbour. To make this movement more precise and to 
avoid the solutions from getting trapped into the local 
optima, a new mathematical model withy levy function

)(βLevy has been introduced in this research work. 
The newly developed mathematical expression is 
shown in Eq. (19). 

[ ] )()()(* βLevyXPXPBM best +−=          (19) 

Here, )(βLevy is the levy function undergone by the 
search agents while searching the global best solutions. In 

addition, )(XPbest , )(XP and M points to the global best 
position of the solution, current position of the search agent, 
position of the search agent, respectively. With the intention of 
having a proposed balance between the exploration as well as 
exploitation phase, the variable B is computed as per Eq. (20). 
Our contribution resides in this computational phase also. In 
the existing SOA model, the random variable S has been 
generated within the limits ]1,0[ . But, here we’ve computed 
the value of S using the newly proposed expression given in 
Eq. (21). 

SAB **2 2=             (20) 

)137.283.239.7(07.1 432
iiii SSSSS −+−=          (21) 

• Remain close to the best search agent: finally the 
position of the search agent is updated with respect to 
the best search agent as per Eq. (22) of SOA model. 

MCD +=
             (22) 

In addition, D is the distance in between the best search 
agent and the current search agent. 

Step 7: Move to the Attacking (exploitation) phase: in the 
attacking phase, the search agents undergo a spiral movement 
in the air. This spiral movement can be modelled in the three 
axes ZYX ,, as per Eq. (23)- Eq. (25), respectively. 

)(*' KCosrx =             (23) 

)(*' KSinry =             (24) 

Krz *'=             (25) 

Step 8: The random variable K is modelled using the 
newly proposed expression given in Eq. (26). The proposed 
expression is based upon the singer map. 

)137.283.239.7(07.1 432
iiii MMMMM −+−=         (26) 

Step 9: The updated position of the search agent is 
modelled as per Eq. (27). And eye region is located on that 
basis as shown in Fig. 4. 

)()''*'**()( xPzyxDXP best+=           (27) 

Step 10: Return )(XP  

Step 11: Terminate  
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Fig. 3. Solution Encoding 

  
(a)       (b) 

Fig. 4. An Illustration of Eye Landmark Detection: (a) Landmark Detection 
and (b) 68 Located Points. 

VII. EYE STATUS DETECTION 
Once, the eye region is localized, its status (open/ close) is 

identified by computing the eye aspect ratio. In this research 
work, the eye aspect ratio is computed between the eye points 
using Eq. (28). The eye computation for open and close eye is 
shown in Fig. 5. 

41

5362

.2 PP
PPPP

EAR
−

−+−
=

           (28) 

Here, P1,P2 ,P3 ,P4 ,P5 and P6 are the 2D landmark 
locations. 

a) The eye is considered to be open if the Eye Aspect 
Ratio is greater than the threshold [21]. 

b) If the Eye Aspect Ratio is less than the threshold, the 
eye is considered closed. 

c) The EAR of both eyes is averaged since eye blinking 
is produced simultaneously by both eyes. 

A poor monetary worth the presence of an EAR value does 
not imply that a person is blinking. It can happen when a 
person closes his or her eyes for a prolonged period of time or 
makes a facial expression, such as yawning, or when the EAR 
records a brief random fluctuation of the landmarks. 

   
(a)      (b) 

Fig. 5. EAR Computation of (a) Open and (b) Close Eye. 

VIII. EYE BLINK DETECTION AND CLASSIFICATION 

A. Eye Blink Detection 
Once the eye's state has been determined, it is monitored 

for eye blink detection. For eye-blink detection, the 
normalized cross correlation technique is used in this study. 
The normalized cross correlation can be calculated using 
Eq. (29). In general, the correlation coefficient is used to 
assess the similarity of the present eye picture to the preserved 
template of the opened eye. As a result, the correlation 
coefficient is generally referred regarded as a measure of eye 
openness [22]. The template image matching to the user's eye 
is automatically obtained during the system's startup. 

[ ]

∑ ∑

∑
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++
=

','

2

,'

2

','

)',,'(.)','('

)',,'().','('
)','(

YX YX

YX

YYXXIYXT

YYXXIYXT
YXR

      (29) 

Here, R points to the correlation coefficient of the image 
and T is the template image. In addition, the original image 
is I ; and the co-ordinates are YX , . 

B. Eye Blink Classification 
To identify deliberate eye-blinks with a length more than 

250 milliseconds, the correlation coefficient is shifted over 
time. The on-set of the eye-blink is identified whenever the 
value of the coefficient is less than the predetermined 
threshold level of TL (2ms) for consecutive frames. If indeed 
the correlation coefficient value is greater than the threshold 
value TH, the off-set of the eye-blink is discovered (250ms). 
Experimentation was used to determine the TL and TH 
threshold values. Whenever a detected eye-blink lasts more 
than 250 milliseconds but less than 2 milliseconds, it is 
considered a "control" blink [23]. 

IX. RESULT AND DISCUSSION 

A. Experimental Setup 
The proposed work has been implemented in PYTHON. 

The dataset for evaluation has been collected from [32]. The 
collected sample images are shown in Fig. 6. And open eye 
sample image are shown in Fig. 7. The assessment has been 
carried out in terms of MAE, MAPE, MSE, MSLE, RMSE 
and Optimization error as well. the proposed work 
(CNN+SOEE) has been compared over the existing models 
like the CNN+Bi-LSTM [2], C-LSTM [3], Bi-LSTM, RNN, 
MFO+CNN, GOA+CNN, SLnO+CNN and SOA+CNN, 
respectively. The correctly detected eye-blinks are denoted as 
True Positives (TP), false detections are denoted as False 
Positives (FP), and missed eye-blinks are denoted as False 
Negatives (FN) [24]. 

Clos
e 

 

  
 

 

 sample 
image  

Standard 
median 
filtering  

proposed 
KMF 

Viola-
jones face 
detection 
model  

I-ASM 

Fig. 6. Sample Image for Close Eye based Eye-Blink Detection. 
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Fig. 7. Sample Image for Open Eye based Eye-Blink Detection. 

B. Convergence Analysis 
In literature, it has been portrayed that the convergence of 

the solutions increases with adaptive parameter tunings in the 
standard optimization model. However, it is highly significant 
to have a mathematical evaluation, in order to show that the 
newly introduced SOEE model is highly convergent over the 
existing ones. Therefore, a convergence analysis has been 
undergone for the proposed work by varying the count of 
iterations. Since, the prime objective behind this research 
work is to minimize the loss function of CNN, which localizes 
the eyes accurately. Once, the eyes are localized with higher 
accuracy then the status of the eyes can be detected more 
precisely [25].  Since, the objective function is a minimization 
function, the approach that achieves the least cost function is 
said to be the best approach, as it has converged sooner. The 
resultant of the convergence analysis of the projected model is 
manifested in Fig. 8. 

On observing the acquired outcomes, the proposed work is 
identified to be successful even at the highest iteration counts. 
This clearly says that the projected model is applicable for 
huge databases. Initially, at the 0th iteration count, the cost 
function of the proposed as well as existing model is found to 
be higher. And then as the count of iterations got expanded, 
there seems to minimization in the cost function [26]. At the 
6th iteration count, the projected model has recorded the least 
cost function than the existing models. Most interestingly, the 
proposed work has recorded the most least cost function as 4.6 
at the 25th iteration count, and at this count the cost function 
recorded by the existing models are identified to be greater 
than 4.9. As a whole, the projected model is said to be highly 
convergent, and hence solved the optimization problems 
effectively. 

 
Fig. 8. Convergence Analysis of SEEO Model. 

C. MAE Analysis 
The MAE is the most commonly utilized for forecasting 

the accuracy of the model. In general, the Mean absolute error 
is the measure of the average absolute difference between the 
actual and predicted values in the eyeblink dataset. 
Mathematically, the MAE is given as per Eq. (30). 

iY
N

MAE Y
N

i
i

^

1

1
−= ∑

=            (30) 

Here, iY is the actual outcome and iY
^

is the predicted 
outcome. 

In this research work, the MAE of the proposed work has 
been computed, and its results acquire are compared over the 
existing models like the CNN+Bi-LSTM [27], C-LSTM 
[3],Bi-LSTM, RNN, MFO+CNN, GOA+CNN, SLnO+CNN 
and SOA+CNN, respectively. This evaluation has been carried 
out by varying the learning percentage from 60, 70, 80 and 90, 
respectively. The results acquired are shown in Fig. 9. On 
observing the outcomes, the projected model has recorded the 
least MAE value for every variation in the learning 
percentage. Among the recorded results, the proposed work 
has recorded the least MAE value as 1.2 at 90th learning 
percentage. The Mae of the projected work recorded at the 
60th learning percentage is 64.2%, 78.5%, 62.5%, 81.2%, 
75%, 83.3%, 50% and 57.14% improved over the existing 
models like the CNN+Bi-LSTM [2], C-LSTM [3], Bi-LSTM, 
RNN, MFO+CNN, GOA+CNN, SLnO+CNN and 
SOA+CNN, respectively. As a whole, the projected model is 
said to be less prone to errors, and this is owing to the fine-
tuning of the weight function of the CNN using the newly 
projected SOEE model. Since, the prime objective behind this 
research work is minimization of the loss function of the 
CNN, the minimized MAE acquired with the projected work 
has said that the defined objective has been successfully 
satisfied by the projected model [28]. 

 
Fig. 9. MAE Analysis of SEEO Model. 

D. MAPE Analysis 
The MAPE also known as the mean absolute percentage 

deviation (MAPD) has been utilized for measuring the 
detection accuracy. Mathematically, the MAPE can be given 
as per Eq. (31). 
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=

           (31) 

The MAPE of the proposed work has been computed, and 
the results acquired are manifested in Fig. 10. This evaluation 
has been undergone by varying the learning percentage. The 
graphical results acquired have exhibited a reduced MAPE 
value for the projected work. The projected model had 
recorded the minimal MAPE values as 0.03, 0.035, 0.038 and 
0.015at the 60th, 70th, 80th and 90th learning percentage. At 
the 60th learning percentage, the MAPE of the projected work 
is 37.5%, 64.2%, 34.2%, 68.75%, 69.5%, 80.7%, 41.8% and 
51.9% improved over the existing models like the CNN+Bi-
LSTM [2], C-LSTM [3], Bi-LSTM, RNN, MFO+CNN, 
GOA+CNN, SLnO+CNN and SOA+CNN, respectively. 

E. MSE Analysis 
MSE is the measure of the measure of the average of the 

squares of the errors (i.e. the averaged squared difference 
between the actual and the estimated value. 

( )∑
−

=
−

−
=

MN

k
eAct

MN
MSE

1

2Pr1

          
(32) 

The MSE of the proposed work is the lowest one for every 
variation in the learning percentage. The MSE of the projected 
work is found be below 8% for every variation in the learning 
percentage. The results acquired are shown in Fig. 11. The 
MSE value recorded by the existing works is above 15%. The 
proposed work has recorded the least MSE value at the 90th 
learning percentage. Moreover, all the existing models has 
recorded the MSE value as 50, 140, 42, 170, 70, 162, 19, 22 
and 9 for CNN+Bi-LSTM [2], C-LSTM [3],Bi-LSTM, RNN, 
MFO+CNN, GOA+CNN, SLnO+CNN and SOA+CNN and  
proposed work, respectively. From the acquired values, it is 
clear that the projected model has recorded the least MSE 
value. On observing the overall evaluation, it is clear that the 
presented work is less prone to errors [29]. 

 
Fig. 10. MAPE Analysis of SEEO Model. 

F. MSLE Analysis 
The Mean squared logarithmic error (MSLE) of the 

projected model has been shown in Fig. 12. The MSLE is the 
ratio of the measure between the actual and the predicted 
outcomes. 

∑
=







 +−+=

N

i
ii YY

N
MSLE

1

2^
)1(log()1(log(1

         (33) 

The results acquired are shown in Fig. 12. On observing 
the outcomes, the projected model had exhibited lower MSLE 
values. The major reason behind this reduction owes towards 
the fine-tuning the weight function using the newly proposed 
optimization model [30]. 

G. RMSE Analysis 
“The RMSE is a frequently used measure of the 

differences between values (sample or population values) 
predicted by a model or an estimator and the values 
observed”. RMSE can be computed mathematically per 
Eq. (34). 

( )∑
−

=
−

−
=

MN

k
eAct

MN
RMSE

1

2Pr1

         (34) 

The RMSE performance is evaluated for both the proposed 
and the extant techniques by varying the learning percentage. 
The results acquired are shown in Fig.13. The proposed work 
has recorded the least value for every variation in the learning 
percentage. The RMSE of the projected model at 60th learning 
percentage is 71.4%, 83.3%, 70.2%, 85.7%, 77.7%, 81.8%, 
50% and 53.4% improved over the existing models like the 
CNN+Bi-LSTM [2], C-LSTM [3],Bi-LSTM, RNN, 
MFO+CNN, GOA+CNN, SLnO+CNN and SOA+CNN, 
respectively [31]. 

 
Fig. 11. MSE Analysis of SEEO Model. 

 
Fig. 12. MSLE Analysis of SEEO Model. 
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H. Performance Analysis of Proposed Work: With vs Without 
Optimization 
The optimization algorithm deployed in this research work 

for eye landmark detection is said to play a major role in 
enhancing the detection accuracy of the eye blinks. It is 
essential to exhibit the supremacy of the optimization 
algorithms. Therefore, the proposed model has been validated 
with and without optimization logic. The results acquired are 
shown in Table II. The proposed work (KMF + I-ASM) with 
ESSO is compared over the existing models like Conventioanl 
Model (standard median filtering + Standard ASM) + ESSO 
and Conventioanl Model (standard median filtering +Standard 
ASM). The assessment has been carried out in terms of MAE, 
MAPE, MSE, MSLE, RMSE, respectively. The MAE of the 
projected model is 5.240172259, which is the least value when 
compared with the existing models. The MAE of the projected 
model is 16.3% and 15.5% better than the MAE of the 
conventional model + optimization and conventional model, 
respectively. 

 
Fig. 13. RMSE Analysis of SEEO Model. 

TABLE II. OVERALL PERFORMANCE ANALYSIS 

 

proposed 
work 
(KMF+I-
ASM) with 
ESSO  

Conventioanl Model 
(standard median 
filtering+Standard 
ASM)+ESSO 

Conventioanl Model 
(standard median 
filtering+Standard 
ASM) 

MSE 5.240172 6.261141 6.204798 
MAE 1.754693 1.890539 1.909948 
MAPE 0.025316 0.02734 0.027585 
MSLE 0.001008 0.001201 0.00117 
RMSE 2.289142 2.502227 2.490943 

The MAPE of the projected model is 7.1% and 8.12% 
improved over conventional model + optimization and 
conventional model, respectively. In addition, the MSE of the 
projected model is 0.025316349, which is the least value when 
compared to conventional model + optimization = 
0.027340005 and conventional model = 0.027584814. In 
addition, the projected model with optimization has recorded 
the least MSLE and RMSE also. Thus, from the overall 
evaluation, it’s obvious that the major improvement behind the 
projected work in precisely detecting the eye blinks is only 
due to the fine-tuning of the weight of CNN via the 
optimization model [32]. 

I. Performance Analysis 
The performance of the projected model has been 

validated in terms of MSE, MAE, MAPE, MSLE and RMSE, 

respectively. On observing the outcomes, the projected work 
has recorded the least error measures. The results acquired are 
shown in Table II. The MSE of the projected work is 5.71662, 
which is indeed the least6 value when compared to CNN + Bi-
LSTM [2] = 24.57614, C-LSTM [3] = 64.39177, Bi-LSTM = 
14.25622, RNN = 80.51956, MFO + CNN = 65.42977, 
GOA+CNN = 12.47136, SLnO+CNN = 13.40547 and 
SOA+CNN = 8.938489. In addition, an improvement of 
54.1%, 71.6%, 52.6%, 74.8%, 67.6%, 77.3%, 33.1% and 
44.19% has been recorded by the projected model over the 
existing models like CNN + Bi-LSTM [2], C-LSTM [3], Bi-
LSTM, RNN, MFO+CNN, GOA + CNN, SLnO + CNN and 
SOA+CNN, respectively in terms of MAPE. The MSE of the 
proposed work is 37.9%, 59.9%, 35.7%, 64.7%, 64.8%, 
78.7%, 38.2% and 42.2% better than the MSE value recorded 
by existing models like CNN + Bi-LSTM [2], C-LSTM [3], 
Bi-LSTM, RNN, MFO + CNN, GOA+CNN, SLnO + CNN 
and SOA+CNN, respectively. The MSLE of the proposed 
work is 74.09%, 91.1%, 71.8%, 93.04%, 90.2%, 98.2%, 
62.6% and 65.5% better than the MSE value recorded by 
existing models like CNN + Bi-LSTM [2], C-LSTM [3], Bi-
LSTM, RNN, MFO+CNN, GOA+CNN, SLnO + CNN and 
SOA + CNN, respectively. Moreover, the RMSE of the 
projected model is also lower. The major reason behind this 
reduction in the error measures is owing to the utilization of 
the appropriate techniques for blink detection. Moreover, the 
prime objective of this research work is minimization of the 
error measures, which has been found to be achieved [33]. 

J. Overall Performance Analysis 
The overall performance of the projected model is 

validated in terms of MSE, MAE, MAPE, MSLE and RMSE, 
respectively. The results acquired are shown in Table III. On 
observing the outcomes, the projected work has recorded the 
least error measures. The MSE value recorded by the 
projected model is 5.71662, which is 76.7%, 91.1%, 59.9%, 
91.9%, 91.2%, 54.1%57.3% and 36.04% better than the MSE 
value recorded by existing models like CNN + Bi-LSTM [2], 
C-LSTM [3], Bi-LSTM, RNN, MFO + CNN, GOA + CNN, 
SLnO + CNN and SOA + CNN, respectively. In addition, the 
projected model has recorded the least MAPE as 
1.847275453, MSE as 0.026834139, MSLE as 0.001152411 
and RMSE as 2.390945437. The major reason behind this 
improvement is owing to the utilization of the optimized deep 
learning model for eye landmark detection [34]. 

K. Analysis on Optimization Error 
The optimization error measures recorded by the projected 

as well as existing models for 60, 70, 80 and 90 percent of 
learning are manifested in Table IV. At 60th learning 
percentage, the MSE value recorded by the projected model is 
6.235624262, which is the least value than the existing models 
[35]. The MSE of the projected work at 60th learning 
percentage is 87.4%, 95.4%, 86.3%, 96.2%, 91.65%, 96.16%, 
51.7% and 70.4% better than the MSE value recorded by 
existing models like CNN + Bi-LSTM [2], C-LSTM [3], Bi-
LSTM, RNN, MFO + CNN, GOA + CNN, SLnO + CNN and 
SOA+CNN, respectively. 
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TABLE III. OVERALL PERFORMANCE ANALYSIS OF THE PROPOSED WORK 

 CNN+BI-LSTM [2] C-LSTM [3] Bi-LSTM RNN MFO+CNN GOA+CNN SLnO+CNN CNN+SGO CNN+ISGO 

MSE 24.57614 64.39177 14.25622 80.51956 65.42977 12.47136 13.40547 8.938489 5.71662 

MAE 3.136789 4.703131 2.530748 5.206161 4.894731 2.660722 2.838228 2.351218 1.847275 

MAPE 0.035335 0.049186 0.03004 0.053776 0.064812 0.037911 0.044808 0.034593 0.026834 

MSLE 0.002347 0.005867 0.001501 0.007401 0.008796 0.002181 0.003551 0.001795 0.001152 

RMSE 4.957433 8.024448 3.775741 8.973269 8.088867 3.531481 3.661348 2.989731 2.390945 

TABLE IV. ANALYSIS ON OPTIMIZATION ERROR 

Learning 
Percentage  

 CNN+BI-LSTM [2] C-LSTM [3] Bi-LSTM RNN MFO+CNN GOA+CNN SLnO+CNN CNN+SGO CNN+ISGO 

60 MSE 49.63121 137.5381 45.80966 168.2764 74.64012 162.3975 12.9309 21.13644 6.235624 

60 MAE 4.18496 6.766904 4.015798 7.63049 5.931651 8.493981 2.871482 3.441972 1.920842 

60 MAPE 0.04439 0.068813 0.042835 0.078037 0.078374 0.129324 0.044625 0.047733 0.027543 

60 MSLE 0.004503 0.013231 0.004145 0.016769 0.011923 0.065666 0.003121 0.003383 0.001167 

60 RMSE 7.044942 11.72767 6.768283 12.97214 8.639451 12.74353 3.595957 4.597439 2.497123 

70 MSE 24.57614 64.39177 14.25622 80.51956 65.42977 12.47136 13.40547 8.938489 5.71662 

70 MAE 3.136789 4.703131 2.530748 5.206161 4.894731 2.660722 2.838228 2.351218 1.847275 

70 MAPE 0.035335 0.049186 0.03004 0.053776 0.064812 0.037911 0.044808 0.034593 0.026834 

70 MSLE 0.002347 0.005867 0.001501 0.007401 0.008796 0.002181 0.003551 0.001795 0.001152 

70 RMSE 4.957433 8.024448 3.775741 8.973269 8.088867 3.531481 3.661348 2.989731 2.390945 

80 MSE 7.021394 27.4651 14.35815 37.27164 10.08974 11.63154 12.38245 8.942254 4.812689 

80 MAE 1.883875 3.272843 2.51215 3.682338 2.363624 2.586079 2.847396 2.376085 1.688624 

80 MAPE 0.024333 0.036495 0.029784 0.040014 0.033364 0.03649 0.044139 0.03589 0.024871 

80 MSLE 0.00092 0.002566 0.001488 0.003387 0.001733 0.002148 0.003147 0.002065 0.001023 

80 RMSE 2.649791 5.240716 3.789215 6.105051 3.176434 3.410505 3.518871 2.99036 2.193784 

90 MSE 4.077275 12.19301 2.714369 15.68119 9.575808 8.282909 6.852754 7.944575 3.126543 

90 MAE 1.551431 2.413057 1.276575 2.658186 2.45427 2.206566 2.005485 2.176067 1.192031 

90 MAPE 0.022036 0.029499 0.019703 0.031625 0.035901 0.031573 0.028835 0.032025 0.012821 

90 MSLE 0.000757 0.001373 0.00066 0.001648 0.001956 0.001578 0.001337 0.001672 0.000127 

           

TABLE V. ANALYSIS ON OPTIMIZATION METRICS 

Learning 
Percentage  

CNN+BI-LSTM 
[2] 

C-LSTM 
[3] 

Bi-
LSTM RNN MFO+CN

N 
GOA+CN
N 

SLnO+C
NN 

CNN+SG
O 

CNN+ISG
O 

60 Accurac
y 0.88 0.865 0.865 0.855 0.88 0.895 0.9025 0.88 0.92 

60 Precision 0.88 0.865 0.865 0.855 0.88 0.895 0.9025 0.88 0.92 

60 F-
Measure 0.88 0.865 0.865 0.855 0.88 0.895 0.9025 0.88 0.92 

70 Accurac
y 0.856667 0.836667 0.84666

7 
0.8533
33 0.81 0.846667 0.85 0.706667 0.89 
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70 Precision 0.856667 0.836667 0.84666
7 

0.8533
33 0.81 0.846667 0.85 0.706667 0.89 

70 F-
Measure 0.856667 0.836667 0.84666

7 
0.8533
33 0.81 0.846667 0.85 0.706667 0.89 

80 Accurac
y 0.705 0.75 0.675 0.69 0.695 0.7 0.715 0.63 0.765 

80 Precision 0.705 0.75 0.675 0.69 0.695 0.7 0.715 0.63 0.765 

80 F-
Measure 0.705 0.75 0.675 0.69 0.695 0.7 0.715 0.63 0.765 

90 Accurac
y 0.75 0.84 0.94 0.92 0.88 0.81 0.87 0.77 0.85 

90 Precision 0.75 0.84 0.94 0.92 0.88 0.81 0.87 0.77 0.85 

90 F-
Measure 0.75 0.84 0.94 0.92 0.88 0.81 0.87 0.77 0.85 

L. Analysis on Optimization Metrics 
The performance of the projected work is evaluated in 

terms of Accuracy, Precision and F-Measure, respectively. 
This evaluation has been carried out for varying learning 
percentage. The results acquired are shown in Table IV. The 
proposed work has attained the highest accuracy as 92% in 
case of eye blink detection at 60th learning percentage. The 
accuracy of the projected work at 60th learning percentage is 
4.3%, 5.97%, 5.97%, 7.06%, 4.3%, 2.7%, 1.9% and 4.3% 
improved over the existing models like CNN + Bi-LSTM [2], 
C-LSTM [3], Bi-LSTM, RNN, MFO + CNN, GOA + CNN, 
SLnO + CNN and SOA + CNN, respectively. In addition, at 
the 70th learning percentage [36-39], the projected model has 
recorded 89% of accuracy in eye blink detection. Moreover, at 
90th learning percentage, the proposed work has recorded 
accuracy as 85%, which is found to be 11.7%, 1.1%, 10.5%, 
8.23%, 3.5%, 4.7%, 2.3% and 9.4% improved over existing 
models like CNN + Bi-LSTM [2], C-LSTM [3], Bi-LSTM, 
RNN, MFO + CNN, GOA + CNN, SLnO + CNN and 
SOA+CNN, respectively. 

X. CONCLUSION 
In this research work, a novel eye-blink detection model is 

developed. The proposed eye blink detection model is 
modeled by following seven major phases: (a) video –to-frame 
conversion, (b) Pre-processing, (c) face detection, (d) eye 
region localization, (e) eye landmark detection and eye status 
detection, (f)eye blink detection and (f) Eye blink 
Classification. Initially, from the collected raw video 
sequence (input), each individual frames are extracted in the 
video –to-frame conversion phase. Then, each of the frames 
are subjected to pre-processing phase, where the quality of the 
image in the frames are improved using proposed Kernel 
median filtering (KMF) approach. In the face detection phase, 
the Viola-Jones Model has been utilized. Then, from the 
detected faces, the eye region is localization within the 
proposed eye region localization phase. The proposed Eye 
region localization phase encapsulates two major phases: 
Feature extraction and landmark detection. The features like 
improved active shape models (I-ASMs), LBP are extracted 
from the detected facial images. Then, the eye region is 
localization by using a new optimized CNN framework. This 
optimized CNN framework is trained with the extracted 
features (I-ASM and LBP). Moreover, to enhance the 

classification accuracy of eye localization, the weight of CNN 
is fine-tuned using a new Seagull Optimization with Enhanced 
Exploration (SOEE), which is the improved version of 
standard Seagull Optimization Algorithm (SOA) [31]. The 
outcome from optimized CNN framework is providing the 
exact location of the eye region. Once the eye region is 
detected, it is essential to detect the status of the eye (whether 
open or close). The status of the eye is detected by computing 
the eye aspect ratio (EAR). Then, the identified eye blinks are 
classified based on the computed correlation coefficient as 
long and short blinks. Finally, a comparative evaluation has 
been accomplished to validate the projected model. 
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Abstract—Software reliability estimation using machine 
learning play a major role on the different software quality 
reliability databases.  Most of the conventional software 
reliability estimation model fails to predict the test samples due 
to high true positive rate of the traditional support vector 
regression models. Most of the traditional machine learning 
based fault prediction models are integrated with standard 
software reliability growth measures for reliability severity 
classification. However, these models are used to predict the 
reliability level of binary class with less standard error. In this 
paper, a hybrid support vector regression-based quartile 
deviation growth measure is implemented on the training fault 
datasets. Experimental results are simulated on various 
reliability datasets with different configuration parameters for 
fault prediction. 

Keywords—Software fault detection; reliability prediction; 
support vector machine; exponential distribution; quartile deviation 

I. INTRODUCTION 
Reliability, in its simplest form, means that a failure 

cannot occur within a certain period of time. The reliability 
concept thus stresses the probability, expected function (s), 
time, and operating conditions of four components. Reliability 
also depends on the conditions of the system that may or may 
not change over time. Software systems have increased 
significantly in size and complexity in recent decades, and the 
trend is expected to continue in the future [1]. Computer 
reliability and accessibility, usability, performance, 
serviceability, capabilities, and documentation are important 
attributes of software quality. Software reliability is difficult 
to achieve since software complexity seems to be high. While 
it is difficult to achieve a certain degree of reliability for any 
highly complex system, including software, system developers 
tend to upgrade the software layer with complexity and 
rapidly developing system sizes. The Software Reliability 
Growth Model (SRGMs) is a software reliability model 
(SRMs) design recognition class which is converted into a 
mathematical model. The reliability assessment of recent 
system updates is an important challenge in IT software 
management [2]. 

The probabilistic models are based on dynamic models and 
are represented as time-based statistical distributions. All these 
models are used to predict current trends and predict future 
trends in reliability. Probabilistic software reliability 
prediction models use statistical methods to estimate variables 
such as system error numbers, failure rates, software 
complexity, programme failures, etc. There are a number of 

software models in the literature, but none of them is ideal. 
The selection of an appropriate estimate model based on a 
specific application is a major research problem [3]. A data set 
that includes instances of defined classes and a test data set for 
which the class must be decided must therefore be entered. 
The quality of the data provided for learning, and also the type 
of algorithm used in machine learning, depends greatly on the 
ability to classify successfully. Categorical labels (discrete, 
unorderly) estimate classification results of continuously 
valued function models. It implies that numerical data values 
are expected instead of class marks to be incomplete or 
inaccessible. Regression analysis is the most widely used 
statistical method for numerical forecasting. Although other 
methods are available, the prediction also consists of 
identifying distribution trends based on available data. Genetic 
algorithms are also implemented to maximise the number of 
delayed input neurons and the number of neurons in the neural 
network's hidden architectural layer. We have demonstrated, 
using the software model for online adaptation that good-
fitness and next-step predictability are better than traditional 
methods when cumulative software failure times are forecast 
because those variables' meanings are certainly not known. 
Many potential values can be equated to the likelihood of 
occurrence. Therefore, we really don't know when the next 
loss will happen. We know only a few possible failure times 
and their likelihood. “T” Two types of fault data, namely, 
time-domain data and interval-domain data, are widely used in 
software reliability modeling. The time-domain form is 
determined by the time the failure occurred. Learning 
supervised is a methodology for machine learning to build a 
data structure for preparation. Maximum Likelihood 
Assessment (MLE) is a common statistical method for the 
determination of the probability distribution parameters 
underlying a given dataset. Throughout the literature, there are 
many predictive models of the reliability of software-based 
neural networks, which are better known than certain 
statistical models [4-6]. Computer reliability is one of the key 
factors taken into account in maintaining the accuracy of the 
computer. Simply put, software reliability is about system 
failure or failure [7]. "Success and success" are two distinct 
variables commonly included in our software development. A 
fault could be identified as a fault or error during the 
development phase. As software constraints and modular 
complexity increase, the manufacture of a quality finished 
product is too difficult. Software defects may lose cash and 
time, so bugs for good performance products and decision-
makers need to be predicted in advance. As a consequence, 
these bug accounts contain comprehensive data on bugs along 
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with the seriousness level [8] within different bug tracking 
frameworks. Generally, software bugs are defective 
limitations that trigger inaccurate outputs. These limitations 
can be described as a collection of characteristics to discover 
the bugs. These features affect the bug prediction model's 
effectiveness. Applications for software defect detection 
include decision trees, multifunctional regressions, neural 
networks, SVM, nave Bayes, and various classification types 
and selection models. But the relevant flaws for suitable 
classification could not be selected in these designs. Nave 
Bayes is a highly efficient method of classification for 
predicting flaws based on samples of practice. A naive Bayes 
system sees bug predictions as binary classifiers, i.e., by 
evaluating historical measurement information, it trains and 
predicts the predictor. If the attribute kinds in the metric 
information are blended, errors owing to lacking values or 
uncertain data are hard to estimate. Three separate layers of 
dynamic analysis can be classified. A systemic testing layer is 
the first layer. This layer is designed into the policy to run 
target programs. These strategies are designed to efficiently 
achieve error states. The second layer is a layer of data 
retrieval. In order to check programme correctness, data on the 
inner behaviour of the target programmes is collected. In the 
third level, monitors create from the information collected an 
abstract model of the destination programme and then check 
for possible errors in the programme on the abstract model. 
The test limits are fundamental to all dynamic analysis 
techniques. Dynamic analysis cannot support full target-
program analysis because it uses monitored partial programme 
compliance. The other restriction is that it is hard to 
implement dynamic analysis methods except for the 
completion of the target programs. Executable environments 
and sample instances involve dynamic analysis methods. [9] 
the significance of various software prediction-model metrics. 
In this model, correlations and metric events were introduced 
using distinct algorithms in the bug forecast model, and bug 
counts were calculated in each metric. Object-oriented 
measurement metrics for object-oriented quality software A 
model for bug-projection was proposed and its levels with 
high, medium, and low severity defects were found to be 
lower than traditional models with various severe values. The 
technique of regression is intended to predict the quantity and 
density of software defects. The technique of classification 
aims at determining whether or not a software module (e.g. a 
package, code, or file) has a higher risk of defect than another. 
This approach [10] uses fuzzy logic with neural networks in 
software reliability prediction. The recurrent neural network is 
trained using the back-propagation algorithm. The number of 
failures and cumulative execution time in the failure dataset 
are used as inputs to the network to predict the next step 
failure. 

The rest of the paper is organized as follows. Section II 
describes the related works of the SRM and its limitations. 
Section III describes the proposed solution to the SRM based 
machine learning framework on different dataset. Section IV 
describes the experimental results and analysis. Finally, we 
conclude the paper in Section V. 

II. RELATED WORK 
Lazarova et al. have developed various SRGMs 

concerning the growth rate software reliability index for error 
detection [11]. Li et.al, proposed a measuring method as an 
indicator collection, gathering data for the testing of all those 
metrics [12]. Mirchandaniet al. suggested the non-
homogeneous Poisson method-based software reliability 
growth pattern because the detection of these errors might also 
lead to detection of other errors without failure [13]. Nagaraju 
proposed an evolutionary model of the neural network to 
estimate and predict the software reliability based on a 
multimedia architecture input and output.  In this study, the 
development of neural network models for software-reliability 
predictions was proposed using an Exponential and 
Logarithmic Encoding Scheme. Neural network models with 
the two encoding schemes above have shown a better 
prediction of cumulative failures than some statistical models. 
However, [14] the value of the encoding parameter is 
calculated by repeated hit / test experiments. This paper 
presents recommendations for encoding parameter selection, 
which provide consistent results for various data sets. The 
proposed solution is implemented using 18 separate data sets 
and a clear result for all datasets is observed. The method was 
compared to known statistical models using three sets of 
change points. 

Rani [15] proposed a neural network approach focused on 
predictions of software reliability. He compared the approach 
to parametric model recalibration with some meaningful 
predictive measures with the same data sets. We concluded 
that better predictors are neural network methods. 

Rizvi et al. [16] proposed a system in which software 
reliability based on the neural network would be expected. 
They used the reverse propagation algorithm for instructions. 
They used several failure times in the last 50 to estimate the 
next failure as output. The performance of approaches was 
calculated by changing the number of input nodes and hidden 
nodes. We concluded that the success of the strategy usually 
depends on the quality of the data sets. 

Sagar [17] submitted a neural network approach focused 
on the evolutionary prediction of device reliability. They used 
single output architecture with multiple delayed inputs.   
Vojdani [18] suggested two models for cumulative system 
failure estimation, such as exponential neural network 
encoding (NNEE) and logarithmic encoding (NNLE). He 
encoded the data with the above two encoding scheme, i.e. the 
time of execution. He used the four dataset method and 
compared the results with some statistical models and found 
better results than those models. 

Wang et al. [19] have proposed to reuse data from 
previous projects / releases for failure to boost early reliability 
for current projects / releases. Wang et al.[20] proposed the 
combinational dynamic weighted model (DWCM) based on a 
neural network for the prediction of device reliability. Based 
on the software-reliability growth model (SRGM), they used 
various activation functions within the secret layer. The 
method was used on two sets of data and the effect was 
compared with certain statistical models. The experimental 
results indicate that the DWCM approach is more successful 
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than traditional models. The neural network is a methodology 
for performance computation. The machine performance can 
previously be predicted on the basis of our neural network 
architecture. The system is also trained unless its desired 
output or destination can be achieved. For training purposes, 
we use different learning techniques that are freely described 
as supervised and unattended learning [21]. Software 
reliability is a quantitative study of every software designed 
since it affects directly software quality [22]. An efficient 
software reliability model is required in order to achieve good 
results. The previously developed reliability model is based on 
the analysis of faults linked to the code and context in which it 
was implemented [23]. All software reliability models are 
designed based on the execution time and calendar time. The 
time required or spent by the processor in the execution of 
instructions from the program is the execution time of any 
program [24]. 

Research Gaps: From the literature works, the main gaps 
identified for the software reliability estimation process are: 

1) Difficult to predict the new reliability test data using 
machine learning approach. 

2) Traditional SVM require different hyper parameters in 
order to improve the classification optimization. 

III. PROPOSED GEOMETRIC PERTURBATION BASED PRIVACY 
PRESERVING CLASSIFIER 

In this section, a statistical quartile deviation-based 
improved SVR prediction model is proposed on the software 
reliability datasets. In this work, a novel approach to predict 
the software reliability on the training and test software fault 
data. This model is integrated with the quartile deviation 
growth function in order to fit the S shaped curve. In the 
proposed model, reliability estimation is performed in two 
phases. In the initial phase, quartile deviation based error 
estimation is calculated on the training data for software 
reliability prediction. In the second phase, a hybrid support 
vector regression model is designed and implemented on the 
computed S-shaped training data as shown in Fig. 1. 

 
Fig. 1. Proposed Ensemble Deep Learning Framework for Privacy 

Preserving. 

In the proposed model, an enhanced support vector 
regression is designed and implemented on the software fault 
dataset to improve the prediction rate and to minimize the 
error rate. The following proposed SVR model is implemented 
on the fault data. Initially, input data is given to hybrid SVR 
model to predict the effort rate. The prediction values of the 
SVR are tested using the Quartile deviation model and 
maximized composite reliability measures. These measures 
are used to find the deviation, skewness and shape of the 
dataset. The impact of failures on decision making is 
calculated using traditional software metrics. Extensive 
research was done using one or two software stage metrics to 
discover the error models. However, redundant and 
meaningless characteristics affect the effects of traditional 
designs. Also, the relationship between the new metrics and 
the traditional metrics is becoming too complex to make 
decisions as the number of software metrics increases. 
Generally, software metrics are used to gain quantitative 
insight into the software or its characteristics. The value of 
metrics is an ordinal, an interval, or a nominal scale. Software 
quality is assessed by the various features such as 
performance, documentation, easy maintenance and system 
soundness. Software reliability is considered as it is difficult to 
achieve with the complex nature of software. The software is 
therefore layered by the system developers throughout the 
design process to achieve a certain level of reliability, to 
support the later update of the software system and also to 
incorporate elasticity for increased system size. The reliability 
of software is inversely linked to the level of software 
complexity, since complexity is directly associated with 
enhanced capacity and strong software system features with 
enhanced functions. The main objective of this paper is to 
improve the software reliability prediction using the hybrid 
SVR model. 

Let m(x) be the input data, m be the estimation function. 
M value is estimated by using multiple linear regression 
method. Then the objective function of the proposed SVR 
model is given as 

𝐶(𝑥) ≔
1
2
∥ 𝑤 ∥2+

 

 

Where 

 
MLR(x) = Multiple linear regression 

 

 

IV. EXPERIMENTAL RESULTS 
In this work, experimental results are simulated with java 

environment for different software reliability datasets. The 
first, second, third and fourth datasets DS1, DS2, DS3, and 
DS4 are taken from Rome air development centre (RADC) 
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projects. Each dataset and its type are given in Table I, 
Table II, Table III and Table IV. 

TABLE I. DS1 FOR FAULT PREDICTION BASED ON SEVERITY LEVEL 

W CF Label 

1 16 L 

2 24 L 

3 27 L 

4 55 M 

5 41 L 

6 49 L 

7 54 M 

8 58 M 

9 69 M 

10 75 H 

11 81 H 

12 86 H 

13 90 H 

14 93 H 

15 96 H 

16 98 H 

17 99 H 

18 100 H 

19 100 H 

20 100 H 

TABLE II. DS2 FOR FAULT PREDICTION BASED ON SEVERITY LEVEL 

W CF Label 

1 28 L 

2 29 L 

3 29 L 

4 29 L 

5 29 L 

6 37 M 

7 63 M 

8 92 H 

9 116 H 

10 125 H 

11 139 H 

12 152 H 

13 164 H 

14 164 H 

15 165 H 

16 168 H 

17 170 H 

18 176 H 

TABLE III. DS3 FOR FAULT PREDICTION BASED ON SEVERITY LEVEL 

W F label 

40 71 M 

41 72 M 

42 74 M 

43 74 M 

44 80 M 

45 84 M 

46 84 M 

47 84 M 

48 84 M 

49 85 H 

50 86 H 

51 89 H 

52 90 H 

53 90 H 

54 92 H 

55 108 H 

56 120 H 

57 128 H 

58 129 H 

59 139 H 

60 146 H 

TABLE IV. DS4 FOR FAULT PREDICTION BASED ON SEVERITY LEVEL 

W F Label 

      33 79 L 

34 80 L 

35 82 L 

36 83 L 

37 83 L 

38 84 L 

39 84 L 

40 85 M 

41 85 M 

42 87 M 

43 87 M 

44 87 M 

45 89 M 

46 89 M 

47 91 H 

48 91 H 

49 94 H 
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Fig. 2 represents the mean time to failure rate and its 
runtime for the proposed exponential distribution function. 
Here, the proposed exponential function is used to test the 
reliability of the given input parameters. 

Fig. 3 represents the F-measure rate for the proposed 
exponential distribution function to the existing models. Here, 
the proposed exponential function is used to test the reliability 
of the given input parameters. From the figure, it is observed 
that the proposed approach has better improvement over the 
conventional model on all the datasets. 

Fig. 4 represents the recall rate for the proposed 
exponential distribution function to the existing models. Here, 
the proposed exponential function is used to test the reliability 
of the given input parameters. From the figure, it is observed 
that the proposed approach has better improvement over the 
conventional model on all the datasets. 

 
Fig. 2. Mean Time to Failure Rate and Runtime of the Proposed Model to 

the Exponential Model. 

 
Fig. 3. Comparison of Proposed Fault Prediction Model to Existing 

Weighted SGRM Model on All Datasets. 

 
Fig. 4. Comparison of Proposed Fault Prediction Model to Existing 

Improved Weighted SGRM Model on All Datasets. 

V. CONCLUSION 
Software reliability fault prediction plays a vital role in 

small- and large-scale software applications. In this paper, a 
hybrid support vector regression-based quartile deviation 
model is implemented on the different software reliability 
datasets. Most of the traditional machine learning based fault 
prediction models are integrated with standard software 
reliability growth measures for reliability severity 
classification. However, these models are used to predict the 
reliability level of binary class with less standard error. 
Experimental results proved that the proposed reliability fault 
prediction model has better performance in terms of prediction 
and time is concerned. 

VI. FUTURE WORK 
In future work, a supervised learning model is integrated to 

the SVR model in order to predict the reliability for the new 
unclass labelled data. 
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Abstract—Under poor light conditions or improper 
acquisition settings, the image degrades due to low contrast, poor 
brightness and suffer poor visual quality of the picture. An 
enhancement is required to manipulate the scale of pixel intensity 
for significant improvement in the image. This paper proposed 
the method of gamma correction with a self-adaptive value in 
accordance with the intensity scale of the image. After 
transformation to HSI (hue, saturation and intensity) channel, a 
multi-scale wavelet transform is implemented on the intensity 
component of the image. The gamma scale is computed from the 
combination of reformed scale constant of logarithm function 
and Minkowski distance measure. Lastly, wavelet based de-
noising technique is applied to suppress high noise coefficients to 
improve quality of the image. The proposed method is evaluated 
in terms of visual appearance, measure of information content, 
signal to noise ratio, and universal image quality index. It 
demonstrated that the proposed method showed its efficacy in 
terms of quality and improved visibility. 

Keywords—Low scale intensity images; discrete wavelet 
decomposition; gamma correction; quality metrics 

I. INTRODUCTION 
The demand for video surveillance, medical imaging, and 

extensive photography has tremendously risen the challenges 
in the enhancement of low intensity images. Low intensity 
refers to illumination whose physical characteristics don't 
satisfy the normal image [1]. With improper light conditions 
and poor acquisition settings of imaging devices, the picture is 
affected by low contrast [2]. Such images exhibit the narrow 
distribution of intensity values across the intensity scale and 
are considered to be under/over-exposure scenes. Explicit 
exposure consists of a broad range of intensity values grouped 
narrowly into a narrow intensity range [3]. Fig. 1 displays the 
image with low luminance where most of its values are at the 
left portion of the intensity scale. Here, the intensity scale 
refers to the x-axis of histogram values, and the frequency of 
occurrence is at the y-axis. So, the intensity values at the 
darkest region (left portion) reflect the low visibility. Due to 
poor brightness, the image suffers the loss of texture features 
that define the content or shape of the image. The texture 
feature is the spatial variation of brightness across the intensity 
values of the pixels. With poor texture features, usability in 
applications like computer vision, medical analysis, and object 
recognition become difficult to characterize the image. So, the 
enhancement plays a significant role in adjusting the 
distribution of intensity values for better visibility in the image. 

It involves modifying the intensity value for uniform 
distribution of pixel values at every pixel position along the 
intensity scale. Such processing enhances the hidden details 
and improves the contrast in the image. Also, the 
transformation to a new scale provides various advantages like 
suppression of noise, brightness preservation, and sharpening 
of the edges to make the original image more adaptable to 
human visual perception. The process of enhancement adjusts 
the luminance value. Here, the ‘luminance’ denotes the 
brightness and intensity in the single-channel obtained from 
RGB (red, green, and blue) color space. The various 
modifications had been developed taking both hardware and 
software methods into account. This paper presented the 
algorithm based on a software approach to improving picture 
visibility and overall quality. 

 
Fig. 1. The Image of Low Intensity Image. 

The non-uniformity in an image occurs due to the random 
distribution of pixel values across the intensity scale. The 
uniform distribution could be obtained by applying the 
histogram equalization (HE). It is required to retain the 
maximal information for improved visibility with optimal 
quality. But the serious limitation of over-enhancement in HE 
degrades the quality of an image. Apart from HE, the point 
processing techniques deliberately balance the non-linear 
nature of pixel distribution. Most significantly, the gamma 
correction is the popular approach to produce quality 
improvement in an image. It is an intensity transformation 
technique to enhance the image. In simple terms, the input and 
output are related as:𝐼(𝑢,𝑣) = 𝐼𝑥,𝑦

𝛾 , where Iu,v and Ix,y represent 
the input and output image. The scale value ‘𝛾’ is the scale 
factor in gamma correction. It modulates the luminance value 
to transform the image into better quality. The challenging task 
in gamma correction is the optimal choice of the scale factor. 
To overcome limitation of HE, the work is focused to auto-
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adjust the scale factor of gamma for the low-intensity image. 
The scale factor must be automated in such a way to produce 
better visibility with improved contrast. 

The rest of the paper is as follows: Section II discusses the 
related work on histogram equalization (HE) and other state-
of-the-art techniques. Section III presents the key steps to the 
proposed method, including the conversion to HSI, multi-scale 
analysis, adaptive gamma correction, and auto-tuning to colour 
correction. Section IV describes the experimental results 
evaluated and compared with relevant techniques. Finally, the 
conclusion is followed by the future scope of the proposed 
method. 

II. RELATED WORK 
The piece-wise contrast stretching is the linear approach to 

scale the brightness. The image with intensity on both sides of 
the scale (dark and bright) is stretched to obtain the enhanced 
image. The stretch limit is calculated from the maximum and 
minimum intensity scale from the reference image. Though the 
linear stretching method is simple and easy but is entirely 
suitable for situations in which low and high scales are 
prominent. So, the non-linear approach of conventional 
histogram equalization (cHE) is implemented, defined as the 
frequency distribution technique based on statistical 
information in the image. The distinct peaks in Fig. 2 displayed 
the over-enhancement of the low contrast image. 

The improved method of cHE based on clipping by mean-
median approach on sub-division of HE is commonly used. 
The approach significantly improved the quality of the over-
exposure images. For the image with dark scale values, this 
method failed to provide scalability in brightness. The 
MMSICHE[4]sub-divided the image based on median clipped 
HE. The method claimed to preserve the brightness and 
information contained in the image. But the method showed its 
inefficiency in improving the visual appearance of an image. 
The other method of cHE is the exposure-based sub-regions 
division of HE, proposed by Tan S and Isa N[2]. The sub-
division of cHE in terms of very dark, dark, mid-tone, and 
lighter regions of a histogram's value were implemented. Most 
of the pixel values concentrated on the darkest region of the 
intensity scale. Additionally, Shiguang Liu and Yu Zhang [5] 
proposed the application of multi-exposure fusion to preserve 
the detailed information in the image. Other state-of-the-art 
techniques, such as Brightness Preserving Dynamic-HE 
(BPDHE) [6], [7] aimed to preserve the mean brightness 
without severe artifacts. It mapped the sub-histogram into a 
new dynamic range. The partitions were obtained by 
calculating the local maximum of the input image. The 
limitation of this method was that it could not handle the 
under/overexposed regions in the intensity values. Hence, the 
modified form of [8]i.e. Fuzzy HE is proposed to overcome the 
limitation of BPDHE through the implementation of fuzzy 
crisp values. In the fuzzy-based histogram approach, the 
partitions were calculated by computing the local maximum. 
The range of partitions also increased, as the number of pixels 
count is increased. Since illumination is non-uniform, fuzzy 
logic lacks a systematic approach to enhance visual 
appearance. Zuo C. et al[9], [10] proposed a mean-based 
estimation of object and background from HE. The locally 

segmented approach was utilized by Hussain et al. [11] to map 
the shadow scales over brighter regions. The histogram 
equalization was implemented by dividing the images into 
small segments. The process of segmentation was concluded 
for dark images. If the dark region's scale is variable, over-
enhancement could degrade the quality. As a result, the method 
focused on selecting segments and mapping them to more 
prominent regions. Recently, dynamic HE [12] was proposed 
for low illumination MRI images. It followed the same 
technique of partitions as proposed by previous two methods. 
Based on a novel multi-scale decomposition, bright regions 
were separated from dark regions with the domain as non-sub 
sampled transform. It is a combination of pyramid and 
directional filter banks. The proposed algorithm had showed 
the efficacy in handling MRI images. The HE approaches 
could be effective for natural or for images where pixel 
distribution is moderate. Most of the HE proposed is focused 
on preserving the mean brightness and improving the contrast. 
As shown in Fig. 2, while improving the visual appearance the 
image is degraded with low contrast. The application of HE 
and its modified approaches either under-enhanced or degraded 
the quality of the picture. 

The alternate approach of non-linear transformation 
techniques are gamma correction, logarithmic and exponential 
function. The sigmoid is an ‘S’ shaped logistic function that 
process the image pixel by pixel to enhance the contrast. 
Srinvas and Bhandari [13] proposed adaptive sigmoid transfer 
function to achieve enhanced resolution. The sigmoid was 
utilized as a scale parameter to boost the lower intensity values 
and adjusted the high intensity values. Similarly, Gupta and 
Aggarwal [14] proposed a newly developed sigmoid function 
for contrast improvement in the image. After the 
transformation to YCbCr model, the normalization parameter 
was designed using Gaussian based sigmoid function to adjust 
the illumination. The contrast was enhanced for better colour 
compensation in the reference image. Other than sigmoid, the 
transformation of RGB image to extract luminance and 
chrominance as proposed by Priyanka S et al. [15] used 
principal component analysis (PCA). Due to direct analysis of 
raw images, there are colour saturation effects. Hence, the 
method could not be used for low-intensity images. The 
improved approach of principal component analysis was 
suggested by Singh and Bhandari [16]. The authors 
implemented PCA after the transformation of raw image into 
HSV channel. This fusion image had a higher quality but with 
a poor structure similarity index. Also, the global and local 
contrast adaptive model was proposed by Zhou Z et al. [17] for 
compensation in brightness. After transformation to HSI, the 
‘H’ component was modified to compensate the low 
illumination. 

 
Fig. 2. Histogram Equalization of Low Intensity Image. 
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Fig. 3. Flow Diagram of EAGL

Since, the luminance is low, the computed mean could not 
compensate the poor brightness. Recently, algorithms 
developed with gamma correction had been the thrust area in 
image enhancement. The improved gamma correction was 
developed by Veluchamy and Subramani [16] and computed 
from cumulative density function. In this method, the detail 
information was preserved while the contrast was improved. In 
the previous published work [18], preserving the mean 
brightness can improve the contrast in the image. Hence, the 
method was effective for natural and contrast distorted images 
with moderate intensity values. Rahman S. et al. [19] proposed 
a mean-based approach to automate the selection of gamma 
values. The other way was proposed by Parihar [20] and 
Mahamdioua and Benmohammed [21] to estimate the scale 
through the computation of entropy and mean of the image. 
Wang Wencheng [22] proposed an adaptive gamma transform 
calculated after linear stretching of the corrected brightness in 
the image. Alternately, the discrete wavelet transform is 
utilized by Wenyung Yu et al [23] for gamma correction. The 
illumination was extracted from a low-light image using 
wavelet decomposition. The contrast value was improved with 
the computation of global and local spatial illumination. The 
recent approach for visual correction was proposed with the 
implementation of principal component analysis (PCA) by 
Singh and Bhandari [16]. In this approach principal 
components are adjusted to compute the gamma scale. 
However, PCA is widely used in image compression. Also, 
self-adaptive gamma scale was used in the previous work [18] . 
But the approach was limited to contrast distorted images. 

Most of the research is focused on visibility improvement, 
regardless of simplicity and ease of use. The proposed work is 
developed to produce simple and effective algorithm for 
improved visibility. In this paper, multi-scale approach of 
enhancement is proposed with self-adjustable gamma scale. 
From the above discussion, the selection of scale parameters 
plays a significant role in improving the quality of the image. 
The gamma scale is computed by the combination of the 
Minkowski distance measure and scale-power (ScP) function. 
This scale parameter is further used in the gamma correction of 
the image. To improve the texture features, multi-scale 
enhancement using 2D discrete wavelet transform is 
implemented to estimate the intensity component in the image. 
Finally, the median based noise estimator suppressed high 

noise coefficients to minimize the loss of information content 
in the image. 

III. PROPOSED METHOD 

A. Flow Diagram (EAGL) 
The flow diagram shown in Fig. 3 illustrates the 

enhancement of low intensity images. It includes two stages: 
(1) the estimate of illumination and (2) noise correction in the 
final image. The purpose of the EAGL is to extract detailed 
information to obtain better visibility of the image. Firstly, the 
original image is transformed into HSI (hue, saturation and 
intensity) channel [24]. Mostly, global mean, variance or 
entropy was used to estimate luminance. Since multi-resolution 
preserved the maximum amount of detail (energy), a 2D-
discrete wavelet transforms at a scale level of ‘2’ [24] is used 
to obtain luminance value from the intensity component of the 
input image. The scale value is computed by combining the 
scale-power function and Minkowski distance measure (MDM) 
from the contrast stretched and wavelet coefficients of the 
original image. The combination provided the self-adaptive 
scale for gamma correction. Finally, threshold-based wavelet 
shrinking is implemented to suppress any noise artefacts due to 
transformation in the input image. 

B. RGB to HSI Conversion 
The image consists of sRGB (standard red, green and blue) 

combined to form a visual representation. Because of the non-
linear nature of true colour, the image is usually transformed 
into other space channels like HSI [25]. Each of these 
parameters contains the dominance of wavelength known as 
hue (H), purity of colour as saturation (S) and the 
brightness/intensity value (I). The intensity part ‘I’ in the HSI 
(shading space) is isolated from and irrelevant to the 
chrominance part H, i.e., the shading data of a picture. To 
manipulate a shading picture independently, the 'I' can be 
improved while keeping the 'S' and 'H' the same. HSI is a 2D 
representation that approximates the way humans perceive 
colour. As a result, it retains a higher degree of brightness (for 
better visual perception). The relation is given as: 

𝑙(𝑥,𝑦) = max [𝑅,𝐺,𝐵]             (1) 

Where ‘𝑙(𝑥,𝑦)′ is denoted luminance component comprises 
of maximum intensity of red, green, and blue channel. 
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As it could be observed from Fig. 4, ‘I’ component is the 
exact brightness represented in the original image. In our 
experiments, hue and saturation remained unchanged and 
intensity value is further processed for image enhancement. 

C. 2D -Discrete Wavelet Transform 
After transformation to HSI, intensity component is further 

processed with 2D-discrete wavelet transform (DWT) to down-
sample the intensity from the ‘𝑙(𝑥,𝑦)′ (refer Eq. 1). The wavelet 
domain is considered to be high energy compaction tool for 
image processing. The decomposition in wavelet domain 
explores the directional variation (horizontal, vertical and 
diagonal) in image. The image is decomposed at a scale level 
of two to obtain wavelet coefficients as low-low pass (LL), 
high-low pass (HL), low-high pass (LH) and high-high (HH). 
The coefficients of LL are used for computation of scale-power 
function (as shown in Fig. 5). In our experiments, ‘sym5’ is 
considered as mother wavelet. The ‘sym5’ is a symmetrical 
mother wavelet mostly used for the non-linear content in the 
information. 

The Fig. 5 shows the implementation of wavelet transform 
to separate the luminance from detail coefficients. The 2D-
DWT is implemented in row- column form computed from one 
dimensional DWT. For a given image ‘ 𝑙(𝑥,𝑦) ’is filtered to 
obtain two ‘𝑙𝑎  as approximation and 𝑙𝑑  detail (each of size 
NxN/2 (N is the number of pixels)) coefficients. 

The visible region in the Fig. 4 (after 1-level 
decomposition) is the low-low pass filter coefficients and the 
other dark portion is the corresponding  

𝑙𝑑𝑖 �𝑗′,𝑚,𝑛� = 1
√𝑚𝑛

∑ 𝐿(𝑥,𝑦)1≤ 𝑥 ≤ 𝑚
1<𝑦<𝑛 

𝑑𝑗,𝑚,𝑛
𝑖 (𝑥,𝑦)          (2) 

𝑙𝑎 �𝑗′,𝑚,𝑛� = 1
√𝑚𝑛

∑ 𝐿(𝑥,𝑦)1≤ 𝑥 ≤ 𝑚
1<𝑦<𝑛 

𝑎𝑗′,𝑚,𝑛(𝑥,𝑦)          (3) 

Where 𝑙𝑑𝑖 �𝑗′,𝑚,𝑛�  and 𝑙𝑎 �𝑗′ ,𝑚,𝑛�  are the detail and 
approximation coefficients of Eq. 1, j is the scale value. The 
decomposition is for one scale level and the mother wavelet 
used is ‘sym5’. 

D. Scale-Power Parameter (Sc-P) 
From the obtained coefficients at a level of ‘2’, scale value 

is computed. The value is the modified form of scale constant 
in logarithmic function. It is well known that logarithmic 
function is defined by the relation as s=clog(1+r) [3]. The 
scaling constant ‘c’ is chosen such that input intensity is 
mapped to high values and is calculated as: c = 255

log (1+Jm)
 , 

where’255’ is the maximum scale level, ‘ Jm′ is the maximum 
intensity in the reference image. The scale constant ‘c’ 
produces loss of information for higher range of pixel values in 
the image. So, the proposed method modified the scale 
constant with the combination scale and power function. 

Firstly, the scale is modified into the given relation as: 

ξScP =
[Jm−la′ �j′,m,n�]

log (1+la′ �j′,m,n�)
             (4) 

ξScP is the scale computed from modified scale constant of 
logarithmic function where in the numerator value is modified 

from ‘255’ to [Jm − la(j′, m, n)] where ‘ Jm′ is the maximum 
intensity in the la �j′,m,n� and la′ �j′,m,n� is the mean computed as: 
la′ �j′,m,n� = ∑ la �j′,m,n�)0≤ m≤ M−1

0<𝑛<𝑁−1 
 . Similarly, the denominator 

value is modified to log (1 + l′a(j′, m, n)) . Next, to avoid the 
exaggerated intensity variation, ξScP is further decimated to the 
power of 0.005. This value is taken as constant for the images 
whose intensity scale varies from dark to medium range of 
pixel distribution. 

E. Minkowski Distance Measure (MDM) 
 For the gamma-based correction, the value of gamma 

greater than one will increase the intensity of the dark region. 
Since, the focus of the paper is to scale the intensity in the 
image, henceξScP  is combined with the value of Minkowski 
distance measure ( Mem ). The  Mem  is a generalized form 
whose properties are computed from Euclidian and Manhattan 
distance formula. The final scale value computed for gamma is 
related as: 

γ = ξScP + Mem              (5) 

F. Adaptive Gamma Correction 
The gamma correction is the non-linear transformation 

function in which the compression and expansion is attained by 
changing the value of scale parameter. Finally, the improved 
gamma correction is implemented with the given relation as 
below: 

l(x,y)
new = (l(x,y))1/γ           (6) 

where l(x,y)
new is the newly constructed luminance component 

of HSI channel. 

 
Fig. 4. Representation of ‘I’ Component of the Reference Image. 

 
Fig. 5. 2D DWT Decomposition at a Scale Level of ‘2’. 

805 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 6, 2022 

  
(a) Measure of Information.   (b) Universal Image Quality Index. 

 
(c) Peak Signal to Noise Ratio. 

Fig. 6. Comparison of Image Quality Measures (a) Entropy, (b) Universal Image Quality Index and (c) Peak Signal to Noise Ratio for Set of Shadow (Top) and 
Moderate (Bottom) Images with HE, FDHE, MMSICHE, SDGTV and Proposed Method (EAGL). 

G. Noise Compensation 
Despite the non-uniform distribution of illumination, the 

hue contains the dominant wavelength of colours. Before the 
transformation, the hue component is adjusted from the mean 
square error. The self-adjusted hue compensation is computed 
from the mean square error between the reference and contrast 
stretched image. The new intensity component is transformed 
back to its original channel space by combining it with other 
channels. The transformation often degrades the quality of the 
image. Most of the techniques like median/mean filtering and 
Gaussian filter often process the noise by individual filtering. 
Due to high-frequency noise, the final image is blurred near the 
edges. So, wavelet based de-noising technique is implemented 
in the proposed method to effectively preserve the quality in 
the image. With the similar process of multi-scale 2D DWT, 
the adjusted threshold value is computed (Eq. 7). For any pixel 
value in the sub-band which is less than the threshold is set to 
zero and otherwise shift to the other pair of sub-bands. The 
threshold is calculated by the general equation as: 

𝑇ℎ = 𝜎2

𝜎𝑠𝑏
           (7) 

Where 𝜎2 is the median estimator computed from the sub-
bands and 𝜎𝑠𝑏 is the standard deviation of the sub-bands. 

The proposed algorithm can be summarized as below: 
Input Image: 𝑙(𝑥,𝑦) ;Output Image: 𝑙(𝑥,𝑦)

𝑛𝑒𝑤  

Step I: Transformation of standard (sRGB) image to HSI as given in 
Eq.1 

Step II: Decompose the ‘I’ component using 2D- discrete wavelet 
transform (keeping saturation unchanged). From Eq. 2 and Eq. 3 

Step IV: Estimate the scale parameter from image decomposition (Eq. 
4) and confidence scale from contrast stretched image (Eq. 5) 

Step V:  Implement gamma correction as stated in Eq. 6 on the 
luminance component.  

Step VI: The final enhanced image is obtained after conversion to sRGB 
channel. 

StepVII: Perform the noise compensation using Eq. 7 and Eq. 8 to obtain 
output image as ‘𝑙(𝑥,𝑦)

𝑛𝑒𝑤 ′. 

The value obtained from Eq. 7 is used to suppress the noise 
coefficients through wavelet based bivariate shrinking [26]. 
The soft thresholding as stated in Eq. 8 is used to regulate the 
visibility for better texture features in the image. The Fig. 7 
shows the basic illustration of threshold-based noise 
compensation. Since the noise is at finer level of scales, hence 
the wavelet coefficients represent the noise at higher scales. So, 
the soft thresholding scales down the coefficients that are less 
than the threshold value. After gamma correction, the l(x,y)

new  is 
transformed to its original sRGB channel. 
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𝑇𝑆(𝑤|𝑡) = �
0   𝑓𝑜𝑟 |𝑤| ≤ 𝑡

𝑤 − 𝑡 𝑓𝑜𝑟 |𝑤| > 𝑡
𝑤 + 𝑡 𝑓𝑜𝑟 |𝑤| < −𝑡 

         (8) 

 𝑇𝑆(𝑤|𝑡) is the soft-threshold equation. Where ‘w’ is the 
wavelet coefficients and‘t’ is the threshold value. 

 
Fig. 7. Process of Wavelet Shrinking. 

IV. EXPERIMENTAL RESULTS 

In this paper, the experiments were conducted on Intel (R) 
Core (TM) i5-6th generation with 8 GB of RAM, and the 
software  

A. Image Quality Assessment Measure (IQA) 
An objective measure is based on certain criteria to assess 

the quality of the enhanced image. Although the quantitative 
metrics are not the perfect way to analyze the quality of 
enhancement. However, objective evaluation is usually an 
indicator of image quality. Because with no reference of 
precise image, the measure of quality is difficult to predict. To 
the best of our knowledge, there is no IQA method specifically 
designed to evaluate low-light image enhancement techniques. 
But, however, such metrics quantify the distortion content in 
the image. As a result, in various research articles [13], [16], 
[27], different objective assessment is used to evaluate final 
image. The quality measure is based on full reference methods 
and non-referenced methods dependant on reference image. 
With extensive study of research articles [29], [30], [19], [22] 
the following metrics were considered for our method. In our 
metrics, both no-reference and full reference measure had been 
quantified. The below listed metrics are briefly discussed. 

B. Entropy (E) 
It is the measure of information content in the resultant 

image. In cases, like low light images, higher the entropy more 
will be the information content in the image. With the increase 
in information, detail of the image too will become finer. The 
entropy of the image is calculated by the formula: 

H= −∑ p𝐿−1
𝑖=0 (𝑖) log 𝑝(𝑖).          (9) 

where H is the entropy, L is the overall gray-scales of 
image, p(i) is the probability of gray level ‘i’. 

As per the measure of entropy, the higher the E value, the 
more information the image contains and the richer would be 
the image detail. 

C. Peak SNR (PSNR) 
It quantifies the quality of a reconstructed image with 

reference to the original image. The final image is compared to 
input image to estimate the noise content in the information 
signal. Higher the value of Peak SNR [29], better will be the 
quality of image. It is calculated from mean square error and is 
given as: 

𝑃𝑆𝑁𝑅 = 10𝑙𝑜𝑔10 �
255
√𝑀𝑆𝐸

�        (10) 

where MSE is the mean square error calculated between 
𝑙(𝑥,𝑦) and 𝑙(𝑥,𝑦)

𝑛𝑒𝑤  

D. Universal Image Quality Index (UIQI) 
It is a quality index to measure loss of correlation, 

luminance and contrast distortion. It is proposed by Wang et al. 
[31] that quantifies the quality more effectively than mean 
square error. With the increase in the index value, better will 
the quality of image. 

The visual and histogram representation of some randomly 
chosen images is shown in Fig. 8. The selected images were 
divided into three groups, viz. shadow, moderate and low 
intensity images. For comparison, the random selection of 15 
images in each group was chosen. By shadow, it means the 
images have variational illumination as shown in Fig. 8(b), 
whereas the moderate images are represented in Fig. 8(c) and 
Fig. 8(d). And lastly, the low visibility image as illustrated in 
Fig. 1 and Fig. 8(a). The images shown in Fig. 8 showed the 
non-uniform distribution of histogram values. Hence, if the 
intensity scale is widespread, it will degrade the quality of the 
image. The EAGL enhanced image showed the optimal 
shifting of scale values to improve the visibility with the 
desirable amount of contrast. A bell-shaped Gaussian curve 
could be observed in the ‘airport’ image. In case of ‘shadow’ 
image, the uniform distribution of pixel values is observed. The 
‘cart’ image has dual peaks both at the dark and light scale. 
The peaks were retained to avoid any loss in detail information 
and with the shift of intensity scale, visibility is improved. 
Further, Fig. 6 is the qualitative comparison of shadow and 
moderate intensity images. In comparison to other well-known 
algorithms, high PSNR, better quality and preservation of 
information is found in the proposed method (as summarized in 
Table I). 
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(a)       (b) 

  
(c)       (d) 

Fig. 8. Results Obtained from Proposed Method (EAGL) for Low Intensity and Low Pixel Counts (a) Airport, (b) Shadow, (c) Farmhouse and (d) Cart. 

TABLE I. GROUP COMPARISON OF ALGORITHMS WITH THE PROPOSED METHOD 

Group IQA HE FDHE[28] MMSICHE[4] SDGTV[32] AGCWD[33] EAGL 

Shad 

E 5.78 7.62 7.42 7.38 6.85 7.64 

PSNR 21.29 33.12 32.40 39.14 14.85 45.18 

UIQI 0.89 0.91 0.96 0.79 0.82 0.96 

Mod 

E 5.80 7.02 6.82 7.49 7.22 7.36 

PSNR 11.19 29.70 26.41 37.95 13.65 40.69 

UIQI 0.41 0.96 0.96 0.61 0.57 0.99 

Low 

E 5.14 6.77 6.52 7.36 7.13 7.24 

PSNR 18.27 28.60 23.01 37.94 12.59 40.39 

UIQI 0.78 0.89 0.93 0.56 0.50 0.94 
*Bold indicates better results 

E. Comparison of Enhancement Algorithm with EAGL 
The original image (Fig. 1) is a low intensity (mean 

=46.89) image with the size of 524x800, where the intensity 
values is concentrated on the left (dark) extrema of the 
intensity scale. The purpose of enhancement in the image is to 
scale the hidden details (background and the girl) without 
introducing any artificial artefacts. 

Fig. 10 illustrates the comparison with the classical 
techniques HE, and the improved HE as developed by [4], [28] 
and the recent published algorithms by [13], [22], [27]. The 
fusion-based algorithm developed by Fu et al. [27] had quoted 
that the ‘girl’ image constituted both bright and dark scale 
(dress) that had been preserved simultaneously. But with the 
over enhancement, the image produced is low in sharpness. 
The HE is the simplest and computationally fast technique to 
enhance the distorted image. It statistically increases the 
contrast of the images having detailed intensity values. 
However, the finished image produced by HE and others 
related to HE showed poor preservation of details and contrast 
wrapped in the image. The similar nature of ‘dullness’ and over 
enhancement could be observed in the recent published 

algorithm. Whereas in EAGL, the ‘girl’ in the image and its 
background had significantly improved the intesnity of the low 
intensity image while preserving the details in the image. Fig. 9 
is the histogram representation of enhanced image obtained 
from EAGL method. The shift in histogram values from dark 
scale to relatively bright region showed the global 
improvement in the image. The resultant image of the other HE 
based approach showed the effects of under and over-exposure 
of illumination which results in poor contrast. The resultant 
image of fuzzy-based HE (FDHE) showed under-exposure 
which results in poor visibility. 

 
Fig. 9. Enhanced (EAGL) Image. 
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Original HE FUSE[27] ALGC[22] 

    
FDHE[28] MMSICHE[4] ASTF[13] EAGL 

Fig. 10. Comparison of EAGL with the Recent Developed Algorithms based on Low Intensity Images. 

    
Original HE SDVTG[32] FUSE[27] 

    
PCARM[16] MMSICHE[4] ASTF[13] EAGL 

Fig. 11. Comparison of ‘Swan’ Image with other Relevant Algorithms. 

   
Original Image MMSICHE FUSE[27] 

   
HE SDVTG[32] EAGL 

Fig. 12. Comparison of Shadow (House) Intensity Image. 

In case of MMSICHE [4], effect of color saturation had 
degraded the quality of the image. But in case of EAGL, the 
global brightness is achieved to improve the visual quality and 
contrast in the image. The steepness in the intensity of the 
pixels is improved without the loss of information (entropy). 
With better visibility, the background details in the image 
(shadow in the glass window) is improved while preserving the 
contrast color transition from the object with the background, 
whereas Fig. 12 shows the visual comparison of shadow 
images. The main criterion of shadow images is to produce a 
balance between brightness and contrast for a better visual 
appearance. The compared results were obtained by the default 
settings of the published algorithms. The method of semi-
decoupled decomposition [33] produced over enhancement and 
degrade the quality of the image. In the case of a fusion-based 
algorithm [27], the haziness in the image had degraded the 

overall appearance in the image. The HE and MMSICHE had 
not shown any significant improvement in the overall picture. 
With improved contrast and optimal brightness, high PSNR 
and quality index proved the efficacy of EAGL. 

Table II summarized the comparison of visually compared 
images shown in Fig. 10, Fig. 11 and Fig. 12. The comparison 
is made with the standard enhancement technique HE, fusion 
based and semi-decoupled decomposition method. The 
proposed method is found to have high PSNR, quality index 
and better retention of information. 

TABLE II. COMPARISON OF IMAGE 'SWAN', 'GIRL' AND 'HOUSE' WITH 
LOW-LIGHT ALGORITHMS 

Image IQA SDVTG[32] FUSE[27] HE EAGL 

Swan(Figure 
11) 
(513x385) 

E 7.27 7.29 5.56 7.32 
UIQI 0.53 0.59 0.39 0.79 
PSNR 37.44 14.94 9.17 41.77 
TIME(sec) 3.20 1.78 0.31 0.40 

Girl 
( 
Figure 10) 
(524x800) 

E 7.34 7.35 5.95 7.09 
UIQI 0.68 0.47 0.37 0.83 
PSNR 34.01 11.78 8.73 41.09 
TIME(sec) 4.13 2.02 0.43 0.38 

House(Figure 
12) 
(1760x1160) 

E 7.36 7.43 5.86 7.79 
UIQI 0.86 0.94 0.92 0.95 
PSNR 39.23 17.56 22.84 45.14 
TIME(sec) 21.08 4.02 0.95 0.41 

*Bold indicates better results 
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F. Comparison with Recent Published Methods 
Fig. 11 is ‘swan’ image that illustrated the visual 

comparison of the proposed algorithm with other recent 
published methods. The different methods were based on 
multi-fusion, principal component analysis, sigmoid transfer 
function and other HE based algorithms. The proposed method 
differs on its effective implementation of gamma and noise 
compensator. The focus is to devise the method that should be 
simple and effective to produce better quality in the image. 
From Fig. 11, the sharpness and the retention of colours 
produced by the EAGL outperformed the other algorithms. The 
HE produced over-enhancement and the MMSICHE showed a 
low luminance image. In case of sigmoid transfer function 
(ASTF) [13], the image failed to retain the sharpness and thus 
degraded the quality of the image. The principal component 
analysis is a dimensionality reduction technique to produce a 
scaling in brightness. But implementing principal component 
analysis (PCARM) [16], the loss of details could be visualized 
near the swan (shadow at the ground) and failed to preserve the 
variation of shadow to light region. The fusion method [27] 
lacked sharpness and failed to preserve the detailed 
information. 

Image enhancement is a challenging task in the field of 
image processing. In continuing efforts of many researchers, 
the adaptive scale value for gamma correction is proposed. The 
first abstract the computation of gamma scale using log-power 
and Minkowski distance measure. The second abstract is the 
suppression of noise content using a median-based noise 
estimator and bivariate shrinking. The threshold is computed 
statistically for the optimal suppression of noise coefficients. 
Fig. 10, Fig. 11 and Fig. 12 showed the original image and the 
reconstructed image from the EAGL. The proposed algorithm 
is designed in a way to effectively enhance the low with a fast 
response time. The response time and PSNR affects the 
universal quality of the image. 

 Table III summarized the result of the proposed method 
with the algorithms for 100 images in terms of information 
preservation, quality index, suppression of noise coefficients 
and the response time. 

TABLE III. AVERAGE COMPARISON OF EAGL 

                      IQA 
Method Entropy UIQI PSNR Response 

Time (sec) 
HE 5.79 0.65 16.24 0.17 

SDVTG 6.90 0.67 38.34 0.65 
FUSE 7.69 0.92 19.03 2.09 

FPDHE 7.13 0.93 30.21 0.43 
EAGL 7.36 0.98 46.46 0.29 

*Bold indicates better results 

V. CONCLUSION 
Our experimental results focused on low visibility images 

due to non-uniform illumination. The prime advantage is (1) 
improved visibility in texture features, (2) low noise, and (3) 
improved contrast. In comparison to histogram equalization 
and other recent algorithms, the self-adaptive gamma scale had 
shown better improvement in retaining the texture features. 
The images were chosen in a way that the range of intensity 

scale should lie in between extreme low to moderate values. 
The HE is a simple method but not effective to improve the 
quality of the image. The other algorithms showed low 
response time and PSNR which affects the universal quality of 
the image. 

It is concluded that the adaptability to variations in shadow 
from moderate to low illuminated images is fast in EAGL to 
produce effective visibility and improved quality. 
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Abstract—Nowadays, using the social network Twitter, a
subject can easily access, post, and share information about
news, events, and incidents taking place currently in the world.
Recently, due to the high number of users and the capability to
transfer information instantly, Twitter had attracted the interest
of politicians with the goal to interact with their followers
and to communicate theirs polices. Fearing the disagreements
and disturbances that the application of some policies might
cause, usually politicians use surveys to support their actions.
However, such studies still use traditional questionnaires to
recover information and are costly and time-consuming. Recent
advances in automatic natural language processing have allowed
the extraction of information from textual data, like tweets. In
this work, we present a method to analyze Twitter data related
to Peruvian politicians and able to score the latent sentiment
polarity of such messages. Our proposal is based on an embedding
representation of tweets, which are classified by a convolutional
neural network. For evaluation, we collected a new dataset related
to the current President of Peru, where the model achieved 91.2%
of sensibility and 94.4% of specificity. Furthermore, we evaluated
the model in two politic topics, that were totally unknown for the
model. In all of them, our approach gives comparable results to
renowned Peruvian pollsters.

Keywords—Twitter data analytic; sentiment analysis; Peruvian
politicians; approval rating; convolutional neural networks

I. INTRODUCTION

Nowadays, it is undeniable that social networks are playing
an increasing role of importance in the dissemination of
information. Daily, millions of people around the world access
to social networks to share information and to communicate.
A social network is an internet-based application that allow
people to communicate between their families, friends, col-
leagues, circles of interest, and followers [1]. Actually, there
are many social networks and usually they are oriented to
specific topics, e.g., news, entertainments, movies, podcasts,
professional networks, relations, etc.

Among social networks to disseminate news, Twitter reg-
isters the highest daily activity and popularity. In Twitter, a
subject can easily share short messages or tweets about current
events, that can be accessed by to tens of thousands of people.
A subject can also reply and discuss the messages, contributing
the message to become “viral”. These short messages of at
most 280 characters, also named tweets, can be accompanied
by a few photos and a short video. According to the report
in [2], more than of 500 million of tweets are published in

a day, which highlight the importance of Twitter in people’s
day-to-day communication.

Due to high popularity of Twitter and its capability to
transfer information between ten of thousand people instantly,
social leaders, influencer, politicians, companies, and govern-
ments have started using this social media to interact with
their followers, clients, political adherents, and citizens. Once
a subject gets registered in the social network, he can send and
receive tweets and participate into virtual communities of his
interest.

Recently, many investigations are being done aiming to
analyze the stored data in social networks automatically [3].
However, the large amount of data and its non-structured
nature still challenges the proposed methods [4]. The research
objective is to discover hidden patterns into data and forecast
trends in order to make decisions. Among the diversity of
topics, the analysis of posts related to politicians becomes a
hot topic of study, where the goal is to predict the approval
rating of an important politician (e.g. the president, the prime
minister, and others) or to measure the people satisfaction
related to government policies carried out. This makes sense,
actually, many governments are concerned about their approval
rating. A high approval rate indicates a successful and healthy
govern, both for their own citizens and foreigner’s eyes. In
contrast, a low approval rate reflects a weak govern, without
major importance for people, even with detriment for the state
itself.

Despite the social media network offers a rich source of
information, studies of approval rating of politicians still reside
on traditional paper-based questionnaires, which are too slow,
time-consuming and expensive studies. On the other hand, an
automatic analysis system offers an agile and less expensive
manner to predict approval rating. Recent advances in Natural
Language Processing (NLP) had produced the technique of
sentiment analysis [5]. Sentiment analysis enables to gain
insights of opinions in published tweets related to a particular
discussion topic [6]. Furthermore, sentiment analysis can help
to reveal the psychological and mental state of the subject who
wrote a particular tweet, the emotional state, level of education,
and others features [7].

In this work, we present a method to predict the approval
rating of politicians based on Twitter data, focusing specifically
to forecast the popular endorsement the President of Peru.
The proposed model consists of an embedding representation,
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followed by a Convolutional Neural Network (CNN). The em-
bedding is itself a neural network pretrained in one billion of
Spanish words [8]. The model is able to learn a rich diversity of
tweet messages and classify them according to their sentiment
polarity content, as positive/negative or approval/disapproval.
Positive and negative outcomes are weighted according to the
number of messages that were fed in the model to provide the
final approval or disapproval rate. The model was designed
to be political agnostics, so it was trained once and tested in
multiple politic topics. To evaluate the model, a new dataset
of 1150 tweets was collected. Collected messages include
tweet posted in Spanish related to the current President of
Peru, Pedro Castillo, that were retrieved from August 2021 to
February 2022. Data was manually labeled as of positive or
negative sentiment, resulting in a balanced dataset.

For evaluation, the model was assessed in a hold-out
validation manner, with a ratio 80:20. Testing the ability of the
model to predict the approval rating of the Peruvian president,
it outputs 91.2% of sensibility and 94.4% of specificity. Due
to the large corpus of the pretrained embedding layer, data
augmentation was not required during training. Furthermore, to
assess the model agnostic feature, a new data was collected in
April 2022 about two widely discussed policies in that month:
the approval/disapproval rating of the Peruvian Congress and
the agreement/disagreement with a new State Constitution. The
model, without further training, predicts 84.0% of disapproval
rating for the Peruvian Congress and 75.0% of disagreement
with a new State Constitution. Comparing the obtained results
against those reported by the specialized Peruvian pollsters, the
model predictions correlate to the pollsters’ issues. Therefore,
the proposed method can be offer as an on-demand tool for
text message analysis in social networks.

The remainder of this paper is organized as follows.
Section II presents fundamental concepts of sentiment analysis.
Section III outlines the literature review related work. Section
4 explains the proposed method. Section V details the exper-
imental results and discussions. Finally, Section VI presents
conclusions and future work.

II. FUNDAMENTALS

A. Sentiment Analysis

Sentiment analysis or opinion mining is a method into the
field of NLP to teach machines to learn, detect and recognize
emotional and sentimental information from a given text
message [9]. Given an opinion, sentiment analysis can extract
its meaning, sense, and emotional charge of the subject who
wrote it. Usually, input data for opinion mining consists of text
messages stored in structured spreadsheets or in unstructured
repositories, such as, text document, web pages, web forums
[10].

A common way to detect the sentimental charge of
messages is to classify them into categories according their
satisfaction or agreement scores. Typical categories can be
positive, neutral, or negative sentiment, reflecting a higher
satisfaction, none, or dissatisfaction of the subject related to
the studied variable [11], [12]. There are many applications
using sentiment analyses techniques in the social domain,
including the recommendation systems [13], movie reviews

[14], identification of cyber-aggression [15], racism [16] and
violence against women [17].

B. Twitter

Twitter is a messaging service in which subjects can post
and interact by means of short messages or tweet [18]. Tweets
consist of written opinions related to current topics of interest
and can be used as a source of news and information for
decision making [19]. Actually, Twitter is the social network
most used by politicians because its capability to allows
them to communicate massively with thousands of millions
of followers [20].

C. Politician’s Approval Rating

In the last decades, it has become a common practice for
governments and politicians to know the opinion of people and
citizens regarding their activities, decisions, and execution of
policies. Such opinions are quantified and presented as a score
of popular agreement or disagreement, approval or disapproval,
named as approval or favorability rating.

In order to know a reliable approval rating of some
politician or a government policy, specialized polling com-
panies carry out statistical surveys in a population sample.
Although these studies are reliable, they might present a
delayed snapshot of the opinions of people, which are daily
changing because of the massive use of communications. As
an alternative, opinion mining in Twitter seems to work well
like an approval rating method, as presented in Section II-A.

In this work, we study the approval rating of the president
of Peru, which is presented monthly by some polling compa-
nies. This endorsement rating reflects the citizen’s satisfaction
related to the work of the government and the implemented
policies for the country development. These ratings have many
implications: it indicates the aptitude of politicians and the
impact of medium and long term polices, reveals the economic
strength and politic stability, and the lack or weakens of
policies. Therefore, the approval rating becomes an important
indicator for decision making for external agents, foreign
investors, local entrepreneurs, and Peruvian citizens.

Monthly, historical approval ratings are consolidated in
chart plots by several Peruvian polling companies [21], [22],
[23], [24]. These results are used for making other studies
and forecasting the trend curve. Downward trends indicate
bad news: a government weakness and failures in the im-
plementation of policies. For a developing country like Peru,
it means capital flight, recession, economic instability, rising
unemployment, and disinvestment [25].

III. LITERATURE REVIEW

The study of [26] concluded that there are high limitations
when working with text data originated on Twitter, being the
presence of colloquial lexicon, informal syntax, short structure,
context-dependent and dynamics nature of messages are the
major challenges for mining opinion [3]. NLP methods intend
to solve that issues and discover meaning in human utterances
and translation [27]. Moreover, the recent rising of deep
learning methods in NLP has boost the Sentiment Analysis
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field [28], with the goal to discover the meaning of an opinion,
its context and sentimental charge.

As follows, we summarize the most relevant works related
the topic investigated in this study:

The study of [29] compared a supervised learning model
against a simple voting algorithm to classify tweets into three
categories (positive, negative, and neutral). First, the tweet
sentence is split into words (or token). Next, words are scored
according to a lookup table of 2014 positive and 4783 negative
words. Each positive word adds one to the sentence score, in
contrast each negative word subtracts one to sentence score.
The amount of positive words minus the amount of negative
words provide the sentiment score of a tweet message. For
classification, the voting algorithm just take in account the
final score of the tweet: if the score is greater than zero,
then the sentence is classified as positive; if the score is
zero, then the sentence is negative; otherwise, the sentence
is neutral. Following the same criteria, using a dataset of 1500
tweets, they trained a Naive Bayes (NB) classifier, achieving
an average accuracy of 81%, against 74% using the simple
voting algorithm. The major limitations of this work is that
the scoring is strong dependent on the number of words in the
lookup table.

Later, the work of [30] applied sentiment analysis in order
to know the political opinions of citizens in the Indian electoral
process of 2019. They proposed sentiment-based classification
model to predict the electoral results. First, a dataset of 3896
tweets were collected from Twitter taking in account the two
most popular political parties. Preprocessed messages were
classified using the Long Short-Term Memory (LSTM) neural
network, achieving a F1-Score of 0.74. In comparison against
traditional machine learning (ML) methods, although relatively
slow during inference time, LSTM outperforms such other
methods.

The study of [9] collected data from Twitter aiming
to predict the Congress election outcome in India by using
sentiment analysis. To label tweets, they used the Valence
Aware Dictionary and Estiment Reasoner (VADER) [31], and
used a manual feature extraction [32] which are combined
in a bag of words fashion (BoW). For classification, a set of
MLs algorithms were compared: Logistic Regression, Decision
Tree, XGBoost, Naive-Bayes and Linear Support Vector Ma-
chine [33]. Among them, the decision tree method predicted
the winner political party with an accuracy of 86.3%.

Next, the study of [18] used Twitter data to analyze the
opinion of people against policies of Donald Trump during the
Covid-19 pandemic. First, tweet data was recovered by means
of the Twitter service using the keyword DONALD TRUMP
from February to May 2020. The study does not provide the
number of collected tweets. Next, the collected tweets were la-
beled manually as either of positive or negative sentiment. And
finally, for classification, they used two learning algorithms
for comparison. The first one, the LSTM model achieved an
average accuracy of 69%, whereas, the second one, the NB
algorithm, 63%. Again, it is noticeable that LSTM outperforms
the traditional ML methods due to its capability of automatic
learning features.

Recently, in the context of the COVID-19 pandemic,
the work of [10] used sentiment analysis to identify the

Brazilian population’s perceptions about their Public Health
System (named Sistema Unificado de Saúde in Portuguese)
by analyzing Twitter content. They collected 27500 tweets
using the Twitter service with the keywords SAÚDE and SUS.
Data was recovered from December 2019 to October 2020. A
message is scored based on the polarity of words contained in it
and receives a final score, either positive, negative, or neutral.
For the whole message processing and scoring, they used a
dictionary of emotion lexicons [34] and its implementation
in the R language programming [35]. Note that no learning
model is used. As results, the authors show word clouds
comparing qualitatively the sentiments of people, before and
after the pandemic.

In summary, sentiment analysis is a good choice for opin-
ion mining because it can capture underlying characteristics
of messages. Among the studies, the majority of them prefer
to NN models as a classifier in opposite to ML ones, which
resides on hand-crafted features. However, the complex syntax,
the short structure, and the use of colloquial lexicon in most
of tweets still challenges current methods [3], [28].

Furthermore, yet there is scarce proposals of sentiment
analysis in other languages than English, e.g., in Spanish. To
the best of our knowledge, in the context of Peru, the study
of [36] is a pioneering work aiming to detect cyberbullying
in tweet messages written in Spanish, we assume that other
works are ongoing or not published yet.

In contrast, in this work we propose a general method for
approval rating of Peruvian politicians, which is evaluated in
two politic scenarios to measure its generalization capability.
The model trained to predict the favorability rating of the
President of the Republic of Peru is used to predict the popular
support of two hot topics widely discussed in Twitter: the
approval rating of the Peruvian Congress and the agreement
with a new State Constitution. Our method is simple, but
effective, achieving high sensitivity and specificity scores in
all tested cases.

IV. METHODS

The proposed framework for approval rating based on
sentiment analysis in Twitter is shown in Fig. 1. This approach
is designed to extract tweet posted by Twitter users related to
the President of Peru. First, we gather data directly from the
web page of Twitter. Next, data is preprocessed in order to
prepare input data for the learning model. Then, the proposed
model is trained in order to learn how discriminate positive
from negative sentiment messages. Once trained the model,
it is used as a classifier in order to make prediction of new
unknown input data.

Fig. 1. The Proposed Framework.
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As follows, we provide an in deep description of each
module of the proposed framework:

A. Dataset

A dataset of 1150 tweets was collected from tweet mes-
sages and discussions in Spanish between Peruvian users
regarding the President of the Republic of Peru. Due the cost of
the Twitter service is prohibitive of us, we used the Beautiful
Soup web scrapping library for Python [37].

The data collection about the Peruvian president was
conducted from August 2021 to February 2022 using the tags
@PEDROCASTILLO and @PRESIDENCIENCIADELPERU, and
their related interactions. From August 2021 to January 2022,
900 tweets were collected (150 tweets per month), and during
February 2022, 250 messages.

For each discussion topic about the Peruvian Congress
(tag @CONGRESOPERU) and the new State Constitution (tag
@CONSTITUCIÓN), a short dataset of 200 tweets was recov-
ered in Abril 2022.

The collected tweets of the Peruvian president were labeled
manually according to the perceived emotional charge in two
categories. Label zero (0) was assigned for approval and label
one (1) for disapproval. The Table I shows some tweets and
their respective label.

TABLE I. SOME TWEETS OF THE DATASET.

Tweet Label

This is how to govern for the people!
Ası́ se gobierna para el pueblo! 0

Thank you for the effort, president
Gracias por el esfuerzo presidente 0

Get to work seriously, stupid
Ponte a trabajar en serio inepto 1

I hope you get vacate, idiot
Ojalá te vaquen inútil 1

Get rid him, I hate him
Sáquenlo lo odio 1

B. Preprocessing

1) Data Cleaning: Raw tweet messages contain numeric
digits, punctuation symbols, and special characters likewise @,
#, ?, !, (, ), $ ,&. All of them must be deleted. Next stop-words
(i.e., common words in a language) also must be removed
[38]. We used the Natural Language Tool Kit (NLTK) library
with stop-words in Spanish [39].

2) Lematization: Because tweets can use different ways of
a word to express the same meaning, lemmatization intends to
reduce the effect of inflectional and derived forms of words to
their common base form. For instance, the words blood, bleed
and bloody can be represented as the word blood [40].

3) Tokenization: During tokenization, each tweet is split
into its smallest possible morpheme called word or token [41].

4) Message Length Standardization: After tokenization,
tweets can have a variable length of words, so the idea is
to standardize the length of each tweet. In our approach, we
used the average length of words on tweets. This gives us
12.40±9.08 of length, so we decided to fix the length of each
tweet to the first 12 words. If a tweet contains words lesser
than 12, the message is padded with empty words.

C. Learning Model

The proposed learning model is based on an end-to-end
trainable deep learning neural network [42]. Fig. 2 outlines the
proposed model. It consists of the learnable model itself and
the sentiment classifier. Considering an input data, the model
processes it aiming to predict the likelihood of belonging to
the approval or disapproval class.

Fig. 2. The Model Architecture.

A brief description of the model is described as follows:

• Word embedding: In NLP, words must to be encoded
to be processed by the model. A common encoding
method is to use an embedding, which generates a
representation vector for each word. Words of the
same meaning or similarity will have close feature
vectors in the embedding space [5].
In this work we used the Spanish Billion Words
Corpus and Embeddings (SBW). It furnishes an em-
bedding that was pretrained on more than 1.5 billion
words of the Spanish language [8]. The embedding
produces a 300-dim vector for each word in the input
data.

• Squeezing: The input data after embedding has a shape
of 12 × 300. To be processed in the next layer,
we reshape in order to become likewise a 300-dim
sequence with a feature map of 12 filters.

• 1D-Convolution: Reshaped embedding vectors are fed
to a 1D-CNN layer. The CNN has a kernel of size
3, stride 1, and padding 1. The CNN has 10 neuron
filters and the Rectified Linear Unit (ReLU) is used
as activation function. Also batch normalization helps
us to prevent overfitting.

• Pooling: An average pooling layer, with a kernel of
size 2 and stride 2, is used to down-sample the feature
maps coming out from the CNN.

• Flatten: After down-sampling, feature maps are flat-
tened and fed into a fully connected layer. The output
of the flatten layer is used as feature vector and is used
to perform classification.

D. Sentiment Classifier

The sentiment classifier module implements classification.
Given a feature vector, to predict either the approval or
disapproval likelihood, we used a fully connected layer of
two neurons with a Softmax activation function to furnish
prediction (see Fig. 2).

www.ijacsa.thesai.org 815 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 13, No. 6, 2022

E. Model Training

In order to train the model in an end-to-end manner,
we used the cross-entropy as loss function and the Adam
optimizer. In our experiments, the embedding layer is not
freezing, but to avoid overfitting we used a low learning rate
(1e-5) and a short batch size (16), and the model was trained
for just a few epochs (25).

F. Model Evaluation

To assess the model performance in the dataset of the
President of Peru, we split the dataset into training and test
set. Tweet data collected from August to December 2021 is the
training set, whereas messages from January–February 2022 is
the test set.

The model performance is scored using the metrics of
sensibility and specificity, being the approval rating the true
positives we want to predict.

V. RESULTS AND DISCUSSION OF RESULTS

A. Collected Dataset

We performed collection of tweet related to the President of
Peru, from August 2021 to February 2020. Table II summarizes
the number of tweets recovered by months.

TABLE II. DATASET ABOUT THE PRESIDENT OF PERU.

Months N° Tweets

Aug–Dec 2021 750
Jan 2022 150
Feb 2022 250

Fig. 3 shows the word cloud or a visual representations
of words with more frequency in the collected dataset of the
President of Peru.

Fig. 3. The Word Cloud about the President of Peru.

Additionally, we collected a few tweets relate the Congress
and the State Constitution of Peru. Table III outlines the
number of tweets by the respective topic.

TABLE III. MISCELLANEOUS DATA.

Topic Months N° Tweets

The Congress Apr 2022 200
The State Constitution Apr 2022 200

B. Classification Performance

As exposed in Section IV-F, the trained model was assessed
in the data of President collected during January and February
2022. Note that this data is totally unknown for the model. As
a results, the model achieved 91.2% of sensitivity and 94.4%
of specificity.

In order to provide a historical curve of trend likewise
Peruvian pollsters furnish, we used the trained model and 40%
of the data for each month to construct the trend curve of
the approval/disapproval rating of the President of Peru. Fig.
4 shows the constructed historical curve with our predictions
versus the surveys from IPSOS [21].

Fig. 4. Trend Curve of the Approval/Disapproval Rating of the President of
Peru. Our Predictions vs IPSOS Surveys.

C. Classification of Miscellaneous Political Data

In order to evaluate the agnostic ability dealing with
political data, we assessed the model in two discussions that
attracted the interest of the Peruvians.

1) The approval rating of the Congress of Peru due to
the start of the vacancy process against the president
and censorship of some ministers.
In this case, the predicted outputs are considered
as an approval/disapproval rate. Fig. 5 outlines the
approval/disapproval rating of our model related the
Congress of Peru against the results of two renowned
pollsters, CPI [24] and IEP [23].

2) The proposal of the current government to change
of the state Constitution. In this case, the predicted
outputs are considered as an agreement/disagreement
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rate. Fig. 6 shows the outcomes of our model against
the results of CPI [24].

It is worthwhile to mention that results of the pollsters were
recovered from the same period of study, April 2022, aiming
to compare against our proposal.

Fig. 5. Approval/Disapproval Rating of the Congress of Peru, Period April
2022.

Fig. 6. Popular Agreement/Disagreement to Change the State Constitution of
Peru, Period April 2022.

D. Discussion of Results

Taking into account the first experiment to predict the
approval rating of the President of Peru, the proposed model
achieved high performance to classify positive and negative
latent sentiments in tweet messages.

In order to gain insight whether the model is working as
expected, we constructed the historical trend curve of approval
rating of the president and compared it with the result of one
pollster. We can conclude that our model furnishes reliable
predictions (see Fig. 4).

Inspecting the model architecture, although the model can
seem too simple, the CNN layer improves the input features
and the average pooling gives them a degree of invariance.
However, it is worthwhile to mention that the simplicity of
the model is compensated with the embedding layer, which
was trained in a large corpus of Spanish words [8].

Besides, after analyzing the number of words of messages
with politic content, we observed that in political discussions

people prefer to use short messages, usually with harsh words
or words with higher sentimental polarity.

Moreover, in order to evaluate the agnostic feasibility of
the model to be applied in other politic cases, we tested it in
two cases without any fine tuning. In both cases, the model
was able to predict close similar results likewise two Peruvian
pollsters (see Fig. 5 and Fig. 6).

VI. CONCLUSION AND FUTURE WORK

In this work, we presented an approach to classify Twit-
ter data in order to predict the approval rating of Peruvian
politicians and the polices that they intend to implement. Our
approach resides on a convolutional neural network model that
is able to detect and score the sentiment polarity of tweet
messages. To assess the model, we collected a new dataset of
tweets about the current President of Peru and a miscellaneous
data about discussions of two topics: the popularity of the
Peruvian Congress and the possibility to change the current
state Constitution. In all cases, the model provides results
comparable to those offered by renowned Peruvian pollsters.
So, our proposal is a low cost, agile, and reliable alternative
against to the expensive and time-consuming traditional opin-
ion surveys.

As future work, we intend to collect more data from other
political discussions for more evaluation of the robustness of
the model. Moreover, the model will be improved to take
attention to syntactic order and semantic meaning.
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Abstract—Prostate cancer is the 3rd most diagnosed cancer
overall. Current screening methods such as the prostate-specific
antigen test could result in overdiagonosis and overtreatment
while other methods such as a transrectal ultrasonography are
invasive. Recent medical advancements have allowed the use of
multiparametric MRI — a noninvasive and reliable screening
process for prostate cancer. However, assessment would still vary
from different professionals introducing subjectivity. While con-
volutional neural network has been used in multiple studies to ob-
jectively segment prostate lesions, due to the sensitivity of datasets
and varying ground-truth established used in these studies, it is
not possible to reproduce and validate the results. In this study,
we executed a repeatable framework for segmenting prostate
cancer lesions using annotated apparent diffusion coefficient maps
from the QIN-PROSTATE-Repeatability dataset — a publicly
available dataset that includes multiparametric MRI images of
15 patients that are confirmed or suspected of prostate cancer
with two studies each. We used a main architecture of U-Net
with batch normalization tested with different encoders, varying
data image augmentation combinations, and hyperparameters
adopted from various published frameworks to validate which
combination of parameters work best for this dataset. The best
performing framework was able to achieve a Dice score of 0.47
(0.44-0.49) which is comparable to previously published studies.
The results from this study can be objectively compared and
improved with further studies whereas this was previously not
possible.

Keywords—Convolutional neural networks; binary semantic
segmentation; prostate cancer; computer vision; deep learning

I. INTRODUCTION

Prostate cancer (PCa) is the 3rd most diagnosed and the
8th leading cause of death among all cancers; this constitutes
to a 7.3% incidence rate and 3.8% mortality rate from 2020
worldwide cancer cases [1].

While the Prostate-Specific Antigen (PSA) test remains to
be an effective test at detecting prostate cancer [2], approx-
imately 40% from this screening method were found to be
an occurrence of overdiagnosis [3]. This increases the risk of
overtreatment leading to unnecessary procedures which yielded
conflicting results in terms of benefit [4].

Recent developments in multiparametric magnetic reso-
nance imaging (mpMRI) have provided a reliable non-invasive
screening process for detecting clinically significant cancer
with great specificity [5], [6] while being non-inferior to a

systematic biopsy [7]. This allows the lesion to be classified in
a more specific manner through objective metric scoring mea-
sures such as the Prostate Imaging and Reporting Archiving
Data System (PI-RADS) [8]. However, the process for scoring
requires a qualified professional to observe various images and
manually assess the presence and severity of the lesion. It is
also worth noting that due to the subjectivity of the assessment,
results may vary for different professionals.

Various convolutional neural network (CNN) algorithms
have allowed applications in MRI images specific to PCa
through prostate organ segmentation and volume estimation,
lesion detection, and lesion segmentation [9]. These studies
explore the viability of creating an aid for professionals to use
as basis and potentially lessen the subjective component of the
assessment. But in training and comparing results, the ground-
truth is set forth by the professionals’ assessment which poses
the problem of a standardized ground-truth.

The QIN-PROSTATE-Repeatability (QPR) Dataset [10] is
a publicly available annotated dataset. This dataset includes
mpMRI images of 15 patients of two studies each with
confirmed or suspicion of prostate cancer. These images can
be utilized as input and ground-truth.

This study aims to create a pipeline to execute the task of
prostate lesion detection and segmentation from an ensemble
of frameworks from recent CNN studies to be applied on the
QPR dataset for validation.

II. STATEMENT OF THE PROBLEM

Results from mpMRI images need to be assessed by a
qualified professional (e.g. trained radiologist). The procedure
remains to be subjective [6] and may vary from person-to-
person. The Prostate Imaging and Reporting Archiving Data
System (PI-RADS) provides a systemic scoring for image
interpretation and lesion detection [8] but does not completely
eliminate the subjectivity of human interpretation.

There have been various studies involving the implemen-
tation of CNN to prostate mpMRI images [9]. However, most
of the datasets used are not publicly available. Moreover, the
ground-truth for various studies involving CNN applications
for PCa also varies depending on the qualified professional
assigned for the assessment. This results in a lack of stan-
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dardization. The results from these studies also could not be
objectively compared, reproduced, nor improved.

III. SCOPE AND LIMITATIONS

The study focused on PCa specifically found in the pe-
ripheral zone (PZ) only. About 70% of all PCa are found to
be in the PZ having the most amount of prostatic glandular
tissue [11]. Patients whose lesions were not found within the
PZ were not considered. For sequences and views, only the
apparent diffusion coefficient (ADC) map was considered. In
PI-RADS scoring for PZ PCa, ADC along with diffusion-
weighted imaging (DWI) images are used as references for
scoring while dynamic contrast-enhanced (DCE) images are
used to distinguish between PI-RADS 3 and 4 having T2-
Weighted images used as a supplementary [12]. The DICOM
files acquired from the QPR dataset for this study is limited
to the ADC map only as the DWI images do not contain
any available annotated lesion segmentation. However, these
images are closely related wherein the ADC map removes the
T2-weighting aspect inherent to the DWI. T2-Weighted images
were also not considered as these are used as supplementary
in PZ PI-RADS scoring.

IV. REVIEW OF RELATED LITERATURE AND STUDIES

PCa biomedical images are not only scarce and hard to
obtain, but they require a lot of resources to manually annotate.
While this is the avenue that most studies implement, this in-
troduces variability among datasets. “An overview of publicly
available patient-centered prostate cancer datasets” is a paper
that summarizes all of publicly available patient-centered PCa
datasets with the goal of providing researchers an avenue to
select the appropriate dataset needed for their specific field of
study [13]. Among the list of datasets within the article, under
the imaging category, only the QIN-PROSTATE Repeatability
(QPR) dataset had annotated images.

Data image augmentation is a technique used to expand the
quantity of images by altering existing images from a dataset.
This has been shown to prevent over-fitting and improve
the overall accuracy while also being more advantageous to
weight decay and dropout which both require fine-tuning of
parameters [14]. Isensee et al. achieved the highest score
among participants that utilized the U-Net architecture and 2nd

place overall for the multi-class brain-tumor segmentation from
MRI in the Brain Tumor Segmentation (BraTS) 2018 challenge
[15] . This was achieved by using the baseline U-net model
while focusing on aggressive data augmentation.

For training modern deep neural networks, it was shown
that best results were consistently obtained through smaller
batch sizes (2,32) [16]. This was further validated with an ex-
periment on the effects of different batch sizes on a histopathol-
ogy dataset [17]. Kandel and Castelli ran their model on both
Adam and SGD optimizers with a learning rate (LR) set to
1× 10−4 and 1× 10−3. The best AUC was achieved with a
batch size of 16, Adam optimizer, and LR set at 1× 10−4.

The U-Net architecture showcased in a paper published
in 2015 by Ronneberger et al. proposed a model that can
be trained with limited images offset by data augmentation
[18]. It tackled the main issues presented with working with
medical data such as scarcity of an annotated dataset and the

importance of proximal location assessment. Advancements
in CNN have allowed the option of combining U-Net with
a different backbone for the encoder such as ResNet as well
as the inclusion of batch normalization.

Multiple studies have applied U-Net on prostate-related
tasks. Three U-Net models were applied to prostate MRI in a
study by Bardis et al. in segmenting the prostate, PZ, and TZ
separately [19]. The ground-truth was set by a radiologist and
achieved Dice scores of 0.94, 0.91, and 0.76 for the prostate,
TZ, and PZ segmentation respectively. A paper published in
2019 by Yoon et al. [20] used a CNN pipeline for segmenting
the prostate organ, lesion detection, and then make a PI-RADS
scoring. The study utilized U-Net for prostate organ segmenta-
tion then used R-CNN for lesion detection and segmentation.
Moreover, a single board-certified radiologist was used as the
ground truth for the manual lesion segmentation. The study
achieved lesion segmentation with a Dice score of 0.76. The
study by Sanford et al. published in 2020 was a development
study that used CNN with the goal of predicting PI-RADS
classification [21]. The lesions were segmented and bounded
by a professional radiologist which was then the input for the
CNN model. A study by Youn et al. published in 2021 [22]
explored the viability of using deep learning algorithms for PI-
RADS scoring. The study reaffirmed that at varying levels of
experience of professional radiologists, the assessment would
also vary. The study utilized a deep-learning based software
called Prostate AI version 1.2.1 which is currently not available
for commercial use.

Specific to lesion segmentation, Liu et al. implemented
fuzzy Markov random fields and attained a Dice score of 0.62.
A pathologist was used as the baseline for ground-truth and
the PZ was manually outlined to be used for segmentation
[23]. Kohl et al. used U-Net implemented with adversarial
network and achieved a Dice score of 0.41. They used a
radiologist for this study to establish their ground-truth. [24].
Dai et al. implemented Mask R-CNN and achieved a Dice
score of 0.46 while using a clinician to establish their ground-
truth [25]. These studies all have varying ways of establishing
their ground-truth and the results show that lesion segmentation
remains to be an area with promise for improvement.

V. METHODOLOGY

A. Image Dataset

The relevant DICOM files were acquired through the QPR
dataset [10] which includes segmented mpMRI images of 15
patients with two studies per patient done two months apart.
Images extracted that appear to be completely black were
removed.

3D Slicer, an open source image computing platform
developed for image analysis and visualization [26], was used
to view the DICOM files. Within 3D Slicer, the ADC map with
their corresponding segmentations were extracted. For each
extracted image, the lesion segmentation was set to red within
3D Slicer. This is to maintain a high contrast of the lesion from
the original grayscale image to assist in creating the mask.

Even if the patient has a confirmed lesion in the PZ,
the lesion can only be seen during specific frames in the
ADC sequence. Specifically, only 14.98% of the total images

www.ijacsa.thesai.org 820 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 13, No. 6, 2022

have the lesion present in them. Only images with the lesion
showing was used. The summary of images with lesion and
the distribution from the total images can be seen in Table I.

TABLE I. PERCENT DISTRIBUTION OF IMAGES WITH LESION

Total Images With Lesion Distribution
434 65 14.98%

The ADC maps are available in grayscale of dimensions
272x672 and was cropped into 256x256. Using OpenCV and
HSV threshold, the grayscale images with red lesion segmenta-
tions were transformed to images with binary masking having
a white mask for the lesion on top of a black background.
These masks served as the ground-truth for model training.

The Albumentations library [27] was used to implement
the various data augmentations. To assess the effect of vary-
ing augmentation techniques for the segmentation model, we
trained the model with varying levels of augmentation. The
augmentations are categorized as the Isensee et al., and ex-
tended realistic augmentations.

The following augmentations were adopted from the
Isensee et al., (2018) paper:

1) Horizontal Flip - This flips the image horizontally
on the y-axis. This particular augmentation is appli-
cable for the prostate as the original MRI scans are
symmetric in nature as opposed to medical images
wherein regional location is critical (e.g. images with
the heart on the left side of an image).

2) Rotate - This rotates the image randomly in degrees
within a lower and upper threshold. The threshold
was set at -45 to 45 as to maintain realistic scenarios
for mpMRI prostate scans (e.g. It would be unlikely
to have a scan that would be 90 degrees).

3) Random Sized Crop - This crops the image and scales
it back to its original dimensions. The minimum
height was set at 162 and the maximum at 192. This
allowed the PZ to be captured regardless of where
the cropping would occur. This would then be scaled
back to 256x256.

4) Random Gamma - This applies a random gamma
pixel-wise adjustment on the image. This augmen-
tation technique is viable for the prostate mpMRI
scans caused by varying equipment used by different
hospitals.

5) Elastic Transform - This applies a more liberal distor-
tion to the image. This can simulate the varying trans-
formations that naturally occur within the prostate.

Other realistic augmentation techniques were implemented
to the dataset. These are augmentations that are realistic
scenarios for variations in mpMRI scans.

1) Brightness, (BC) - This alters the image’s brightness
and contrast. This accounts for the variation in the
equipment used.

2) Blur - This blurs the input image using a median filter
with a random aperture linear size. This accounts

for the variation in quality of scans from different
equipment.

3) Grid Distortion (GD) - Random distortions are ap-
plied per grid width and height with a maximum
magnitude. This accounts for the patient’s natural
movement during breathing as well as expansion and
contraction of body parts such as the rectum.

B. Segmentation

Due to similarities in the dataset and problem being tack-
led, we chose U-Net as the main architecture for this study. The
flexible architecture also allowed us to modify the encoder with
ResNet. The architecture comprises of two major segments:
the encoding path which consists of four down-convolutions of
2x2 max pooling and a decoding path which is a set of four 2x2
up-convolutions. Batch normalization was applied before each
activation. The γ and β initializers were set to their default
values of 1 and 0.

For the model parameters, we used an Adam optimizer
with batch size set to 16 and learning rate set at 1× 10−4.
The initial epoch was set at 300. For the image sampling, we
used a train-test-validation split of 70-15-15.

To avoid overfitting the model, EarlyStopping was added
to the training on the validation loss metric with a patience of
30 epochs. This meant that if validation loss did not decrease
for 30 straight epochs, training will prematurely terminate and
not continue to train for the remaining epochs.

A larger learning rate could possibly result in non-
convergence of the model. This was mitigated by adding
ReduceLROnPlataeu which decreases the learning rate if there
is no improvement on the validation loss with a patience of
20 epochs. The maximum decreased learning rate was set at
1× 10−7 with a reduction factor of 0.1.

Dice score (F1 Score) is a segmentation performance
metric that compares the similarity of the predicted mask with
the ground-truth mask. This is calculated by having double
the intersection of the pixels of the predicted and ground-truth
mask divided by the total number of pixels of the predicted
mask and the ground-truth mask as shown in (1). The lesion
segmentation performance of the model was measured with
the average Dice score for the test images.

Dice =
2 |A ∩B|
|A|+ |B|

(1)

VI. RESULTS AND DISCUSSION

Different encoders and model variations were applied to
the dataset with Isensee augmentations applied. The results
can be seen in Table II.

TABLE II. SUMMARY OF SCORES FOR DIFFERENT MODELS

Model + Backbone Dice
U-Net 0.39

U-Net + ResNet34 0.36
U-Net + SE-ResNet152 0.30
U-Net + SE-ResNet18 0.26
U-Net + ResNet152 0.26
U-Net + Attention 0.06
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The baseline U-Net still outperformed the other variations.
The addition of Attention was also not beneficial to this
dataset. The decrease in scores when the model gets more
complicated could be attributed to the low quantity of images
in the dataset. This further validated the statement from the
Isensee et al. paper that the generic U-Net architecture can be
competitive in segmentation given a proper framework [15].

The model was trained on all possible combinations of
Isensee (base augmentation), random brightness and contrast
(BC), blur, and grid distortion (GD) augmentations to the base
U-Net. The effects of adding augmentations to the base U-Net
can be seen in Table III.

TABLE III. SUMMARY OF SCORES FOR DIFFERENT AUGMENTATIONS

Augmentations Dice
Isensee 0.392

Isensee + BC 0.411
Isensee + Blur 0.466
Isensee + GD 0.467

Isensee + BC + Blur 0.416
Isensee + BC + GD 0.411
Isensee + Blur + GD 0.256

Isensee + BC + Blur + GD 0.403

Adding realistic augmentations improved the overall score
compared to the baseline. However, the combination of using
blur and GD together did not result in an increase in score. We
believe that the generated training set from the combination
of blur and GD augmentations became too distant from the
features that were present within the original images while the
BC augmentations were not enough to significantly alter them.

The highest Dice score of 0.467 was achieved with Isensee
+ GD augmentations followed closely by the Isensee + blur
augmentations with a Dice score of 0.466. To verify the
performance of the framework with Isensee + GD and Isensee
+ Blur augmentations, each model was trained thrice. Each
cycle had new sets of training augmentations with randomized
rotations and distortion values fit within the range and tested
on the same test images. Dice scores from the Isensee + GD
and Isensee + blur runs can be seen in Table IV and Table
V, respectively. The results show that the Isensee + GD runs
were more consistent than the Isensee + blur runs and implies
that the more aggressive augmentation works better for this
particular dataset.

TABLE IV. COMBINATION OF ISENSEE AND GD DICE SCORE

Dice 1 Dice 2 Dice 3 Average
0.47 0.44 0.49 0.47

TABLE V. COMBINATION OF ISENSEE AND BLUR DICE SCORE

Dice 1 Dice 2 Dice 3 Average
0.47 0.37 0.40 0.41

The average Dice score of the Isensee + GD model was
then compared to previously done studies. This can be seen in

Table VI. For this comparison, only the segmentation results
that had a similar approach and methodology were considered.
The result from the Liu et al. paper [23] was not considered
since the their methodology included a preliminary process of
manually outlining the PZ while only considering said pixels
for segmentation.

TABLE VI. SUMMARY OF SCORES COMPARED TO LITERATURE

Model Dice
Mask R-CNN (Yoon et al., 2019) 0.76

U-Net in this study 0.47
Mask R-CNN (Dai et al., 2020) 0.46

U-Net (Kohl et al., 2017) 0.41

While this comparison involved studies that were estab-
lished using different ground-truths, the aim was to have
a more standardized comparison with this framework with
potential areas for improvement.

VII. CONCLUSION

In this study, we provided a repeatable framework for
prostate lesion segmentation that can be improved and com-
pared with future studies. We used the ADC map and isolated
the images that contained lesion as the input for the model
trained using various encoders and augmentation combina-
tions. The baseline U-Net with batch normalization trained on
images augmented with a combination of Isensee (horizontal
flip, random rotation, random sized crop, random gamma,
elastic transform) and grid distortion augmentations with batch
size of 16 and LR set at 1× 10−4 using Adam optimizer
for Dice loss performed best and achieved an average Dice
score of 0.47 (0.44-0.49). Furthermore, the QPR dataset shows
promise in being a viable standardized dataset for future testing
and benchmarking as shown by the comparison of results to
other published studies.

VIII. RECOMMENDATIONS FOR FUTURE WORK

Due to hardware limitations, the study only implemented
a hold-out method. However, it is worth considering to im-
plement a k-fold cross-validation technique for performance
metrics evaluation and fine-tuning of parameters. Moreover,
other models with different encoders could be considered.
For the dataset, new augmentation techniques and various
combinations may be further explored. Lastly, the use of other
mpMRI views aside from the ADC map could be looked into.
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Abstract—The contact tracing process is a mitigation and
monitoring strategy that aims to capture infectious diseases to
control their outbreak in a practical time. Various applications
have been proposed and developed contact tracing process;
most of these applications utilize the smartphone technologies
to record all movements of contacts and send notifications to
the expected infected ones, either high-risk or low-risk. On the
other side, several challenges limit the functionality of contact
tracing applications and processes; these limitations include (1)
privacy concerns, (2) lack to fully identify contacts, and (3) delays
in identification. In this paper, we survey the functionality of
the contact tracing process, how its works, open directions and
challenges, applications, and its domain of use.
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I. INTRODUCTION

In December 2019, the would witness an unprecedented
outbreak disease struck Wuhan’s city, China [1]. This myste-
rious disease reveals itself to the globe as Coronavirus dis-
ease 2019 (COVID-19). This contagious disease dramatically
spread and affected millions of people world wide [2]. This
threat leads the World Health Organization (WHO) to trigger
an international emergency warning to this unprecedented virus
[3]. At the time of writing this paper, WHO reported that
the number of people lost their lives is over 500 thousand,
and over 10 million others are still struggling and fighting
for their survival. This virus is extremely infectious, where
it can easily pass from person to person. Hence, to cope
with the coronavirus’s spread, authorities around the world
implemented lockdown measures for months. However, these
measurements have significantly affected global economic and
social activity.

Governments started to find alternatives to ease the socio-
economic catastrophes, the authorities have gradually started
to partially left the lockdowns. However, they are still strug-
gling to find efficient techniques to monitor the mobility of
potentially COVID-19 infected patients and who have been
in contact with a virus infected person. Since people in close
contact with someone who is infected with the virus are at
higher risk of becoming infected themselves, and of potentially
further infecting others, closely monitoring these contacts can
prevent further transmission of the virus. This process of this
monitoring is known as contact tracing.

The contact tracing process is a mitigation and monitoring
strategy that aims to capture infectious diseases to control
their outbreak in adequate time. The contact tracing process’s
main objective is to prevent the onward transmission of in-
fectious diseases by examining the infected individuals and
then identifying and examining each individual’s contacts.
Contacts are defined as all individuals who made direct phys-
ical connections to the infected ones; thus, all next-generation
suspected cases will be controlled. Various applications have
been proposed and developed to serve this process, the major-
ity of these applications utilize the smartphone technologies
to record all contacts mobility and send notifications to the
expected infected ones, either high-risk or low-risk. On the
other side, several challenges limit the functionality of contact
tracing applications and processes. These limitations include
(1) privacy concerns, (2) lack to fully identify contacts, and
(3) delays in identification.

In this paper, we survey the functionality of the contact
tracing process, its mechanisms, open directions, challenges,
applications, and its domain of use. The survey reviews an
extensive collection of models adopted based on the contact
tracing process output and serves this domain. Mainly, the
contribution of this paper is presenting an integrated view of
the contact tracing process as a whole, which will help the
researchers understand the functions of the process, identify
the challenges and open issues, and inspire them to develop
new applications, methods, and models in this domain.

The articles mentioned in the survey have been carefully
collected to reflect the impact of applying contact tracing in
controlling the spread of epidemics. The main keywords in the
search have been formalized to select articles that focus on the
definition of contact tracing, the applications of contact tracing
in epidemics, the usage of contact tracing to developing statis-
tical models that can predict the spread of the epidemic, and
the technologies of contact tracing. These keywords include
contact tracing, epidemics, Covid-19, infectious diseases, and
epidemic models. The targeted articles have been published
between 2003 and 2020. Also, publishers with high reputation
have been targeted, such as IEEE, Springer, BMC, and journals
of medical internet research (JMIR).

The rest of the paper is organized as follows. Section II
presents the standard definitions of contact tracing according to
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different perspectives. Section III highlights the importance of
contact tracing and main applications that use contact tracing.
Section V tries to shed the new directions of contact tracing
and the main challenges that face these directions. Section VI
presents the typical models that have proposed to simulate
the outbreak of epidemics and the impact contact tracing in
preventing the spread of epidemics.

II. DEFINITION OF CONTACT TRACING

This section explores several definitions of the contact
tracing process and highlights the different functions that must
exist in this process.

In [4], authors define the COVID-19 contact tracing as the
process that controls and manages the prevention of the onward
transmission of COVID-19 disease by accurately determine
and evaluate individuals that had direct physical contact with
COVID-19 patient during the past period.

In [5], the authors define the contact tracing process, as
the strategies that ensure and confirm the monitoring and
controlling of the infectious disease. In [6], [7] authors define
the contact tracing process is the process of following and
capturing the course of infectious disease, this process starts
from investigating the diagnosed cases that confirm their
infection to all other individuals that were in physical contact
with the patients in the recent past. In [8], authors define
contact tracing as an essential procedure needed to fight the
outbreak of infectious diseases; like the COVID-19 epidemic.

In [9], the authors define the contact tracing as a process
of following up with the contacts that recently reacts with
infected people physically. Also, the authors considered the
contact tracing process as a mitigation methodology to controls
the spread of infectious diseases by identifying, examining,
and taking precautions the next-generation cases in a timely
fashion.

In [10], the authors define the contact tracing process as a
robust disease control strategy that contains and controls the
disease by preventing and reducing the disease from transmis-
sions from individual to another. In this regard, this strategy is
working by following up infected cases reported, and suspected
ones, then isolate them. In addition to, tracing all contacts
that come into close physical contacts with theses cases;
either infected or suspected. Fig. 1 presents the contact tracing
process. This process traces all contacts that deal with an
infected patient. Then, the process categorizes these contacts
into two categories: (1) infected and (2) not infected. After
that, the infected patients are classified into two categories:
(1) high-risk contacts; which are contacts that are exposed to
death and need special care, and (2) low-risk contacts.

III. IMPORTANCE AND APPLICABILITY

This section presents the importance of contact tracing in
preventing the spread of epidemics and recent applications of
this technique.

Authors in [11], [12], [13] explore various methods for
contact tracing including pairwise-approximation and fully
random simulations methods to tackle and investigate the
infected and suspicious cases. Therefore, these methods start
by examining the network of contacts that belongs to the

Fig. 1. Contact Tracing Process

infected and suspicious cases. Particularly, This research focus
on the significance of studying well the disease-transmission
pathways for each person and how to model the contact tracing
approaches accurately based on disease-transmission pathways
information. In the end, results show that there is a strong
relationship between the accuracy of modeling the contact
tracing and reproductive ratio of the disease by alert and deal
with the infected and suspicious cases by either immediate
treatment or isolation.

In [4], the authors highlight and investigate community
surveillance roles and guidelines to reduce and prevent the
spread of COVID-19 disease. Besides, the authors study how
to apply the contact tracing and quarantine for COVID-19.
Overall, the spread of COVID-19 disease from individual to
another through nasal or oral spray or exhalation or cough of
COVID-19 infectious persons. The authors mentioned the im-
portance and criticality of contact and this for performing the
quarantine in a good manner and timely fashion. Additionally,
the authors classified the contacts that deal with a COVID-19
infectious human into two categories: (1) high-risk contacts,
and (2) low-risk contacts. The high-risk contacts are persons
that made direct physical contact with COVID-19 infected
person or live with the with COVID-19 infected person in
the same house. The lower cases are persons that are with
COVID-19 infected persons in the same workplace or same
environment or travel with the patient through any means of
transportation such as; train or bus. Furthermore, the authors
highlight the significance of quarantine to prevent and limit
the spread of COVID-19 disease, quarantine is the process that
restricts the movement of individuals that deal with COVID-
19 patients in the past period. The quarantine duration of the
COVID-19 identified by the World Health Organization is 28
days. Finally, the authors mentioned challenges that limit the
contact tracing process in general. These challenges include:
(1) the tracing difficulty of contacts who are traveled via bus
or train or any other means of transportation, (2) the inability
to track and remember all contacts that deal with COVID-19
patient in the last 14 days, (3) it is difficult to track and find all
people that directly contact the COVID-19 patient, particularly
if the patient visited wide gatherings like marriage or religious
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gatherings or market, and (4) the common fear between the
health care staff to trace contacts, as they are thinking they
will become infected.

In [14], the authors studied the Ebola virus and concluded
that the virus is transmitted from individual to another via
physical interaction with the infected patients such as body
fluids. Additionally, authors in [15], introduced a study that
investigates the Ebola virus contact tracing process, this study
aims to perform surveillance for persons that were in exposure
for infected patients during 21 days. For this purpose, in
[9], the authors propose and develop an Ebola transmission
model that adopted contact tracing. This model investigates
the perfect timing for contact tracing actions to be done.
Also, the authors differentiate the contact tracing delays into
three types: (1) initiation delays, (2) contact identification
delays, and (3) hospitalization delays. Results showed that
quick contact identification and hospitalization can lead to
decreasing the spread of the epidemic to 50% compared to
delayed identification. In this regard, the authors concluded
that starting the contact tracing process at an early stage is a
must.

In [16], [17], the authors shed light on using social net-
working sites (SNS) for contact tracing activities. Additionally,
the authors ask the official health sectors and specialized
authorities to adopt SNS for controlling and monitoring the
evolution of diseases. The authors pay the attention for using
SNS because SNS is considered as a significant source of
data and knowledge, also the growing popularity of these
sites and enriching on several easy portable devices such as;
smartphones and tablets, this will provide great opportunities
for health sectors to perform the contact tracing in a well-
manner.

Mainly, the contact tracing process depends on studying
well the contacts network of proximity interactions between
persons during the Epidemic period spread. Several attempts
have been done to obtain the knowledge of these physical
interactions to be investigated. For example in [18], authors
get a large scale Facebook data of the interaction between
individuals, authors investigate this data to clarify and present
the disease dynamics in the community. Additionally, in [19]
authors employ wireless sensors to capture face-to-face inter-
actions. In [20], authors describe these attempts as a costly
and resources used can be not available or limited to be
owned for the majority of people. For this purpose, authors
a model for contact tracing based on a mobile phone, and
describe the mobile phone as a powerful tool to capture
communication traces for the contacts with the proximity
interactions. Authors conclude that effective contact tracing
can significantly reduce the impact of the Embedic outbreak.
Moreover, the contact tracing becomes more effective at the
beginning of the Embedic outbreak because the number of
contacts that need to be traced is much less than contacts need
to be traced after the Embedic evolution. Finally, the authors
mentioned that the use of mobile phones to trace contacts can
be a valuable option to stop the Embedic outbreak.

In [21], the authors purpose two models for reducing the
spread of HIV, these models consider the stochastic screen-
ing and contact tracing strategies, these models include (1)
differential infection model (DI), and (2) staged-progression
model (SP). Overall, the DI model focuses on the individuals’

differences during the disease transmission, while the SP
model focuses on more on the time differences for the same
infected person. The authors define the stochastic screening
and contact tracing as intervention strategies to fight the spread
of disease transmission. In this study, the authors formulate
various formulas to generate reproductive numbers and identify
the equilibrium points during the embedic outbreak. Then,
the results produced from either the stochastic screening or
the contact tracing are compared in both models. Results
showed that in the DI model, the contact tracing strategies
are powerfully effective tools to determine and bound the
superspreaders of the diseases, and therefore this can assist
in reducing the final size of the embedic. This feedback is
also consistent with the feedback provided in the following
studies [22], [23], [24], [25]. On the other side, the authors
highlight that in the SP model the stochastic screening is more
effective and has a large effect than contact tracing in limiting
and slowing the spread of the disease. Finally, the authors
conclude that the effectiveness of the intervention strategies
can be determined mainly by the underlying reasons for disease
transmission.

In [26], [27] authors presents that due to the incubation
long period of Ebola virus, which is 11 days, a massive number
can come to physical contacts with infected case and the spread
of the disease will grow rapidly. For this purpose, in [10], the
authors propose a model that incorporates the contact tracing
for prediction and monitoring the reproduction rates for Ebola
infection diseases. The purposed model considers various con-
trol scenarios, to perform a perfect analysis for Ebola disease
characteristics and investigates how these characteristics affect
on the effectiveness of the contact tracing process to control
the Ebola outbreak. These characteristics include: (1) Ebola
disease characteristics, (2) surveillance protocols for infected
and suspected cases, (3) reporting time of the infected cases,
(4) epidemic incubation period, and (5) intervention time
to handle reported cases. Additionally, the authors purpose
formula to highlights the critical cases from contacts that are
traced to obtain reproduction number (Re) less than one. The
formula is as follows: Re = k 1−q

q + km, where k represents
the count of infected contacts that determined in the second
iteration per un-traced contacts identified in the first phase, km
represents the count of infected contacts that determined in the
second iteration per traced contacts identified in first phase,
1−q
q is the odds that probabilities that the reported contact is

not traced. To conclude, Re production number represents the
observation of reported cases per number of contacts traced
(observed cases/total number of contacts traced).

Table I summarizes the main papers with their purposes
and description in this direction.

IV. DOMAINS OF USE AND APPLICATIONS

This section presents the importance of contact tracing in
preventing the spread of epidemics and recent applications of
this technique.

To construct an effective contact tracing application that
can identify contacts of infected individuals, the system should
be loaded over handheld devices. Mobile phones are used by
most people, so developing a mobile application for individuals
will enable authorities to effectively identify contacts. Fig.
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TABLE I. IMPORTANCE AND APPLICABILITY (SUMMARY)

Paper Rational Information Sources Study Selection Keywords Year
Contact tracing and dis-
ease control

introduced methods for contact tracing including
pairwise approximation and fully random simula-
tions methods

Sexual relationships in Manitoba, Canada that con-
tain sexual partnerships between 82 connected indi-
viduals together with the presence of chlamydia and
gonorrhea infection (A model to predict the spread)

Importance and applica-
bility of Contact racing

tracing efficiency;
transmission networks;
pairwise approximations;
stochastic simulation

2003

Modeling the impact
of random screening
and contact tracing in
reducing the spread of
HIV

Purposed two models for reducing the spread of
HIV, these models consider the stochastic screening
and contact tracing strategies, these models include
(1) differential infection model (DI), and (2) staged-
progression model (SP)

Synthetic dataset Importance and applica-
bility of Contact racing

AIDS; Mathematical
modeling; Epidemic
modeling; Screening;
Contact tracing;
Reproductive number;
Endemic equilibrium;
Sensitivity

2003

A high resolution human
contact network for infec-
tious disease transmission

Employed wireless sensors to capture face-to-face
interactions

US 2009 absentee data because of the influenza
(H1N1). The dataset covers CPIs of 94% of the
entire school population, representing 655 students,
73 teachers, 55 staff, and 5 other persons, and it
contains 2,148,991 unique close proximity records

Importance and applica-
bility of Contact racing

disease dynamics;
network topology;
public health; human
interactions

2010

Dynamics and control of
diseases in networks with
community structure

Investigated a large-scale Facebook data to clarify
and present the disease dynamics in the community

Synthetic dataset Importance and applica-
bility of Contact racing

dynamics of infectious
diseases spread; immu-
nization interventions

2010

1) Social Networking
Sites as a Tool for
Contact Tracing: Urge for
Ethical Framework for
Normative Guidance. 2)
Using Social Networking
Sites for Communicable
Disease Control:
Innovative Contact
Tracing or Breach of
Confidentiality?

Investigated using social networking sites (SNS) for
contact tracing activities to control and monitor the
evolution of diseases.

None Importance and applica-
bility of Contact racing

disease control and
surveillance; Social
media applications

2013

Modeling contact tracing
in outbreaks with applica-
tion to Ebola

Proposed a model that incorporates the contact trac-
ing for prediction and monitoring the reproduction
rates for Ebola infection diseases.

Data collected from the West Africa (Sierra Leone
and Guinea) Ebola outbreak

Importance and applica-
bility of Contact racing

Contact tracing;
Ebola; Epidemiology;
Mathematical modeling

2015

Quantifying the impact of
early-stage contact trac-
ing on controlling Ebola
diffusion

Developed an Ebola transmission model that
adopted contact tracing. This model investigates the
perfect timing for contact tracing actions to be done

Synthetic dataset (A model to predict the spread) Importance and applica-
bility of Contact racing

Contact tracing; Ebola;
activity-driven network;
compartmental model;
epidemic model

2018

Contact Tracing and
Quarantine for Covid 19:
Challenges in community
surveillance

Highlighted and investigated community surveil-
lance roles and 109 guidelines to reduce and prevent
the spread of COVID-19 disease

None Importance and applica-
bility of Contact racing

Quarantine; Contact Trac-
ing

2020

2 shows an example of an effective framework that uses
an application loaded over individuals’ mobile phones. An
individual mobile application can automatically connects with
another application in case they are in a specific distance. This
can identify the contacts of each individual. The application
sends these data to the server to store such data. In case an
individual is identified as infected with Covid-19, the contacts
of this person will be notified to isolate themselves and to have
medical attention. Also, the systems gives the statistics of the
spread of Covid-19 for decision makers to decide whether to
force quarantine, isolation, or lock-down for specific regions,
identified by the application.

On 20-March-2020, the government of Singapore pub-
lished an application named TraceTogether which uses Blue-
tooth to track and trace contacts. The TraceTogether appli-
cation works when two users who use the application are
nearby, and a user alerts that he is a COVID-19 patient, the
application starts to notify the Ministry of Health to identify the
network of contacts logged to be near to them. Additionally,
the application communicates with those contacts and reports
them with the proper follow-up actions [28].

In [29], the authors utilize the power of smartphone ap-
plication technology and develop a novel peer-to-peer smart-
phone application that performs the contact tracing process
effectively. The authors sheds the light on the significance of
the contact tracing as it is an essential process that restricts
the transmission of COVID-19 pandemic. The main objective
behind this study is developing a smartphone application
that performs the contact tracing and similarly preserves user
privacy by not collecting any personal information or any
location data. The method adopted in this study that performs
contact tracing with preserving the privacy mainly depends
on a novel data structure named transmission graph, which

Fig. 2. A Depiction of Contact Tracing Framework based on Real-Time
Monitoring of Individuals

consists of nodes and edges, the nodes represent the contact
points between the persons, while the edges represent the
transmission vectors between contact points. Specifically, each
contact point is represented by a node and captures the physical
interaction between two or more persons at a particular time
and location. Finally, the transmission graph has created a
network of interactions between persons and preserves user
privacy at the same time.

In [30], [6], the authors describe several procedures for
performing the contact tracing process. These procedures in-
clude (1) first-order tracing, (2) single-step contact tracing, (3)
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iterative contact tracing, and (3) retrospective contact tracing.
The first order tracing procedure identifies the individuals that
make an immediate direct physical connection with the patient,
these individuals require self-isolation and specific medical
care handle. Furthermore, the first order tracing procedure
does not care about tracing the contacts of the contacts and
leave this to happen in the next step “second-order” after the
first order has been done successfully. The single-step contact
tracing procedure identifies all individuals that contact with
the confirmed infected person, and all these individuals are
considered as infected, also their contacts are identified and the
procedure continues. The Iterative contact tracing procedure,
this procedure performs diagnostic tests for all individuals
in an iterative way, these tests include symptom screening,
and the purpose of this is to discover the infection before
its occurrence. The last type is retrospective contact tracing
procedure, it follows the same steps of the single-step or
iterative procedures, additionally, it investigates the recent past
of the infected person and operates in a reverse way to identify
all individuals that the patient makes a contact with them. The
retrospective contact tracing procedure aims to identify who
was the infected person by the disease.

The Australian government has released an application
named COVIDSafe. This application aims to control the spread
of COVID-19 epidemic, by communication with the expected
individuals who are exposures for the infection. the application
notifies these individuals and alerts them to take all required
immediate precautions [31], [32].

The following studies[5], [29], [33] summarized that the ef-
fectiveness of the contact tracing approaches must consider the
following: (1) contacts identification, (2) contact notifications,
(3) utilizing mobile applications technology for performing
automatic contact recording of the movements and direct
physical communications, and (4) narrowcast communication
via messages.

During the period between 2014 and 2016, the Ebola
virus disease (EVD) outbreak has a dangerous effect on the
following countries in Africa; such as Liberia, Guinea, and
Sierra Leone. As a result, 28,000 cases are reported as infected
and above 11,000 deaths as per the study introduced in [34].
In [35], authors developed a smart-phone application named
Ebola Contact Tracing application (ECT app), to monitor and
trace infected individuals by Ebola in Sierra Leone. This appli-
cation is integrated with an alert system to report symptomatic
individuals and their districts to the response center.

This study [36], discusses how contact tracing is employed
by the Liberian authorities to prevent the spread of Ebola
during (2014-2015). They uses the official reports of number of
cases, provided by the counties, to evaluate the efficiency of the
method. Authors build a model that classified the cases into:
potential cases to represent cases that had previous symptoms,
recovered or died, and Positive Predictive Value (PPV) to
represent traced contacts. It applies their analysis over 25,830
contact tracing records of suspected cases during the period
from June 4, 2014 to July 13, 2015. These cases represent
26.7% of total EVD cases. Contact tracing showed its ability
to detect 3.6% of new cases during its operational time.

Authors in [37] study the spread of the severe acute
respiratory syndrome (SARS) in Hong Kong in 2003. The

authors apply contact tracing over index-cases that have been
in hospitals based on questionnaires. Nurses run these ques-
tionnaires to identify contacts of index-cases to inform them
to isolate themselves and to have medical care. Also, the
questionnaires were used to identify the transmission paths
to index-cases. Analyzing the questionnaire results allows the
authorities to cluster index-cases using multiple criteria, such
as demographic (housing and working locations), age (friends
and schools), and workplaces. These data allow the authorities
to locate the hot-spots to quarantine them and to prevent the
spread of the epidemic.

Authors provide a case study analysis for the spread of the
Severe Acute Respiratory Syndrome CoronaVirus 2 (SARS-
CoV-2) in Wuhan, China. The paper analyzes a dataset of
patients in the Shenzhen provenance to identify the efficacy
of applying the contact tracing in preventing the spread of
the epidemic. The study focuses on applying the contact
tracing to detect transmission paths and prevent new infections.
The Shenzhen Center for Disease Control and Prevention
(CDC) applies contact tracing to track the contacts of infected
individuals. Results shows that the prediction of new cases
based on contact tracing was very similar to those cases found
through traditional surveillance and from hospital records [38].

In [39], the authors provide a study for different non-
pharmaceutical interventions (NPI) to mitigate and suppress
the spread of Covid-19 epidemic. They classifies the NPIs
into two classes: mitigation and suppression interventions. The
mitigation interventions aim to reduce the need of healthcare
system by protecting people from severe infection. The miti-
gation interventions include: isolation, quarantine, and social
distancing. The suppression aims to minimize the number of
new cases and keeps that situation for a long time. Examples of
the suppression interventions are: school and university closure
and social distancing for long time. The authors provide a
study for the impact of each NPI on the spread of Covid-19 and
the impact of combining multiple interventions. The authors
conduct the study over data collected from China, United King-
dom, and United States. Results show that combining multiple
interventions can have a substantial impact in preventing the
spread of the epidemic. These interventions affect the economy
of the countries on both short and long terms, so countries
should choose carefully the suitable NPIs for them.

A. Sexual Disease Monitoring

The Human Immunodeficiency Virus (HIV) is a serious
virus that damages the immune system. It damages and kills
the CD4 cells, which makes the patient body vulnerable to get
infected with different infections and cancers. The HIV can
be transmitted thou rough body fluids, such as blood, semen,
breast milk, and rectal fluids [40]. The early detection of the
HIV gives a higher probability of patients to get treated.

Dennis et al. [40] propose an integration between contact
tracing and phylogenetics to control the spread of HIV in North
Carolina (NC). They initiate a routine public screening test for
HIV. These tests allow the authorities to identify individuals
with acute HIV infection (AHI) [41]. After identifying the
infected individuals, they will be investigated to construct
networks of suspicious individuals to identify transmission
paths and warn infected contacts to get medical care. This
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enables the authorities to control the outbreak of the epidemic.
Contact tracing enables the authorities to construct a spatiotem-
poral clustering of infected individuals, which resulted into
identifying the increase of AHI among Men that had sex with
Men in two regions in NC.

Lin et al. [42] proposed another application of contact
tracing in controlling the spread of sexual diseases. They
employ contact tracing to identify infected individuals with
HIV in Taizhou Prefecture, Zhejiang Province in China. They
study collected the data in the period (2008–2010). Data were
gathered from volunteers that were subjected to the HIV test.
Individuals that have HIV-positive are subjected to surveys
to construct a network about their contacts using surveys.
The study enables the authorities to identify 463 new HIV-
infected cases. The contact tracing starts with 398 as index-
cases to construct their network using surveys. Tracking the
398 index-cases results into tracking 1,403 sexual contacts.
The early identification of HIV-infected individuals enables the
authorities to inform suspicious individuals to have medical
care, which decrease the number of late diagnosis that may
acquire immunodeficiency syndrome (AIDS).

B. Social Networking

In [43], the authors discuss how to construct an efficient
model that can simulate the dynamics of an epidemic spread in
large social contact networks (SCN)s. Large SCNs need huge
computation capability to run the simulation algorithms. The
authors proposed applying parallel models to simulate huge
SCNs to get results in an affordable time. The authors use
the high performance computing clusters to run their model in
parallel. Running algorithms in parallel needs the SCN to be
partitioned. The main problem of SCNs is the distribution skew
in these networks as there are some nodes, which are connected
to multiple nodes (hubs) and normal nodes connected to a
small number of nodes. To partition the hubs, the authors
propose splitting the hubs (malls and metros) into fixed splits to
run the algorithm over each split in parallel. Also, they propose
partitioning the agents (visitors) to mimic the dynamics of the
network. The authors test their method over multiple datasets
and result show the efficiency of the method.

In [44] the authors propose constructing a model that can
simulate the spread of an epidemic. They focus on the social
networks of contacts and how can an epidemic propagate
in such networks. They consider the heterogeneity of social
networks and do not give the same probability to all social
network members to get infected at the beginning of the
epidemic. They consider the “crowding” or “protection effect”
in their model. They develop an Infected-Susceptible-Infected-
Recovered (ISIR) model to simulate the spread of an epidemic.
Results show that only networks with multiple links have
high probability to get infected. Also, they evaluate four
immunization strategies and find that the high-degree set and
critical set immunization strategies are the best techniques to
prevent the spread of the epidemic.

Mainly, to ensure that all contact tracing applications
working effectively, they must pass through four stages. Fig.
3 summarize these stages.

The next section describes the new directions of applying
contact tracing and the challenges that faces these directions.

Fig. 3. Contact Tracing Stages

V. OPEN DIRECTIONS AND CHALLENGES

This section highlights the main challenges of applying
contact tracing for real-life applications.

In [8], the authors highlight the privacy concerns as the
constraints that limit the functionality of contact tracing appli-
cations, and they analyze the implications of these concerns
and discussed the ways of improvements. The authors sum-
marized the privacy concerns as following: (1) protection of
contacts privacy form the snoopers, (2) ensuring the privacy
from contacts, and (3) ensuring the privacy from authorities.

The authors in [45], [46], [47], discussed as classified the
challenges in contact tracing process as follows: (1) Inability
to fully identify contacts, (2) the lack in reporting systems that
adopted on papers, (3) incomplete contact lists, (4) inefficien-
cies in data collection, (5) transcription errors during the early-
stage of the contact tracing, specifically during the contact’s
identification, and (6) delays in identification and isolation of
the suspected individuals from these contacts.

In [48], the authors highlight some challenges that face the
contact tracing process such as; the need to involve large labor
to trace the contacts efficiently and accurately. For example,
(1) the Canadian Health Sector opens the door for a volunteer
workforce to perform the tasks of contact tracing and other
relevant tasks [49], (2) In South Korea, the governments
employed a huge number of medical staff and other workers
at the peak of COVID-19 disease outbreak to trace contacts
and controls this epidemic [50].

In [51], the authors classify the individual contact tracing
methods into two categories: static and dynamic contact tracing
methods. Fig. 4 shows a categorization of contact tracing
devices according to contact tracing methods. The authors
consider that static individual contact tracing to include: ques-
tionnaires and surveys. Although these methods have been
effective in dealing with sexual diseases [52], [52], they have
certain drawbacks that can be summarized into: (1) not giving
an online assessment of the epidemic spread, (2) need of labor
force (3) time consuming, (4) need to find contacts one by
one. Online versions of these methods, such as online ques-
tionnaires and online surveys have been proposed to provide
an online assessment of the spread of an epidemic [53], [54],
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Fig. 4. Categorization of Devices used in Contact Tracing

[55]. Despite of their advantages, the authors consider that the
online methods still do not give a real-time information for
decision makers and users sometimes fill them with incorrect
information [56]. Considering the dynamic contact tracing
methods, the authors focus on mobile applications, wireless
sensors, and GPS [57], [58], [59], [60], [61], [62], [63]. They
identify different challenges of these methods. Considering
mobile applications, the battery of mobiles represent a great
challenge as it has a limited life-time. The wearable sensors
are expensive to track a huge number of people and partic-
ipants do not like to wear them because of privacy issues.
The Radio Frequency Identification Devices (RFID)s have a
limited range for sending and receiving data. Even the Global
Positioning Systems (GPS) devices have limitations as they
are not effective to be used in closed areas, such as schools
and universities [51].

VI. MODELS

This section discusses how researchers can construct mod-
els that can describe the spread of epidemics and the impact of
applying contact tracing in limiting the outbreak of epidemics.

Models are developed to predict the spread of epidemics,
they can be classified into two categories: deterministic and
stochastic models [64]. The deterministic model is formulated
as a system of differential equations, which generates the same
solution each time in case the conditions and parameters’
values are the same. The main advantage of deterministic
models is their ability to show how the initial conditions can
affect over the behavior of the model. A stochastic model can
be constructed based on differential equations. It has at least
one probabilistic parameter, which makes the output changes
each time the model is run [64].

In [65], the authors introduce conceptual models to sim-
ulate the outbreak of COVID-19 in Wuhan, these models
consider the reaction of human behaviors and actions needed
from the governments. The objective of these models is to
distinguish and understand the future trends of the outbreak
and predict the future ratio. Finally, these models can catch
the COVID-19 paths and logged all anticipated future trends
of the outbreak. The authors use important information about
the COVID-19 to build the model correctly. These information
include incubation time, time from onset to discharge from
hospital or die. Fig. 5 shows the important stages of each

person when he gets an infection until he becomes non-
infectious again.

Fig. 5. Infection Progress of Covid-19

In [66], the authors propose an epidemiological model that
depicts reality. This objective of this model is to describe and
control the evolution of the diseases and predict individuals
with high-risk exposures. The authors admit that the leverage
of this model lies in generating the prediction results within a
short time and how this will be useful in emergency response
systems.

In [67], the authors propose an epidemiological model
named “Susceptible-Infectious-Recovered-Dead (SIDR)”
model, this model is designed to monitor the evolution of
COVID-19 epidemic. The monitoring of the COVID-19
epidemic outbreak is done by providing and predicting the
following estimates: (1) estimates about infection cases, (2)
estimates about mortality, (3) estimates about recovery rates,
and (4) estimates about basic reproduction number. These
estimates are generated daily. The objective behind this model
is to expect the outbreak evolution of the COVID-19 epidemic
three weeks ahead before it happens.

In [30], the authors investigate how the effectiveness of
contact tracing can limit the evolution of infectious diseases.
The authors investigate a contact tracing model that is appro-
priate for most infections. Several cases are investigated using
this model and result concluded that: (1) the variability of
detection time leads to an effective contact tracing, and (2)
the iterative tracing can increase the effectiveness, and (3) in
general, there is no specific formula to predict the proportion
that will be traced.

In [68], the authors focus on constructing a stochastic
network-based simulator that can predict the spread of the
Covid-19 epidemic. They develop the simulator based on
the data gathered from Republic of Kazakhstan, taken as
case study. The simulator is based on Susceptible-Exposed-
Infectious-Recovered (SEIR) model to represent the transition
of individuals among different infection states. To verify the
efficacy of the model, authors run the simulator over data
collected form Lombardy (Italy). Different parameters have
been tuned and the simulator was helpful in predicting the
duration and number of infected individuals during the spread
of the epidemic.

In [69], the authors develop a stochastic model based
on the susceptible-infectious-removed to discuss the effect of
applying contact tracing to mitigate the spread of the epidemic.
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Fig. 6. Prediction Models (Reproduction Ratio)

They represent the spread of the epidemic in social networks
with a graph. This facilitates the task of contact tracing in
identifying new suspicious individuals. The model shows the
effectiveness of contact tracing in stopping the exponential
growth of the epidemic, especially in medium states. Also,
the model shows the effectiveness of random screening of
individuals in limiting the spread of the epidemic.

In [70], the authors provide a statistical model to evaluate
the severity of Covid-19 based on the data collected from
Wuhan, Hubei. The data was collected from national and
provincial health commissions in Wuhan. They extend their
work by including the data of 37 countries to study the
fatality of Covid-19 in these countries. The data has been used
to provide an estimation for important characteristics of the
epidemic, such as time from onset to death or to discharge
from hospital, and case fatality ratio. The model applies first
over the data collected from China, then the model is applied
over the data gathered from other countries. Results shows
that the estimations generated from model were very similar
to real data collected from the authorities in China and other
countries.

In [64], the authors focus on developing a stochastic
susceptible-infected-recovered (SIR) model that combines con-
tact tracing to analyze the effect of contact tracing in con-
trolling the spread of epidemics. The methods used the tree
structure to simulate the spread of the epidemic. The authors
derive equations that can describe the spread of the epidemic
and the effect of the intervention tools over the spread rate.
These equations are then applied over non-tree contact graphs.

In [71], the authors present an analysis of different models,
proposed to simulate the spread of two epidemics: SARS
and Middle East Respiratory Syndrome (MERS). The authors
defines and discusses the important parameters that can affect
on the efficiency of the models, such as the basic reproduction
number, incubation period, latent period and infectious period.
Also, they extend their work to study the effect of the inter-
vention techniques in mitigating or stopping the spread of the
epidemic, such as quarantine, isolation, and contact tracing.

Basically, the output of the contact tracing process includes
the following: (1) infection cases, (2) mortality cases, and (3)
recovery cases. These outputs can be considered as an input for
any prediction model that anticipates the reproduction ratio of
the infection. Fig. 6 concludes inputs and outputs for prediction
models that try to predict the production ratio of infection.

VII. CONCLUSION

The contact tracing process is a mitigation and monitoring
strategy that aims to capture infectious diseases to control
their outbreak in adequate time. In this paper, we reviewed
various applications developed contact tracing process, dis-
cussed in great detail the challenges that limit contact tracing
applications, such as privacy concerns, lack of identifying
contacts, and delays in identification fully. In this survey, we
have shown how researchers can construct models that can
describe the spread of epidemics and the impact of applying
contact tracing in limiting the outbreak of epidemics. Finally,
We have surveyed and listed open directions, applications, and
its domain of use.
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Abstract—The outbreak of COVID-19 in 2019 has brought
greater international attention to emergency decision making and
management. Since emergency situations are often uncertain,
prevention and control are crucial. For better prevent and
control, according to the characteristics of emergency incidents,
the paper proposes a new form of linguistic expression trape-
zoidal Pythagorean fuzzy probabilistic linguistic variables to
express decision-making information. Next, the paper develops
the operational rules, value index and ambiguity of trapezoidal
Pythagorean fuzzy probabilistic linguistic variables. Then, the
new trapezoidal Pythagorean fuzzy probabilistic linguistic prior-
ity weighted averaging PROMETHEE approach is introduced
to aggregate the trapezoidal Pythagorean fuzzy probabilistic
linguistic information combining with preference relation. Finally,
an emergency decision making case of prevention of infec-
tious diseases analysis illustrate the necessity and effectiveness
of this method, the results of comparative and experimen-
tal analyses demonstrate that the constructed new trapezoidal
Pythagorean fuzzy probabilistic linguistic priority weighted av-
eraging PROMETHEE approach owns better performances in
terms of effectiveness and reasonability.

Keywords—COVID-19; emergency decision model; trapezoidal
Pythagorean fuzzy probabilistic linguistic variables; preference
relations; PROMETHEE approach

I. INTRODUCTION

COVID-19 first appeared in Wuhan, China, on December
30, 2019. Due to its pandemic characteristics, long incubation
period and strong transmission capacity, COVID-19 is now
expanding globally, with more than 133.14 million people
infected worldwide as of April 5, 2021, a lot of researchers
have done a lot of research on this [1], [2], [3], [4]. This poses
a great threat to people all over the world. After the COVID-
19 incident happened, China and the international community
have paid more attention to emergency management. Hence,
how to choose an effective emergency response plan and
organize it quickly to reduce casualties and property losses
has been reconsidered by governments, public and scholars all
over the world. But in real life, all kinds of sudden events
occur frequently, and the evolution of abrupt events is often

uncertain. This may lead to multiple emergency scenarios.
Considering the urgency of emergencies and the complexity
of the matter, the emergency command department often
organizes many experts from the relevant departments, and
the expert may prefer to express their opinion by linguistic
terms, just like [5], [6], [7], [8]. For instance, the linguistic
term ”good”, ”bad” or ”very bad” can be used to express the
alternative. Due to the ambiguity and complexity of human
cognition, one issue of emergency decision making is how
to express the experts evaluations or preference information
accurately [9], [10], [11].

In several real situations, professional judgments could not
be expressed and interpreted as certain qualitative numbers;
In other words, data and certain numbers are insufficient
for modeling the real-world systems because of ambiguity
and uncertainty in the judgment of decision-makers. In pre-
vious researches on emergency management, the linguistic
term set (LTS) has been introduced into various emergency
decision-making processes, like [12], [13], [14]. Whereafter,
Xu et al.[9] applied the probabilistic linguistic term set(PLTS)
to emergency management. But the trapezoidal Pythagorean
fuzzy probabilistic linguistic term set(TrPFPLTS) has not been
applied to emergency management events so far, even the
application of PTS to emergency management is rare. In fact,
TRPFPLTS has greater flexibility and wider applicability than
other PLTS or LTS. It not only allows experts to use more than
one linguistic term to express their preference, but also reflects
the different probability of occurrence of all possible linguistic
terms. At the same time, it is more comprehensive in the
expression of fuzzy information. In this study, the paper will
select the TRPFPLTS to represent the fuzzy decision informa-
tion and uncertainty probability of the decision makers(DMs)
for the emergency event. Take prevention and control of a local
outbreak of infectious diseases as an example. When an infec-
tious disease breaks out somewhere and its source is unknown,
the emergency command department invites several experts to
assess and judge the infectious ways: population density, air
pollution index, number of parks and entertainment equipment,
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density of restaurants, density of cultural and educational
centers. In different cases, the proportion of influencing factors
is different, for that reason it is very necessary to introduce
TRPFPLTS to represent the real situation and the behavior of
DMs.

It is unlikely that a single expert will consider all as-
pects of infectious disease control. Multiple attribute group
decision making (MAGDM) is to find a collective solution
to a decision-making problem in which a group of experts
express their opinions regarding multiple alternatives. However
even in a friendly environment, a lot of differences across the
expert group are generated inevitably, and greatly discordant
opinions are aggregated and this may lead to an intermediate
opinion with which no expert totally agrees. In MAGDM,
the information provided by the experts has different forms.
Because of the nature of infectious diseases, it is difficult
for emergency response authorities to provide an accurate
assessment and determine the route of transmission among the
many influencing factors. Therefore, in order to determine the
cause of the outbreak of the infectious disease, we introduced
a preference relationship(PR) to make a pairwise comparison
of the influencing factors. Because linguistic variables are the
natural expressions of DMs, researchers often use linguistic
preference relations(LPR) to express DMs’ subjective prefer-
ences. Herrera et al. [15], Liu et al. [16], Liu. p et al. [17]
and Dong[18] respectively apply the LPR to multi-attribute
group decision making(MAGDM). Due to the neglect of the
probabilistic nature of linguistic terms in DMs’s judgment,
the linguistic preference relation has some limitations. Hence
Zhang et al. [19], [20], Alonso et al. [21], Wang et al. [22] put
forward different probabilistic language preference relations
respectively and applied them to different fields.

It’s important to find proper way to aggregate the PRs.
So far, various formats of aggregation approach have been
put forward to aggregate decision making preferences. Due to
the increasing complexity of social problems, more and more
researchers are using PROMETHEE approach to provide solu-
tions for DMs through priority relationships, which is based on
pairwise comparisons between alternatives. The PROMETHEE
method is extremely useful in complex decision making pro-
cesses, especially real world MAGDM problems involving
human perception and subjective judgment of experts. It is
worth noting that the PROMETHEE method has considerable
advantages when collaboration among specialists are restricted
by their distinct fields of expertise. The PROMETHEE method
is a robust decision making approach since it determines the
relative merits of alternatives by comparing them in pairs,
rather than ranking all of them directly. This approach can
avoid the round off error which may occur during data nor-
malization. Lolli et al. [23] defined the elicitation of criteria
weights in PROMETHEE based ranking methods. Gul et al.
[24] propoesed a fuzzy logic based PROMETHEE method for
material selection problems.

From the previous research, with the diversity, complexity
of the MAGDM problem, although a lot of researches on the
PRs at this stage, there are still many defects:

(1) They are limited in their depiction of each person’s
point of view, using only a single linguistic term to express an
evaluation of an object. It can be seen that due to the limited
knowledge and the complexity of reality, people often carry

out the evaluation with a certain degree of uncertainty. For
example, one may use ”very good”, ”good”, ”somewhat good”
to describe the quality of a product, rather than simply “good”
or “bad”.

(2) They did not fully take into account the poor structural
of the information itself, and only considers the fuzziness of
the MAGDM problem. Therefore, the paper have made several
innovations on the basis of previous studies.

(3) When a simple aggregation operator aggregates group
decision information, it retains less information and loses the
original information, which seriously leads to the loss of fuzzy
information.

Based on the above investigation, we’ve improved and
expanded on previous methods. This paper makes significant
contributions on the probabilistic linguistic MAGDM prob-
lems:

(1) The paper proposes a new form of linguistic expression
trapezoidal Pythagorean fuzzy probabilistic linguistic variables
(TrPFPLVs) and trapezoidal Pythagorean fuzzy probabilis-
tic linguistic preference relations (TrPFPLPRs) to express
decision-making information.

(2) The paper develop the operational rules, value index and
ambiguity index of trapezoidal Pythagorean fuzzy probabilistic
linguistic variables (TrPFPLVs).

(3) The paper introduce the new trapezoidal Pythagorean
fuzzy probabilistic linguistic priority weight(TrPFPLPW)
PROMETHEE approach to aggregate the trapezoidal
Pythagorean fuzzy probabilistic linguistic information.

The remainder of this paper is organized as follows. Section
2 reviews the concept of linguistic term sets, probabilistic
linguistic term set and probabilistic linguistic preference re-
lationship. Section 3 proposes the TrPFPLVs and TrPFPLPRs
to express the MAGDM information, and proposed the oper-
ations and operational rules of TrPFPLVs. Section 4 develops
TrPFPLPWA-PROMETHEE approach to aggregate the trape-
zoidal Pythagorean fuzzy probabilistic linguistic information.
An emergency decision making model is introduced in Section
5. Section 6 presents a case study: prevention of infectious
diseases. The paper ends with some concluding remarks in
Section 7.

Xiao yue

June 28, 2022

II. PRELIMINARIES

This section present some basic definitions to facilitate our
presentation.

A. The Linguistic Term Sets

A linguistic value is less precise than a number, however
it is closer to human cognitive process. Therefore it is used to
solve uncertain problems successfully. The LTSs are used to
express the DMs’s opinion over the considered objects, which
is initial and totally ordered. It can be defined as follows [25]:
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Definition 1. Suppose that S = {si|i = −τ, ...,−1, 0, 1, ..., τ}
be a pre-established finite and totally ordered discrete linguis-
tic term set, where si denotes the ith linguistic value of S and
τ represents the cardinality of S.

In which si < sj iff i < j. Usually, in these cases, it is
often required that the linguistic term set satisfies the following
additional characteristics [26], [28], [27], [29]:

(1) There is the negation operator, Neg(s̃i) = sj , j =
τ − i+ 1.

(2) The maximum operator:Max(si, sj) = si if si ≥ sj .
(3) The minimum operator:Min(si, sj) = si if si ≤ sj .

Example 1. The set of nine terms S could be given as
follows[30], [31]:

S = {s−4 = extremely bad(EB), s−3 = very bad(V B),
s−2 = bad(B), s−1 = little bad(LB), s0 = general(G),
s1 = little good(LG), s2 = good(G), s3 = extremely
good(EG), s4 = perfect(P )},

B. Probabilistic Linguistic Term Sets

In LTSs, each linguistic term value is equally important
by default while ignoring the preference information in group
decision making. Then Pang et al. [32] defined the PLTS to
solve this problem.

Definition 2. Let S = {si|i = −τ, ...,−1, 0, 1, ..., τ} be a
LTS, the PLTS can be defined as:

L(p) = {L(k)(P (k))|L(k) ∈ S, P (k) ≥ 0, k = 1, 2, ...,#L(p),
(1)

and
#L(p)∑
l=k

P (k) ≤ 1} (2)

where L(k)(P (k)) denotes the kth linguistic term L(k)

with the probability P (k), and #L(p) is the number of
linguistic terms in L(p). For the PLTS L(p), let pN(k) =

p(k)/
∑#L(p)

k=1 P (k)(k = 1, 2, ...,#L(p)), then get the normal-
ized PLTS (NPLTS), denoted as L(p)N = {LN(k)(pN(k))|k =
1, 2, ...,#L(p)}. The PLTS is composed of the linguistic terms
and the corresponding probabilities rather than the linguistic
terms only. To be concise, the elements in the PLTS, i,e.,
L(k)(p(k))(k = 1, 2, ...,#L(p)), are called probabilistic lin-
guistic elements (PLEs).

To conduct computation, some operations are defined[32]:

(1) L(p)1 ⊕ L(p)2 = {L(k3)
3 p

(k3)
3 |k3 = 1, ...,#L(p)3},

where L
(k3)
3 = L

(k1)
1 ⊕ L

(k2)
2 , p

(k3)
3 = p

(k1)
1 p

(k2)
2 (k1 =

1, ...,#L(p)1; k2 = 1, ...,#L(p)2);

(2) λL(p)1 = {λL(k1)
1 p

(k1)
1 |k1 = 1, ...,#L(p)1}.

The operational laws related to the linguistic terms in PLTS
satisfy[30]:

(1) sα ⊕ sβ = sα+β , , where λ ∈ [0, 1];

(2) neg(sα) = s−α, especially, neg(s0) = s0.

(3) λsα = sλα

C. Probabilistic Linguistic Preference Relations

In many MAGDM problems, the experts use the PLTSs
to express their preference degrees of one alternative over
another. The preference relation with the PLTSs is called
PLPR. For a finite set of alternatives X = x1, x2, . . . , xn(n ≥
2), the PLPR is defined on the linguistic evaluation scale
S = {sα|α = −τ, ...,−1, 0, 1, ..., τ}.

Definition 3. [33]. Given a PLPR B = (L(p)ij)n×n ⊂ X×X
, L(p)ij indicates the preference degrees of the alternative
xi over xj and L(p)ij satisfies the following conditions: (1)
p
(k)
ij = pkji, L

(k)
ij = neg(L

(k)
ji ),L(p)ii = {s0(1)} = {s0},

#L(p)ij = #L(p)ji; (2)Lk
ijp

k
ij ̸= L

(k+1)
ij p

(k+1)
ij for i ̸=

j,Lk
jip

k
ji ≥ L

(k+1)
ji p

(k+1)
ji for i ≥ j.

III. TRAPEZOIDAL PYTHAGOREAN FUZZY
PROBABILISTIC LINGUISTIC VARIABLES AND

TRAPEZOIDAL PYTHAGOREAN FUZZY PROBABILISTIC
LINGUISTIC PREFERENCE RELATIONS

In this part, TrPFPLVs and PPLPRs are introduced.

A. Trapezoidal Pythagorean Fuzzy Probabilistic Linguistic
Variables

In order to describe the uncertain , complexity and poor
structural probabilistic linguistic information more accurately
and completely, the paper propose TrPFPLVs to express mak-
ing decision information.

Definition 4. Let t̂k = ([sφt̃k
];µt̃k

(xk), νt̃k(xk); pt̃k) for
all k = 1, 2, ..., n be a PFPLVs, where sφt̃k

represents a
possible value for a linguistic label, If sφt̃k

= s(αk,βk,γk,θk),
that is t̂k = ([s(αk,βk,γk,θk)];µt̃k

(xk), νt̃k(xk); pt̃k) be the
TrPFPLV. If sφt̃k

= s(αk,βk,γk,θk) and βk = γk, which is
triangle Pythagorean fuzzy probabilistic variables(TPFPVs).
µt̃k

(xk) and νt̃k(xk) represent the degrees of membership and
nonmembership respectively, and satisfy 0 ≤ µt̃k

(xk) ≤ 1 ,
0 ≤ νt̃k(xk) ≤ 1 and 0 ≤ µ2

t̃k
(xk) + ν2

t̃k
(xk) ≤ 1. π2

t̃k
(xk) =

1− µ2
t̃k
(xk)− ν2

t̃k
(xk) is interpreted as indeterminacy degree

or a hesitancy degree. pr̃k) indicates the degree of certainty
of his/her preference for the decision problem.

Such as his/her preference can be expressed as
([ŝ3];µr̃k(xk), νr̃k(xk); 0.5), it can be interpreted as he/she is
50% sure that the alternative is bad in comparison with other
alternative.

if a decision maker prefers the alternative, he/she will
use “positive” linguistic labels, such as “bad” or “little bad”,
to describe his/her degree of preference. Different “positive”
linguistic labels reflect different preference degrees of the
DMs. Inspired by [34], [31], the TrPFPLVs set of nine terms
T can be given follows:
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T̂ = {t̂1 = ([s0, s1, s2, s3];µt̃k
(xk), νt̃k(xk); pt̃k)

= extremely bad(EB),
t̂2 = ([s1, s2, s3, s4];µt̃k

(xk), νt̃k(xk); pt̃k)
= very bad(V B),

t̂3 = ([s2, s3, s4, s5];µt̃k
(xk), νt̃k(xk); pt̃k)

= bad(B),
t̂4 = ([s3, s4, s5, s6];µt̃k

(xk), νt̃k(xk); pt̃k)
= little bad(LB),

t̂5 = ([s4, s5, s6, s7];µt̃k
(xk), νt̃k(xk); pt̃k)

= general(G),
t̂6 = ([s5, s6, s7, s8];µt̃k

(xk), νt̃k(xk); pt̃k)
= little good(LG),

t̂7 = ([s6, s7, s8, s9];µt̃k
(xk), νt̃k(xk); pt̃k)

= good(G),
t̂8 = ([s7, s7, s9, s9];µt̃k

(xk), νt̃k(xk); pt̃k)
= extremely good(EG),

t̂9 = ([s8, s9, s9, s9];µt̃k
(xk), νt̃k(xk); pt̃k)

= perfect(P )}

Inspired by Xian’s work [35], the paper further propose
operational laws for TrPFPLVs to facilitate the calculation.

Definition 5. Let T̂ = (t̂1, t̂2, ..., t̂n) be the set of all
TrPFPLVs, and t̂1 = ([sα1 , sβ1 , sγ1 , sθ1 ];µt̂1

, νt̂1 ; pt̂1),
t̂2 = ([sα2

, sβ2
, sγ2

, sθ2 ];µt̂2
, νt̂2 ; pt̂2), t̂ =

([sα, sβ , sγ , sθ];µt̂, νt̂; pt̂) ∈ Ŝ. λ, λ1, λ2 ∈ [0, 1], their
operational laws and properties are defined as follow:

(1) t̂1 ⊕ t̂2 = ([sα1+α2 , sβ1+β2 , sγ1+γ2 , sθ1+θ2 ];√
µt̂1

2 + µt̂2
2 − µt̂1

2µt̂2
2, νt̂1νt̂2 ; pt̂1pt̂2);

(2) λ⊙ t̂ = ([sλα, sλβ , sλγ , sλθ];
√
1− (1− µt̂

2)λ, νλ
t̂
; pt̂);

(3) t̂1 ⊕ t̂2 = t̂2 ⊕ t̂1; t̂1 ⊗ t̂2 = t̂2 ⊗ t̂1;

(4) λ⊙ (t̂1 ⊕ t̂2) = λ⊙ t̂1 ⊕ λ⊙ t̂2;

(5) (λ1 + λ2)⊙ t̂ = λ1 ⊙ t̂⊕ λ2 ⊙ t̂.

In order to rank alternatives, it is necessary to consider
how to compare two TrPFPLVs. Pang et al. [32] defined
the comparison between PLTSs, Xian et al. [35] defined the
concepts of the compare the TrPFLVs, but there is some
set of information can not be compared by the TrPFPVs.
Consequently we put forward a method to compare multiple
TrPFPVs. In order to do so, in the following, we define the
score of TrPFPVs:

Definition 6. Suppose Let t̂k = ([sφr̃k
];µr̃k(xk), νr̃k(xk); pr̃k)

for all k = 1, 2, ..., n be a TrPFPLVs, the value index of
TrPFPVs are defined as:

Lµi
(φ+(Ai)) = (m1αi +m2βi +m3γi +m4θi)µi(φ

+(Ai))
(3)

Lνi
(φ+(Ai)) = (m1αi +m2βi +m3γi +m4θi)νi(φ

+(Ai))
(4)

Lµi
(φ−(Ai)) = (m1αi +m2βi +m3γi +m4θi)µi(φ

−(Ai))
(5)

Lνi
(φ−(Ai)) = (m1αi +m2βi +m3γi +m4θi)νi(φ

−(Ai))
(6)

Pµi
(φ+(Ai)) = (−m1αi−m2βi+m3γi+m4θi)µi(φ

+(Ai))p(Ai)
(7)

Pνi
(φ+(Ai)) = (−m1αi−m2βi+m3γi+m4θi)νi(φ

+(Ai))p(Ai)
(8)

Pµi(φ
−(Ai)) = (−m1αi−m2βi+m3γi+m4θi)µi(φ

−(Ai))p(Ai)
(9)

Pνi(φ
−(Ai)) = (−m1αi−m2βi+m3γi+m4θi)νi(φ

−(Ai))p(Ai)
(10)

where m1,m2,m3,m4 ∈ [0, 1] , m1+m2+m3+m4 = 1.
The value of m1,m2,m3,m4 is different and they depend on
the degree of preference of the DMs for MAGDM problems.
φ+(Ai) and φ−(Ai) are respectively trapezoidal Pythagorean
fuzzy positive dominant flow and trapezoidal Pythagorean
fuzzy negative dominant flow, they are introduced in Section 4,
which will not be repeated here.

On the basic of the concept of Definition 6, a method
compare between two TrPFPLVs is introduced in detail.

Definition 7. Let t̂k = ([sα, sβ , sγ , sθ];µr̃, νr̃; pr̃),
t̂1 = ([sα1

, sβ1
, sγ1

, sθ1 ];µr̃1 , νr̃1 ; pr̃1), t̂2 =
([sα2

, sβ2
, sγ2

, sθ2 ];µr̃2 , νr̃2 ; pr̃2) be any three TrPFPLVs.

E(φ+(Ai)) = ρiLµi
(φ+(Ai)) + (1− ρi)Lνi

(φ+(Ai)) (11)

E(φ−(Ai)) = ρiLµi
(φ−(Ai)) + (1− ρi)Lνi

(φ−(Ai)) (12)

E(φ(Ai)) =
E(φ+(Ai))

E(φ+(Ai)) + E(φ−(Ai))
(13)

P (φ+(Ai)) = ρiPµi(φ
+(Ai)) + (1− ρi)Pνi(φ

+(Ai)) (14)

P (φ−(Ai)) = ρiPµi(φ
−(Ai)) + (1− ρi)Pνi(φ

−(Ai)) (15)

P (φ(Ai)) =
P (φ+(Ai))

P (φ+(Ai)) + P (φ−(Ai))
(16)

Where ρi is a parameter used to demonstrate the different
degrees between two alternatives, ρi ∈ [0, 1]. Then the paper
have

(1) If E(φ(A1)) < E(φ(A2)), then A1 is smaller than A2,
denoted by A1 < A2.

(2) If E(φ(A1)) = E(φ(A2)), then:

(a)If P (φ(A1)) < P (φ(A2)), then A1 is smaller than A2,
denoted by A1 < A2.

(b) If P (φ(A1)) = P (φ(A2)), then A1 and A2 represent
the same information, denoted by A1 ∼ A2.

Example 2. If φ+(A1) =
([s3.3, s3.9, s4.3, s4.75]; 0.8329, 0.1000; 0.0039),
φ−(A1) = ([s1.5, s2.05, s2.65, s3.25]; 0.8944, 0.1861; 0.0059),
φ+(A2) = ([s2.35, s2.85, s3.4, s3.95]; 0.8456, 0.1414; 0.0020),
φ−(A2) = ([s2.45, s3.05, s3.55, s4.1]; 0.8372, 0.1414; 0.0013),
be four TrPFPLVs, Though Definition 6 , we can get

Lµ1
(φ+(A1)) = 3.2418, Lν1

(φ+(A1)) = 0.4108,
Lµ1

(φ−(A1)) = 2.1093, Lν1
(φ−(A1)) = 0.4389,

Lµ2
(φ+(A2)) = 2.6495, Lν2

(φ+(A2)) = 0.4430,
Lµ2

(φ−(A2)) = 2.7557, Lν2
(φ−(A2)) = 0.4654,
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Then though Definition 7, we can get E(φ+(A1)) =
0.9770 , E(φ−(A1)) = 0.7730

E(φ+(A2)) = 0.8843 , E(φ−(A2)) = 0.9235,

E(φ(A1)) = 0.5583 and E(φ(A2)) = 0.4892, we can
clearly see that 0.5583 > 0.4892, that is to say E(φ(A1)) >
E(φ(A2)).

B. Trapezoidal Pythagorean Fuzzy Probabilistic Linguistic
Preference Relations

In the actual decision-making process, the DMs usually
need to express their preference information through pairwise
comparison. Because of the ambiguity of information and the
incomplete understanding of the preference degree between
any pair of alternatives, the DMs can not give the exact mem-
bership degree of the preference information. On the basis of
Zhang et al. [33], the paper defined the trapezoidal Pythagorean
fuzzy probabilistic linguistic preference relations(TrPFPLPRs).

Definition 8. A Trapezoidal Pythagorean fuzzy probabilistic
linguistic preference relations (TrPFPLPRs) on the set X =
x1, x2, . . . , xn is represented by a matrix R̃ = (r̃ij)n×n,
where t̂k = r̃ij = ([sφr̃ij

];µr̃ij (xij), νr̃ij (xij); pr̃ij ) for all
i, j, k = 1, 2, ..., n, where µr̃ij (xij) denotes the degree to
which the object xi is preferred to the object xj , νr̃ij (xij)
indicates the degree to which the object xi is not preferred
to the object xj , and πr̃ij (xij) = 1 − µ2

r̃ij
(xij) − ν2r̃ij (xij)

is interpreted as indeterminacy degree or a hesitancy degree,
where sφr̃ij

represents a possible value for a linguistic label,
if a decision maker prefers A to B, he/she will use “positive”
linguistic labels, such as “good” or “little good”, to express
his/her preference. Different “positive” linguistic labels reflect
different preference degrees of the DMs. pr̃ij represents the
credibility of sφr̃ij

given by the experts when evaluating
alternatives and sφr̃ij

= s(αi,βi,γi,θi) .

For convenience, let t̂k = r̃ij =< [sφr̃ij
];µij , νij ; pij > is

TrPFPLVs, with the conditions:
S = {sφr̃ij

|φr̃ij = −τ, ...,−1, 0, 1, ..., τ}
µij , νij ∈ [0, 1], µji, νji ∈ [0, 1], µij = νji, µii = νii =

√
0.5,

π2
ij = 1− µ2

ij − ν2ij
pij ∈ [0, 1], pij = pji

(17)

where the for all i, j = 1, 2, ..., n. Specially, the TrPF-
PLPR, in which each TrPFPLTS is normalized, is called
the normalized TrPFPLPR (NTrPFPLPR), denoted as R̃N =
(r̃Nij )n×n.

Remark 1.

(1) If neglect the linguistic sφr̃ij
and pr̃ij , that is R̃ =

(r̃ij)n×n = (t̂k)n×n = (µr̃ij (xij), νr̃ij (xij))n×n, we can get
trapezoidal Pythagorean fuzzy preference relations (TrPFPRs).

(2) If 0 ≤ µr̃ij (xij) + νr̃ij (xij) ≤ 1, we can get trapezoidal
fuzzy probabilistic linguistic preference relations (TrFPLPRs).

(3) If neglect the linguistic sφr̃ij
and pr̃ij , 0 ≤ µr̃ij (xij) +

νr̃ij (xij) ≤ 1 , we can get intuitionistic fuzzy preference
relations (IFPRs).

(4) If neglect the probabilistic linguistic term set pr̃ij , we
can get trapezoidal Pythagorean fuzzy linguistic preference
relations (TrPFLPRs).

IV. TRAPEZOIDAL PYTHAGOREAN FUZZY
PROBABILISTIC LINGUISTIC PRIORITY WEIGHTED

AVERAGING PROMETHEE APPROACH

In this part, we propose trapezoidal Pythagorean
fuzzy probabilistic linguistic priority weighted averaging
PROMETHEE (TrPFPLPWA-PROMETHEE) approach. In
dealing with trapezoidal Pythagorean fuzzy probabilistic lin-
guistic making decision problems, it is not enough for tra-
ditional aggregation approach to consider only the fuzziness
of preference, but it is very important to consider the fuzzy
weight among attributes for poor structural making decision
problems, so that we develop the TrPFPLPWA-PROMETHEE
approach.

A. Trapezoidal Pythagorean Fuzzy Probabilistic Linguistic
Priority Weighted Averaging PROMETHEE

The PROMETHEE method is a classic method to deal
with making decision problems. The PROMETHEE method
is a sorting method based on levels above relationships. By
defining the priority function, it can judge the degree of
superiority between alternative according to the difference
between the attribute values of each alternative. The value of
the priority function is 0 ∼ 1, the smaller the function value
is, the smaller the priority degree between the two schemes
under the same attribute, and the larger the function value
is, the greater the priority degree between the two schemes
under the same attribute. It not only considers the fuzzy
preference among alternatives, but also considers the weight
among attributes. At present, many scholars have done a lot
of research on the PROMETHEE, for instance, Le Teno et
al.[36]. Therefore in this part, we develop the TrPFPLPWA-
PROMETHEE approach.

Definition 9. Let t̂k = r̃ij =
([sφr̃ij

];µr̃ij (xij), νr̃ij (xij); pr̃ij ) for all i, j, k = 1, 2, ..., n,
then we can get TrPFPLPWA-PROMETHEE approach:

φ+(Ai) =
1

m− 1
⊕m

k=1,k ̸=i r(Ai, Ak) =
1

m− 1
⊕m

k=1,k ̸=i rik

(18)

φ−(Ai) =
1

m− 1
⊕m

k=1,k ̸=i r(Ak, Ai) =
1

m− 1
⊕m

k=1,k ̸=i rki

(19)

where

r(Ak, Ai) = ⊕n
j=1(wj ⊕ r

(j)
ik ) ={

[s n∑
i=1

ωjαi

, s n∑
i=1

ωjβi

, s n∑
i=1

ωjγi

, s n∑
i=1

ωjθi
];

√√√√1−
n∏

j=1

(1− µ
2(j)
ik )wj ,

n∏
j=1

ν
wj(j)
ik ; p

(j)
i p

(j)
k

}
(20)

and φ+(Ai) is a trapezoidal Pythagorean fuzzy positive
dominant flow, the larger φ+(Ai) is, the higher Ai is relative
to other alternatives. φ−(Ai) is a trapezoidal Pythagorean
fuzzy negative dominant flow, the smaller φ−(Ai) is, and the
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TABLE I. PREFERENCE RELATIONS OF THE EXPERT 1

A1 A2 A3 A4 A5

A1 − ([s3]; 0.7, 0.6; 0.8) ([s4]; 0.7, 0.2; 0.9) ([s−1]; 0.6, 0.3; 0.4) ([s2]; 0.8, 0.3; 0.6)
A2 ([s−3]; 0.6, 0.7; 0.8) − ([s3]; 0.6, 0.3; 0.7) ([s1]; 0.5, 0.4; 0.4) ([s−2]; 0.5, 0.4; 0.5)
A3 ([s−4]; 0.2, 0.7; 0.9) ([s−3]; 0.3, 0.6; 0.7) − ([s−1]; 0.8, 0.5; 0.6) ([s2]; 0.6, 0.4; 0.8)
A4 ([s1]; 0.3, 0.6; 0.4) ([s−1]; 0.4, 0.5; 0.4) ([s1]; 0.5, 0.8; 0.6) − ([s3]; 0.7, 0.2; 0.4)
A5 ([s−2]; 0.3, 0.8; 0.6) ([s2]; 0.4, 0.5; 0.5) ([s−2]; 0.4, 0.6; 0.8) ([s−3]; 0.2, 0.7; 0.4) −

TABLE II. PREFERENCE RELATIONS OF THE EXPERT 2

A1 A2 A3 A4 A5

A1 − ([s1]; 0.8, 0.5; 0.7) ([s2]; 0.4, 0.6; 0.8) ([s0]; 0.1, 0.8; 0.4) ([s4]; 0.6, 0.7; 0.6)
A2 ([s−1]; 0.5, 0.8; 0.7) − ([s−4]; 0.6, 0.3; 0.7) ([s3]; 0.5, 0.7; 0.3) ([s−1]; 0.4, 0.6; 0.6)
A3 ([s−2]; 0.6, 0.4; 0.8) ([s4]; 0.3, 0.6; 0.7) − ([s2]; 0.4, 0.7; 0.6) ([s1]; 0.5, 0.4; 0.7)
A4 ([s0]; 0.8, 0.1; 0.4) ([s−3]; 0.7, 0.5; 0.3) ([s−2]; 0.7, 0.4; 0.6) − ([s−3]; 0.2, 0.7; 0.4)
A5 ([s−4]; 0.7, 0.6; 0.6) ([s1]; 0.6, 0.4; 0.6) ([s−1]; 0.4, 0.5; 0.7) ([s3]; 0.7, 0.2; 0.4) −

TABLE III. PREFERENCE RELATIONS OF THE EXPERT 3

A1 A2 A3 A4 A5

A1 − ([s2]; 0.6, 0.6; 0.6) ([s0]; 0.7, 0.4; 0.7) ([s−3]; 0.7, 0.8; 0.5) ([s4]; 0.9, 0.4; 0.8)
A2 ([s−2]; 0.6, 0.6; 0.9) − ([s−1]; 0.5, 0.3; 0.8) ([s2]; 0.9, 0.9; 0.7) ([s4]; 0.3, 0.8; 0.4)
A3 ([s0]; 0.4, 0.7; 0.7) ([s1]; 0.3, 0.5; 0.8) − ([s3]; 0.6, 0.7; 0.7) ([s−3]; 0.4, 0.8; 0.8)
A4 ([s3]; 0.8, 0.7; 0.5) ([s−2]; 0.9, 0.9; 0.7) ([s−3]; 0.7, 0.6; 0.7) − ([s−2]; 0.6, 0.3; 0.7)
A5 ([s−4]; 0.4, 0.9; 0.8) ([s−4]; 0.8, 0.3; 0.4) ([s3]; 0.8, 0.4; 0.8) ([s2]; 0.3, 0.6; 0.7) −

TABLE IV. DECISION MATRIX OF THE ATTRIBUTES (1)

A1 A2

A1 − ([s3.6, s4.2, s4.6, s5.2]; 0.8072, 0.1800; 0.3360)
A2 ([s1.2, s1.8, s2.4, s3]; 0.8887, 0.3360; 0.5040) −
A3 ([s1.2, s1.8, s2.4, s3]; 0.9360, 0.1960; 0.5040) ([s2.8, s3.4, s3.8, s4.2]; 0.9721, 0.1800; 0.3920)
A4 ([s3.2, s3.6, s4.2, s4.8]; 0.8075, 0.0420; 0.0800) ([s1.2, s1.8, s2.4, s3]; 0.7756, 0.2250; 0.0840)
A5 ([s0.4, s1, s1.6, s2.2]; 0.9101, 0.4320; 0.2880) ([s2.2, s2.8, s3.4, s4]; 0.8485, 0.0600; 0.1200)

smaller the possibility that other alternatives are better than
Ai is. Thus, φ+(Ai) and φ−(Ai) can be used to determine
the level between alternatives, pi and pj can be interpreted as
he/she is pi or pj sure that the alternative is bad in comparison
with other alternative.

Theorem 1. Let t̂k = r̃ij =
([sφr̃ij

];µr̃ij (xij), νr̃ij (xij); pr̃ij ) ∈ T̂ (i, j, k = 1, 2, ..., n) be
a collection of TrPFPLVs , the trapezoidal Pythagorean fuzzy
positive dominant flow and trapezoidal Pythagorean fuzzy
negative dominant flow are also TrPFPLV by Definition 9.

φ+(Ai) =
1

m− 1
⊕m

k=1,k ̸=i r(Ai, Ak) (21)

φ−(Ai) =
1

m− 1
⊕m

k=1,k ̸=i r(Ak, Ai) (22)

where r(Ai, Ak) =

{
[s n∑

i=1
ωjαi

, s n∑
i=1

ωjβi

, s n∑
i=1

ωjγi

, s n∑
i=1

ωjθi
];

√√√√1−
n∏

j=1

(1− µ
2(j)
ik )wj ,

n∏
j=1

ν
wj(j)
ik ; p

(j)
i p

(j)
k

}
(23)

r(Ak, Ai) =

{
[s n∑

i=1
ωjαk

, s n∑
i=1

ωjβk

, s n∑
i=1

ωjγk

, s n∑
i=1

ωjθk
];

√√√√1−
n∏

j=1

(1− µ
2(j)
ki )wj ,

n∏
j=1

ν
wj(j)
ki ; p

(j)
k p

(j)
i

}
(24)

Proof 1. According to Definition 5, we can get first result. In
the next, we only prove the above formula by using mathemat-
ical induction on n.

For n = 2, since t̂1 = ([sα1
, sβ1

, sγ1
, sθ1 ];µt̂1

, νt̂1), t̂2 =
([sα2 , sβ2 , sγ2 , sθ2 ];µt̂2

, νt̂2),

then

⊕m
k=1,k ̸=ir(A1, A2) = ω1 ⊙ ŝ1 + ω2 ⊙ ŝ2 =

([sω1α1+ω2α2 , sω1β1+ω2β2 , sω1γ1+ω2γ2 , sω1θ1+ϖ2θ2 ];√
1− (1− µ1

2)ω1(1− µ2
2)ω2 , ν1

ω1ν2
ω2)

Suppose that, if Eq 20-23 holds for n = k, k ∈ N , that is

⊕k
i=1ωi ⊙ t̂i = ([s k∑

i=1
ωiαi

, s k∑
i=1

ωiβi

, s k∑
i=1

ωiγi

, s k∑
i=1

ωiθi
];√

1−
k∏

i=1

(1− µt̂i
2)ωi ,

k∏
i=1

νt̂i
ωi).

Then, according to the operational laws of Definition 5,
when n = k + 1, we have
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TABLE V. DECISION MATRIX OF THE ATTRIBUTES (2)

A3 A4

A1 ([s3.6, s4.2, s4.6, s5]; 0.8589, 0.0480; 0.5040) ([s1.6, s2.2, s2.8, s3.4]; 0.8932, 0.1920; 0.0800)
A2 ([s2, s2.4, s3, s3.6]; 0.8888, 0.0270; 0.3920) ([s3.6, s4, s4.6, s5.2]; 0.7996, 0.2520; 0.0840)
A3 − ([s3.2, s3.6, s4.2, s4.8]; 0.8485, 0.0245; 0.2520)
A4 ([s1.6, s2.2, s2.8, s3.4]; 0.8492, 0.1920; 0.2520) −
A5 ([s2.4, s2.8, s3.4, s4]; 0.8719, 0.1200; 0.4480) ([s2.8, s3.2, s3.8, s4.4]; 0.9223, 0.0840; 0.1960)

TABLE VI. DECISION MATRIX OF THE ATTRIBUTES (3)

A5

A1 ([s4.4, s5, s5.2, s5.4]; 0.7314, 0.0840; 0.2880)
A2 ([s2.6, s3.2, s3.6, s4]; 0.9459, 0.1920; 0.1200)
A3 ([s2.4, s3, s3.6, s4.2]; 0.9132, 0.1280; 0.4480)
A4 ([s2, s2.4, s3, s3.6]; 0.8904, 0.0420; 0.1120)
A5 −

TABLE VII. TRAPEZOIDAL PYTHAGOREAN FUZZY DOMINANT FLOW

φ+(Ai) φ−(Ai)
A1 ([s3.3, s3.9, s4.3, s4.75]; 0.8329, 0.1000; 0.0039) ([s1.5, s2.05, s2.65, s3.25]; 0.8944, 0.1861; 0.0059)
A2 ([s2.35, s2.85, s3.4, s3.95]; 0.8456, 0.1414; 0.0020) ([s2.45, s3.05, s3.55, s4.1], 0.8372, 0.1414; 0.0013)
A3 ([s2.4, s2.95, s3.5, s4.05]; 0.8981, 0.1000; 0.0223) ([s2.4, s2.9, s3.45, s4], 0.6424, 0.1000; 0.0002)
A4 ([s2, s2.5, s3.1, s3.86]; 0.6424, 0.1000; 0.0002) ([s2.8, s3.25, s3.85, s4.45], 0.8196, 0.1000; 0.0003)
A5 ([s1.95, s2.45, s3.05, s3.65]; 0.8456, 0.1189; 0.0030) ([s2.8, s3.25, s3.85, s4.45], 0.8456, 0.1000; 0.0003)

TABLE VIII. VALUE INDEX OF Ai

Lµi
(φ+(Ai)) Lνi

(φ+(Ai)) Lµi
(φ−(Ai)) Lνi

(φ−(Ai))
A1 3.2418 0.4108 2.1093 0.4389
A2 2.6495 0.4430 2.7557 0.4654
A3 2.9864 0.3225 2.0450 0.3183
A4 1.8266 0.2843 2.9301 0.3575
A5 2.3394 0.3290 3.0230 0.3575

ω1 ⊙ t̂1 ⊕ ω2 ⊙ t̂2 ⊕ ...⊕ ωk ⊙ t̂k ⊕ ωk+1 ⊙ t̂k+1

= ([s k∑
i=1

ωiαi

, s k∑
i=1

ωiβi

, s k∑
i=1

ωiγi

, s k∑
i=1

ωiθi
];√

1−
k∏

i=1

(1− µt̂i
2)ωi ,

k∏
i=1

νt̂i
ωi)

⊕([sωk+1αk+1
, sωk+1βk+1

, sωk+1γk+1
, sωk+1θk+1

],√
1− (1− µ2

k+1)
ωk+1 , νk+1

ωk+1)

= ([sk+1∑
i=1

ωiαi

, sk+1∑
i=1

ωiβi

, sk+1∑
i=1

ωiγi

, sk+1∑
i=1

ωiθi

];√
1−

k+1∏
i=1

(1− µt̂i
2)ωi ,

k+1∏
i=1

νt̂i
ωi).

We can see ⊕m
k=1,k ̸=ir(Ai, Ak) is still a TrPFPLV, because

φ+(Ai) =
1

m− 1
⊕m

k=1,k ̸=i r(Ai, Ak)

φ−(Ai) =
1

m− 1
⊕m

k=1,k ̸=i r(Ak, Ai)

Then the aggregating value by TrPFPLPWA-PROMETHEE
approach φ+(Ai) and φ−(Ai) is still a TrPFPLV.

Theorem 2. (Commutativity) (t̂∗1, t̂
∗
2, ..., t̂

∗
n) is any permutation

of the TrPFPLVs vector (t̂1, t̂2, ..., t̂n), then TrPFPLPWA−
PROMETHEE(t̂∗1, t̂

∗
2, ..., t̂

∗
n) =

TrPFPLPWA− PROMETHEE(t̂1, t̂2, ..., t̂n) (25)
Proof 2. Let

TrPFPLPWA−PROMETHEE(t̂∗1, t̂
∗
2, ..., t̂

∗
n) =

1

m− 1
⊕n

i=1ωi⊙t̂∗i

TrPFPLPWA−PROMETHEE(t̂1, t̂2, ..., t̂n) =
1

m− 1
⊕n

i=1ωi⊙t̂i

Since (t̂∗1, t̂
∗
2, ..., t̂

∗
n) is any permutation of (t̂1, t̂2, ..., t̂n), then we have

t̂∗i = t̂i for all i(i = 1, 2, ..., n). Consequently

TrPFPLPWA− PROMETHEE(t̂∗1, t̂
∗
2, ..., t̂

∗
n)

= TrPFPLPWA− PROMETHEE(t̂1, t̂2, ..., t̂n)

Theorem 3. (Idempotency) If t̂i, t̂ ∈ T̂ , and t̂i = t̂ for all i(i =
1, 2, ..., n), where t̂ = ([sα, sβ , sγ , sθ];

√
1− (1− µt̂

2), νt̂),
then

TrPFPLPWA−PROMETHEE(t̂1, t̂2, ..., t̂n) =
1

m− 1
⊙t̂

Proof 3. Since t̂i = t̂ for all i(i = 1, 2, ..., n), let

TrPFPLPWA − PROMETHEE(t̂1, t̂2, ..., t̂n) =
1

m−1 ⊙ ω1 ⊙ t̂1 ⊗ ω2 ⊙ t̂2 ⊗ ...⊗ ωn ⊙ t̂n
= 1

m−1 ⊙ ω1 ⊙ t̂⊗ ω2 ⊙ t̂⊗ ...⊗ ωn ⊙ t̂

= 1
m−1 ⊙ (ω1 + ω2 + ...+ ωn)⊙ t̂.

According to and
∑n

i=1 ωi = 1, we have (ω1+ω2+...+ωn)⊙t̂

= ([s n∑
i=1

ωiα
, s n∑

i=1
ωiβ

, s n∑
i=1

ωiγ
, s n∑

i=1
ωiθ

];
√

1−
∏n

i=1(1− νt̂)
ωi ,

∏n
i=1 ν

ωi

t̂
)

= ([sα, sβ , sγ , sθ];

√
1− (1− µt̂)

n∑
i=1

ωi

, ν

n∑
i=1

ωi

t̂
)

= ([sα, sβ , sγ , sθ];
√

1− (1− µt̂
2), νt̂)

= t̂.

Hence, TrPFPLPWA − PROMETHEE(µ1, s1, ..., µn, s) =
1

m−1
⊙ t̂.
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TABLE IX. VALUE INDEX OF Ai

E(φ+(A1)) E(φ−(A1))
A1 0.9770 0.7730
A2 0.8843 0.9235
A3 0.8552 0.6636
A4 0.5928 0.8720
A5 0.7311 0.8906

TABLE X. RANKING RESULTS OF Ai

E(φ(A1))
A1 0.5583
A2 0.4892
A3 0.5631
A4 0.4047
A5 0.4508

TABLE XI. RANKING RESULTS BY AGGREGATE METHOD

TrPFLECOWA TrPFLECOWMD
A1 2.6756 0.0005
A2 2.2082 0.0003
A3 2.4536 0.0043
A4 1.5181 0.0001
A5 1.9373 0.0002

Theorem 4. (Monotonicity) Let (t̂∗1, ..., t̂
∗
n) and (t̂1, ..., t̂n) are

two TrPFPLVs vector, if t̂i < t̂∗i for all i(i = 1, 2, ..., n), then

TrPFPLPWA− PROMETHEE(t̂1, ..., t̂n)

< TrPFPLPWA− PROMETHEE(t̂∗1, ..., t̂
∗
n) (26)

Proof 4. Let TrPFPLPWA −
PROMETHEE(t̂∗1, ..., t̂

∗
n) =

1
m−1 ⊕n

i=1 ωi ⊙ t̂∗i
= 1

m−1⊙t̂∗a TrPFPLPWA−PROMETHEE(t̂1, ..., t̂n) =
1

m−1

⊕n
i=1 ωi ⊙ t̂i = 1

m−1 ⊙ t̂a Since t̂i < t̂∗i for all
i(i = 1, 2, ..., n), it follows that t̂a < t̂∗a, i = 1, 2, ..., n.
Then TrPFPLPWA − PROMETHEE(t̂1, ..., t̂n) <
TrPFPLPWA− PROMETHEE(t̂∗1, ..., t̂

∗
n).

Theorem 5. (Boundedness) Let t̂m = min
i
(t̂1, t̂2, ..., t̂n), t̂M =

max
i

(t̂1, t̂2, ..., t̂n), then

1
m−1⊙t̂m ≤ TrPFPLPW−PROMETHEE(t̂1, ..., t̂n)

≤ 1

m− 1
⊙ t̂M (27)

Proof 5. Since t̂m ≤ t̂i ≤ t̂M for all i = (i = 1, 2, ..., n) and
n∑

i=1

ωi = 1, according to Theorem 1-4, we have

TrPFPLPWA − PROMETHEE(t̂1, ..., t̂n) =
1

m−1 ⊙⊕n
i=1ωi ⊙ t̂i

≥ 1
m−1⊙ω1⊙t̂m⊕ω2⊙t̂m⊕...⊕ωn⊙t̂m = 1

m−1⊙(
n∑

i=1

ωi)⊙t̂m

= 1
m−1 ⊙ (ω1 + ω2 + ...+ ωn)t̂m

= 1
m−1 ⊙ t̂m.

T rPFPLPWA − PROMETHEE(t̂1, ..., t̂n) =
1

m−1 ⊙⊕n
i=1ωi ⊙ t̂i

≤ 1
m−1 ⊙ ω1 ⊙ t̂M ⊕ ω2 ⊙ t̂M ⊕ ... ⊕ ωn ⊙ t̂M =

1
m−1 ⊙ (

n∑
i=1

ωi)⊙ t̂M

= 1
m−1 ⊙ (ω1 + ω2 + ...+ ωn)t̂m

= 1
m−1 ⊙ t̂M .

Consequently 1
m−1 ⊙ t̂m ≤ TrPFPLPWA −

PROMETHEE(t̂1, ..., t̂n) ≤ 1
m−1 ⊙ t̂M .

Remark 2. Let (t̂1, t̂2, ..., t̂n) be a collection of the TrPFPLVs
and W = (ω1, ω2, ..., ωn)

T be the weighting vector of the

TrPFPLPWA-PROMETHEE with ωi ∈ [0, 1],
n∑

i=1

ωi = 1. Thus,

(1) If W = (ω1, ω2, ..., ωn)
T = ( 1n ,

1
n , ...,

1
n )

T , then
we get the TrPFPLPA-PROMETHEE approach as follows:
TrPFPLPA−PROMETHEE(t̂1, ..., t̂n) =

1
m−1⊕

n
i=1

1
n⊙

t̂i
= 1

m−1 ⊙ ([s
1
n

n∑
i=1

αi

, s
1
n

n∑
i=1

βi

, s
1
n

n∑
i=1

γi

, s
1
n

n∑
i=1

θi
],√

1− [
∏n

i=1(1− µt̂i
2)]

1
n , (

n∑
i=1

νt̂i)
1
n ).

(2) If W = (ω1, ω2, ..., ωn) = (1, 0, ..., 0)T , then
TrPFPLPA−PROMETHEE(t̂1, ..., t̂n) =

1
m−1⊙max

i
t̂i.

(3) If W = (ω1, ω2, ..., ωn) = (0, 0, ..., 1)T , then
TrPFPLPA−PROMETHEE(t̂1, ..., t̂n) =

1
m−1⊙min

i
t̂i.

(4) If ωi = 1, ωj = 0, i ̸= j, then TrPFPLPA −
PROMETHEE(t̂1, ..., t̂n) = 1

m−1 ⊙ t̂ai
, where t̂ai

is the
ith largest of µt̂i

.

Remark 3. Let t̂k = r̃ij = ([sφr̃ij
];µt̃ij

(xij), νt̃ij (xij); pt̃ij )

be TrPFPLSs, if 0 ≤ µt̂(xi)+νt̂(xi) ≤ 1, we can get TrIFPLSs.

Remark 4. Let ŝ = ([sαi , sβi , sγi , sθi ];µt̂i
, νt̂i) be the

TrPFLV, if sβi = sγi , we have triangle Pythagorean fuzzy
probabilistic linguistic variables (TPFPLVs).

Remark 5. If t̂k = r̃ij = ([sφt̃ij
];µt̃ij

(xij), νt̃ij (xij)) be
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TrPFLSs, we have trapezoidal Pythagorean fuzzy linguistic
variables (TrPFLVs).

Remark 6. If t̂k = r̃ij = (µr̃ij (xij), νr̃ij (xij); pr̃ij ) be
PFPLSs, we have Pythagorean fuzzy probabilistic linguistic
variables(PFPLVs).

Remark 7. If t̂k = r̃ij = ([sφr̃ij
]; pr̃ij ) is a linguistic

sets (LSs), if sφr̃ij
= sαi

, sβi
, sγi

, sθi ; we have trapezoidal
probabilistic linguistic sets (TrPLSs).

V. AN EMERGENCY DECISION MAKING MODEL IN THE
POOR STRUCTURAL’S TRAPEZOIDAL PYTHAGOREAN
FUZZY PROBABILISTIC LINGUISTIC ENVIRONMENT

Step 1. In an emergency decision making problem , there
are l alternatives X = x1, x2, ..., xl and q attributes A =
A1, A2, ..., Aq , whose weight vector is W = (ω1, ω2, ..., ωq)

be the set of attributes, where the
q∑

i=1

ωi = 1. Let E =

e1, e2, ..., em be the set of decision makers.

R(z) =


r̂
(z)
11 r̂

(z)
12 ...... r̂

(z)
1q

r̂
(z)
21 r̂

(z)
22 ...... r̂

(z)
2q

. . ...... .

. . ...... .

. . ...... .

r̂
(z)
l1 r̂

(z)
l2 ...... r̂

(z)
lq


where r̂

(z)
ij = ([sα.sβ , sγ , sθ];µt̂ij

, νt̂ij ; pij) be a TrPFPLV,
and µr̃ij , νs̃ij , pij ∈ [0, 1], 0 ≤ (µt̃ij

)2 + (νt̃ij )
2 ≤ 1.

r̂
(z)
ij = ([sα.sβ , sγ , sθ];µr̂ij , νr̂ij ; pij) represents expert z’s

preference for attribute xi in attribute xj .

Step 2. By formula (19): r(Ak, Ai) = ⊕n
j=1(wj ⊕ r

(j)
ik ) ={

[s n∑
i=1

ωjαi

, s n∑
i=1

ωjβi

, s n∑
i=1

ωjγi

,

s n∑
i=1

ωjθi
];
√
1−

∏n
j=1(1− µ

2(j)
ik )wj ,

∏n
j=1 ν

wj(j)
ik ; p

(j)
i p

(j)
k

}
to obtain the collective overall preference TrPFPLV
and construct the TrPFPLPR matrices of the attributes
T (z) = (t̂

(z)
ij )l×l:

T (z) =


t̂
(z)
11 t̂

(z)
12 ...... t̂

(z)
1l

t̂
(z)
21 t̂

(z)
22 ...... t̂

(z)
2l

. . ...... .

. . ...... .

. . ...... .

t̂
(z)
l1 t̂

(z)
l2 ...... t̂

(z)
ll


where t̂

(z)
pn = ([sα.sβ , sγ , sθ];µr̂pn , νr̂pn ; ppn) be a TrPFPLV,

and t̂
(z)
pn represents the degree to which attribute Ap is superior

to attribute An

Step 3. By Definition 9, further calculate trapezoidal
Pythagorean fuzzy positive dominant flow and trapezoidal
Pythagorean fuzzy negative dominant flow.

φ+(Ai) =
1

m− 1
⊕m

k=1,k ̸=i r(Ai, Ak) =
1

m− 1
⊕m

k=1,k ̸=i rik

φ−(Ai) =
1

m− 1
⊕m

k=1,k ̸=i r(Ak, Ai) =
1

m− 1
⊕m

k=1,k ̸=i rki

Step 4. Calculate Lµi
(φ+(Ai)), Lνi

(φ+(Ai)),
Lµi

(φ−(Ai)), Lνi
(φ−(Ai)) by Definition 6.

Step 5. CalculateE(φ+(Ai)) and E(φ−(Ai)) by Definition
7.

Step 6. Finally, we can calculate E(φ(Ai)) to obtain the
ranking results by Definition 7.

VI. CASE STUDY: APPLICATION TO PREVENTION OF
INFECTIOUS DISEASES

In this section , we apply the above method to an ap-
plication in emergency decision support for the prevention
of infectious diseases to illustrate the proposed method, and
supplies some discussions about the results. In late December
2019, the outbreak of COVID-19 in Wuhan, China, brought
global attention to infectious diseases. An epidemic of infec-
tious diseases appears somewhere and is difficult to control.
To address the problem, the local health organization invited
five experts(e1, e2, e3, e4) to make decisions on population
density(A1), air pollution index(A2), number of parks and en-
tertainment equipment(A3), density of restaurants(A4), density
of cultural and educational centers(A5) in a certain area to
prevent and control the spread the disease.

Step 1. The experts made a decision based on the factors
that might affect the infectious disease and established a
decision matrix, as shown in Table I to Table III:

Step 2. Constructing the matrix by formula (7), and
supposed ω1 = (0.2), ω2 = (0.2), ω3 = (0.2), ω4 = (0.2),
ω5 = (0.2), the decision matrix of the attributes which is
shown in Tables IV, V and VI:

Step 3. Calculate trapezoidal Pythagorean fuzzy positive
dominant flow and trapezoidal Pythagorean fuzzy negative
dominant flow:

φ+(A1) =
1

m−1 ⊕
m
k=1,k ̸=i r(A1, Ak) =

1
m−1 ⊕

m
k=1,k ̸=i r1k

= 1
5−1 ∗ {([s3.6, s4.2, s4.6, s5.2]; 0.8072, 0.1800; 0.3360) ⊕

([s3.6, s4.2, s4.6, s5]; 0.8589, 0.0480; 0.0.5040)
⊕ ([s1.6, s2.2, s2.8, s3.4]; 0.8932, 0.1920; 0.0800) ⊕
([s4.4, s5, s5.2, s5.4]; 0.7314, 0.0840; 0.2880)}
= ([s3.3, s3.9, s4.3, s4.75]; 0.8329, 0.1000; 0.0039)

φ−(A1) =
1

m−1 ⊕
m
k=1,k ̸=i r(Ak, A1) =

1
m−1 ⊕

m
k=1,k ̸=i rk1

= 1
5−1 ∗ {([s1.2, s1.8, s2.4, s3]; 0.8887, 0.3360; 0.5040) ⊕

([s1.2, s1.8, s2.4, s3]; 0.9360, 0.1960; 0.5040)
⊕ ([s3.2, s3.6, s4.2, s4.8]; 0.8075, 0.0420; 0.0800) ⊕
([s0.4, s1, s1.6, s2.2]; 0.9101, 0.4320; 0.2880)}
= ([s1.5, s2.05, s2.65, s3.25]; 0.8944, 0.1861; 0.0059)

Similarly, we can get

φ+(A2) == ([s2.35, s2.85, s3.4, s3.95]; 0.8456, 0.1414; 0.0020)

φ−(A2) == ([s2.45, s3.05, s3.55, s4.1], 0.8372, 0.1414; 0.0013)

φ+(A3) = ([s2.4, s2.95, s3.5, s4.05]; 0.8981, 0.1000; 0.0223)

φ−(A3) = ([s2.4, s2.9, s3.45, s4], 0.8099, 0.1000; 0.0223)
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φ+(A4) = ([s2, s2.5, s3.1, s3.86]; 0.6424, 0.1000; 0.0002)

φ−(A4) = ([s2.8, s3.25, s3.85, s4.45], 0.8196, 0.1000; 0.0003)

φ+(A5) = ([s1.95, s2.45, s3.05, s3.65]; 0.8456, 0.1189; 0.0030)

φ−(A5) = ([s2.8, s3.25, s3.85, s4.45], 0.8456, 0.1000; 0.0003)

Hence, the trapezoidal Pythagorean fuzzy dominant flow
can be shown in Table VII.

Step 4. Calculate Lµi(φ
+(Ai)), Lνi(φ

+(Ai)),
Lµi(φ

−(Ai)), Lνi(φ
−(Ai)) by Definition 6, which is

shown in Table VIII.

Step 5. CalculateE(φ+(Ai)) and E(φ−(Ai)) by Definition
9.

Therefore, Value index of Ai is shown in Table IX.

Step 6. Finally, we can calculate E(φ(Ai)) to obtain the
ranking results by Definition 9.

Obviously, from Table X, the ranking order is shown as

A3 > A1 > A2 > A5 > A4

We can see that the third influencing -number of parks and
entertainment equipment-is the biggest for infectious diseases.
the second is the effect of population density. Thus it can
be seen that the prevention and control of infectious diseases
should be prioritized from the park recreation facilities. Under
certain control, then start from the population mobility, because
of the high population density.

To illustrate the rationality of our proposed approach in
dealing with emergent decision problems, some comparative
analysis is performed for the above example if we use the
aggregate method shown in Table XI.

The results calculated by different methods are shown in
the Fig. 1.

Fig. 1. Ranking Results

We can obtain A1 > A3 > A2 > A5 > A4 by
TrPFLECOWA and A3 > A1 > A2 > A5 > A4 by
TrPFLECOWMD. It can be seen from the results that the
influencing factors A1, A3 of infectious diseases have different
order. The reason is that some information is lost in the fuzzy
linguistic environment due to indeterminacy, the relationship
between influencing factors is ignored, and the occurrence
probability of each influencing factor is not considered in

the emergency situation. It is difficult for experts to make
reasonable evaluation when making uncertain decisions in
emergency situations, hence it is very important to introduce
probability language in the poor structural’s emergency de-
cisions. Compared with other decision making methods, this
paper proposed method has the following advantages:

(1) The TrPFPLVs can describe the fuzzy probability
language and its probability, and it is reasonable to make
decision in the uncertain environment of emergency.

(2) The TrPFPLPWA-PROMETHEE approach mainly con-
siders the deviation measure between alternatives or attributes,
hence it can deal with the decision information with incomplete
structure. It is more malleable and applicable in the poor
structural’s emergency decisions.

VII. CONCLUSION

The existing methods are limited and defective in terms
of tackling MAGDM problems with TrPFPLVs. In addition,
the researches on the aggregate operator for TrPFPLV are
blank. The aim of this paper is to solve these problems. The
case analysis show that the new decision-making approach can
not only derive the ideal alternative efficiently, but conquer
demerits of the existing methods. The contributions of this
paper are summarized in the following:

(1) Compared with trapezoidal Pythagorean fuzzy lin-
guistic variables in [37], [38], [39], [40], [41], a finer vari-
able has been introduced to deal with complex decision-
making environment, a new form of linguistic expression
trapezoidal Pythagorean fuzzy probabilistic linguistic variables
(TrPFPLVs) have been presented to express decision-making
information.

(2) Compared with fuzzy linguistic weight averaging op-
erator in [30], [31], [37], [35] , a more complete operator
has been introduced to aggregate the trapezoidal Pythagorean
fuzzy probabilistic linguistic information, which is the new
trapezoidal Pythagorean fuzzy probabilistic linguistic priority
weight averaging (TrPFPLPWA) PROMETHEE approach.

(3) Relying on trapezoidal Pythagorean fuzzy probabilistic
linguistic variables, this paper develop the operational rules,
value index and ambiguity index of trapezoidal Pythagorean
fuzzy probabilistic linguistic variables (TrPFPLVs).

In future studies, the TrPFPLPWA-PROMETHEE ap-
proach shall further combine with different decision-making
models and extend the applications of the proposed method to
other domains.
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Abstract—In recent years, object detection from space in
adverse weather, incredibly foggy, has been challenging. In this
study, we conduct an empirical experiment using two de-hazing
methods: DW-GAN and Two-Branch, for removing fog, then eval-
uate the detection performance of six advanced object detectors
belonging to four main categories: two-stage, one-stage, anchor-
free and end-to-end in original and de-hazed aerial images to find
the best suitable solution for vehicle detection in foggy weather.
We use the UIT-DroneFog dataset, a challenging dataset that
includes a lot of small, dense objects captured in various altitudes,
as the benchmark to evaluate the effectiveness of approaches.
After experiments, we observe that each de-hazing method has
different impacts on six experimental detectors.

Keywords—Foggy weather; vehicle detection; DWGAN; two-
branch; YOLOv3; sparse R-CNN; deformable deter; cascade R-
CNN; crossDet; adverse weather

I. INTRODUCTION

Nowadays, with the significant development of information
and communication technology, especially the surging growth
of the deep learning era, vehicles detection and surveillance
have become extremely important and necessary. Along with
that development, the prevalence of UAVs (Unmanned Aerial
Vehicles) makes vehicle surveillance extremely simple and
effective. Traffic surveillance from aerial images is a particular
interest to researchers because it serves many essential different
purposes, such as being used in the military or monitoring
traffic conditions, urban management, or simply helping us
know where to park in the parking lot. Compared to detecting
ground view vehicles, detecting vehicles from the aerial image
is more complicated and challenging due to multiple frames,
various backgrounds, small objects appearing with a variety
of shapes. In addition, there is a critical factor that directly
affects the model’s performance: the weather.

Recently, by applying deep convolution neural network
CNN [1], a significant number of studies have been done
to tackle this problem, such as the proposal of the Double
focal loss convolutional neural network framework (DFL-
CNN) model [2] with the combination of feature CNN and the
focal loss function [3] or [4] carried out experiments on YOLO
[5] for vehicle detection based on aerial images datasets COWC
[6], VEDAI [7] and DOTA [8]. These articles have one thing
in common: they were all experimented with in clear-weather
conditions and achieved excellent results.

However, in reality, the weather conditions are constantly
changing (rain, snow, smog, night, thunderstorms, fog, etc.),
which significantly affects the accuracy and learning ability of
the models.

We choose the scope of our research to detect vehicles from
aerial images under foggy weather. We choose the fog scene
because it is often seen in the early morning. Sometimes, the
appearance of dense fog may seriously affect the ability to
monitor the traffic situation. Prior studies such as SFA-Net
[9] used to detect objects in the rain or solve the problem of
semantic foggy scene understanding (SFSU) by de-fogging of
convolutional neural networks [10].

In this study, we focus on investigating advanced object
detection methods Cascade R-CNN [11], Casdou [12], YOLO-
v3 [13], CrossDet [14], Deformable DETR [15], Sparse R-
CNN [16] for object detection in foggy conditions that limit
visibility. At the same time, the evaluation of visibility im-
provement through 2 de-fogging (Image Dehazing) methods,
which are DW GAN [17] and Two-branch Dehazing [18], also
implemented on the UIT-DroneFog [12].

We summarize our contributions in this paper as:

• Using image dehazing methods to filter foggy images
from the challenging dataset UIT-DroneFog.

• Experimenting with one-stage, two-stage, and the lat-
est end-to-end deep learning methods on dehazed
datasets.

• Providing in-depth evaluation of dehazing methods on
experimental deep learning models to choose the best
models.

The rest of the paper is: Section II is Related work; Section
III is Experimental Methods; Section IV is Experimental
Results; and finally, Section V is Conclusion and Future Work.

II. RELATED WORK

Object detection in the foggy condition in particular and in
adverse weather conditions has been addressed in two direc-
tions: domain adaption and condition-based object detection.
In domain adaptation approaches, many studies proposed to
improve the more robust detector based on Faster R-CNN [19],
[20], [21] to help it be adapted with other domains of images,
which could be different from the original dataset. These
domain-adapted detectors were trained on the source dataset,
which might include images with normal, original conditions.
Then, the detectors were then evaluated the performance on
images with foggy, rainy or other adverse weather conditions.
The characteristic of this approach was focusing on the model’s
architecture and did not affect the images. On the other hand,
condition-based approaches tended to propose the specific
detectors in concrete contexts [22], [23]. Therefore, these
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detectors include processing modules such as rainy and foggy
removal to transform condition-adverse images into normal
images. Then the transformed images were then used for
training and testing.

A. Domain Adaptation in Adverse Weather

The author in [19] tackled the adaptive domain problem
by focusing on two levels: the image-level shift and the
instance-level shift. The image-level shift could be described
as style, illumination, etc., while the instance-level shift was
object appearance and size. Based on Faster R-CNN, the
authors designed H-divergence theory-based adaption module
on image-level shift and instance-level shift to decrease domain
discrepancy. In detail, a domain classifier was built and trained
in an adversarial training manner at each level. Those two
classifiers then incorporated a consistency regularizer to train
a domain-invariant Regional Proposal Network in Faster R-
CNN, which then could be adapted with other domains of
images. The authors used the Cityscapes dataset as one of the
experimental datasets. They trained on the normal version of
Cityscapes and evaluated on its foggy version. Experiments
proved that the performance increased by combining the pro-
posed adaption module.

The author in [20] proposed a robust Faster R-CNN and
the Noisy Labeling strategy for domain adaptation. In de-
tail, the authors split the pipeline into three phases. In the
first phase, the Faster R-CNN was trained on the source
dataset then used as the base detector. Next, the authors used
the base detector to obtain noisy bounding boxes. At the
same time, all ground-truth instances in the source dataset
were also extracted. After that, noisy bounding boxes and
all extracted ground-truth boxes were fit into a classification
module. The classification module would be trained on the
exact ground-truth boxes from the source dataset and refine
the class categories of the noisy boxes. Finally, the upgrade
version of Faster R-CNN was trained on both datasets: the
source dataset with human-annotated ground-truth boxes and
the target dataset with annotations refined via a classification
module. The proposed approach was evaluated by training on
the Cityscapes and evaluating on Foggy Cityscapes dataset.
Through experiments, the authors proved that using the Noisy
Labeling strategy and their improved Faster R-CNN could help
achieve better results than normal training, original Faster R-
CNN, and other approaches 36.45% AP. Notably, this result
was 7.07% lower than the result obtained via training Faster
R-CNN on the Foggy Cityscapes Dataset.

The author in [21] defined a novel prior-adversarial loss
function that utilized the additional knowledge from images
in foggy, rainy images to correlate the amount of degradation
directly. In detail, the proposed loss was used to train a prior
estimation network to predict condition-specific prior from
features map and minimize the weather information present
in the features. This approach helped the main detection
network features become invariant, decreasing the effects of
adverse weather such as foggy or rainy. Furthermore, to avoid
distortions caused by weather-based degradation, the authors
proposed a set of residual feature recovery blocks in the
detection network for de-distorting features leading to better
performance. The proposed method was evaluated by training
Cityscapes and evaluating on Foggy-Cityscapes dataset, the

highest result was 39.3%, which extremely outperformed the
previous approaches.

B. Condition-based Object Detection Methods

To handle the problem of vehicles in foggy images that
are difficult to recognize, [22] proposed a feature recovery
module, which was considered as a restoration subnet and
integrated with the main backbone of the detection model.
The feature recovery (FR) module was designed by sharing
feature extraction layers with the backbone. So, this proposed
module learned to restore the clean image from the foggy
image via the MSE loss in the training time. Notably, the aim
was not fitting the restored image to the detection model. They
trained the external FR module to help improve the weights in
the main backbone, which helped enhance the quality of the
features extracted from foggy images. The proposed approach
was evaluated on the FOD and Foggy Driving dataset, proving
the effectiveness of other detection methods.

The author in [23] proposed an encoder-decoder U-shaped
network with residual connection from one layer to another for
fog removal. Then, the authors employed the PP-YOLO [24]
detection model for training object detection. The authors also
created a dataset of foggy images by synthesizing them based
on the existing dataset. Their ablation studies proved that the
detection performance increased when including the proposed
fog removal module.

The author in [12] proposed a synthesized foggy dataset
named UIT-DroneFog based on a normal-weather dataset.
Then, they experimented with the existing detectors on the
new dataset to observe the performance. In their study, no fog
removal techniques were recommended or used, but the authors
proposed the combination of Double Heads and Cascade R-
CNN, which achieved better results compared to the other
methods.

C. Discussion

The adaptive domain approaches encourage object detec-
tors to operate well on cross-domain datasets, which is suitable
if we can not collect the images belonging to the domain we
expect. Furthermore, adaptive object detectors also help us not
to retrain the model for the new domain dataset, which is time-
consuming. However, adaptive detectors still have limitations
because they can not perform well as their counterparts trained
and evaluated on the same domain data. Therefore, we suppose
that if we have the images belonging to the domain data we
need, it is unnecessary to employ adaptive detectors. So, in
this study, we focus on exploring the performance of normal
two-stage, one-stage and end-to-end object detection methods
combined with de-hazing methods on the foggy dataset.

III. EXPERIMENTAL METHODS

A. Object Detectors

Object Detection is a complex, challenging problem in
computer vision used to localize and classify objects based on
images and videos. With the surging growth of Deep Learning
in recent years, feature extraction from data is straightforward
to implement and time-efficient, leading to the emergence
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Fig. 1. Illustration of Two-Stage Cascade R-CNN Object Detection Method

of intensive studies of Object Detection. In addition to im-
provements in classification, researchers conduct many in-
depth studies in localization to reduce computational costs and
memory to make the model work more efficiently. Therefore,
the research on the following detection frameworks happens
to meet nowadays’s needs: Two-stage, One-stage, Anchor-free
and End-to-end object detection.

1) Two-Stage Detectors: The framework is also known
as the region-based framework. Region proposals generated
from input images pass through CNN where features are
extracted. Then, based on the extracted features, category-
specific classifiers are used to classify labels for the region
proposals. There are many well-established two-stage methods
that we are going to carry out the experiment on, like Cascade
RCNN and Casdou.

Cascade R-CNN. In 2018, [11] proposed the high-quality
detection model Cascade R-CNN. Multi-stage object detection
architecture with set detectors trained in turn with the current
detector’s output as the input to the next detector used to solve
not only the mismatch in quality between the output and the
detector but also the overfitting problem caused by the sensitive
IoU threshold(when the IoU is large). However, creating a
high-quality detector is not simply increasing the IoU during
the training phase. As we increase the IoU threshold, it also
means that a significant decrease is witnessed in the number
of active training samples. Different heads in the architecture
designed for a particular IoU threshold, from small to large,
are used at different stages (H1, H2, H3). Cascade regression
is a resampling process, providing positive samples for further
processing stages:

f(x, b) = fT ◦ fT−1 ◦ ... ◦ f1(x, b)

T : total number of refining bounding box stages. Each fT re-
gressor in the cascade optimized for the respective distribution
bT . Fig. 1 illustrates the architecture of Cascade R-CNN.

CasDou (Cascade R-CNN and DoubleHead). In the year
2021, [12] proposed Casdou with the combination of Cascade
R-CNN, Double Heads [25], and Focal Loss [3]. The method
tested on the high-quality aerial foggy outdoor vehicle dataset
UIT-DroneFog achieved 34.70% on the mAP score. The author

used the Cascade R-CNN backbone instead of the Faster R-
CNN because it helps the model attain high-quality detection
with structural cascade regression. What’s more, the Double
Heads detector can be flexibly attached to various models to
achieve higher detection results. In addition, based on their
analysis and assumption, the author uses Focal Loss to help the
model converge and have a more apparent distinction between
class objects than Cross-Entropy Loss. Focal Loss is defined
as follows:

LFL(pT ) = −α(1− pT )
γ log(pT )

With (α) is the balanced form of the Focal Loss function, and
(γ) is used to calculate the modulating factor.

Fig. 2 illustrates the architecture of CasDou.

2) One-Stage Detector: Although achieving high accuracy,
the two-stage methods are computationally expensive and have
high resources-consumption. One-stage method - the YOLO
was born for incredible processing speed while maintaining
high accuracy to achieve real-time object detection. One-stage
architecture directly predicts class probabilities and regress
bounding-box offset values with a single feed-forward CNN
network instead of heavily depending on generated region
proposals.

YOLO-v3. (You Only Look Once v3) YOLO-v3 was
proposed by [13] with the help to improve the accuracy of the
object detection problem while keeping the interference time
at the appropriate speed. YOLOv3 uses Darknet-53 (ImageNet
[26] Trained Network) and Residual Network (ResNet)[27]
consisting of 53 convolutional layers built with consecutive
convolutional 3x3, and 1x1 layers, followed by ResNet con-
nection skips to activate propagating through deeper layers
without diminishing the gradient. Finally, the average pooling
layer, 1000 fully connected layers, and Softmax activation
function are added to perform classification. With this robust
structure, DarkNet-53 has a much higher speed than other
platforms like ResNet-101 or ResNet-152. Initially, the image
is passed through a block of convolutional layers to extract
features. Then, it is divided into a grid of size S × S. When
the image is divided into a grid, each cell in the image is
responsible for detecting the object whose center locates on
that cell. After selecting the anchor box, the model uses the
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Fig. 2. Illustration of Two-Stage CasDou Object Detection Method

Direct Position Prediction formula to regress the size of the
true bounding box. The model then predicts the bounding
box’s label using Multiple Classification. The illustration of
the YOLOv3 method is shown in Fig. 3.

3) Anchor-Free Detector: Anchor-free detectors find the
object without the preset anchors. It helps the model become
less dependent on anchor-related hyperparameters and general-
ize more easily. CrossDet stands out to be the effective anchor-
free detector that considers continuous object information and
reduces noise interference.

CrossDet. CrossDet was proposed by [14] in 2021. In-
stead of using anchor-based methods and point-based methods
that are inclined to produce noise feature output, the author
proposed the CrossDet helping extract the information contin-
uously and accurately. CrossDet-an anchor-free detector using
a set of cross lines to represent objects consists of two main
phases: (1) Generating the coarse crossline representation (2)
Refining the crossline representation based on the extracted
features on the horizontal and vertical lines. Based on trained
cross lines features, feature maps I ∈ RC×W×H generated
from backbone FPN are processed to crossline extract module
(CEM). CEM is then trained to extract horizontal and vertical
features. The model uses decoupled regression mechanism to
optimize cross lines growth along with vertical or horizontal
features. CrossDet yields the results on the two data VOC2007
[28] and MS-COCO [29], with the results, are 52.8 and 48.4
respectively on the AP score. Fig. 4 shows the architecture of
CrossDet method.

4) End-to-End Detectors: The End-to-end approach aims to
build a complex deep learning model, removing hand-designed
components like pre-processing (anchor generation) and post-
processing (Non-maximum suppression) and integrating them
into a single model. Today’s famous End-to-end methods are
Deformable DETR or Sparse R-CNN. They work on sparse
candidates which are progressively processed and refined
through various stages.

Deformable DETR. In 2021, [15] proposed the De-
formable DETR method as an improved version of the prior
DETR [30]. However, achieving results as high as Faster R-
CNN, DETR witnesses slow convergences and problems in
detecting small objects due to the limitation of the attention

mechanism in the Transformer. The Deformable DETR is a
combination of a Deformable convolution [31] and a Trans-
former [32]. It combines the effectiveness of the sparse spatial
sampling of Deformable convolution and the relation modeling
capability of Transformers. From there, it was formed into a
Deformable attention module to focus on the part of “sampling
spatial" as a pre-filter to focus on prominent areas instead
of every location on the feature maps. Moreover, thanks to
the fast convergence and flexibility of Deformable DETR, the
authors also experimented with some methods to optimize
the predict bounding box on the MS COCO dataset such
as iterative bounding box refinement mechanism on region
proposals proposed by the model. Experiments show that
Deformable DETR converges faster and gives more accurate
results than DETR with x10 fewer training epochs. Fig. 5
shows the architecture of Deformable DETR method.

Sparse R-CNN. In 2021, the Sparse R-CNN method,
proposed by [16], is a sparse object detection method. Sparse
R-CNN is an End-to-End object detection method because it
eliminates the post-processing mechanism of non-maximum
suppression, which is different from prior R-CNN models.
Object detection methods such as the Dense method in the
YOLO family where locations of anchor boxes densely cover
spatial positions, scales, and aspect ratios in a single-shot way.
A typical Dense-to-sparse approach is Faster R-CNN, which
uses RPN [33] to derive region proposals from the dense
region of candidates and refine those bounding boxes and
class-specific features. The sparse method applied by Sparse
R-CNN replaces RPN with a set of learnable region proposals
and proposal features. Input is an image with a set of region
proposals and proposal features that are randomly initialized
and optimized with other parameters in the whole network.
Features are extracted and fed into the backbone along with
region proposals and proposal features, eventually generating
outputs classification and localization. Sparse R-CNN shows
its accuracy, run-time and convergence in training on the
challenging COCO dataset, yielding a 45.0 AP score at 22
fps using the ResNet-50 FPN backbone. Fig. 6 shows the
architecture of Sparse R-CNN object detection method.
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B. Image Dehazing Methods

1) DW GAN (Discrete Wavelet Transform GAN): DW-GAN
was proposed by [17] in 2021. This method was designed to
tackle two problems that some existing CNN-based dehazing
methods have when working with non-homogeneous cases.
These problems are the loss of texture details when images
are being dehazed due to the complicated haze distribution and
over-fitting problems because of the lack of training data. The
architecture of this method is a novel two-branch generative
adversarial network. For the first branch, called the DWT
branch, they proposed the idea of directly embedding the
frequency domain knowledge into the dehazing network by
utilizing wavelet transform. Therefore more high-frequency
knowledge in the feature map can be retained. In terms of
the knowledge adaptation branch, the Res2Net was employed
with the pre-trained ImageNet weights as initialization in order
to prevent overfitting and improve the generalization ability of
the network. Finally, they add a basic 7 × 7 convolution layer
as a fusion operation to map the features from two branches
to clear images. Furthermore, they also introduced the final
loss blend function shown in Equation 1. (L1) is L1 loss,
(LSSIM ) denotes MS-SSIM [34] loss ,(Lperceptual) represents

perceptual loss [35] and, for the adversarial loss (Ladv), the
discriminator in [36] is employed.

Ltotal = L1 + αLSSIM + βLperceptual + γ4Ladv (1)

Where (α) = 0.2, (β) = 0.001 and (γ) = 0.005 are the
hyper-parameters weighting for each loss functions.

2) Two-Branch Dehazing: [18] proposed another two-
branch neural network for non-homogeneous dehazing via
ensemble learning. The authors found that a carefully built
CNN frequently fails on a non-homogeneous dehazing dataset
introduced by NITRE challenges [37] even though it performs
well on large-scaled dehazing bench-marks. Therefore, they
introduced a two-branch neural network to deal with the afore-
mentioned problems separately, followed by a learnable fusion
tail to map their different features. The first branch, the transfer
learning sub-net, is based on an ImageNet pre-trained Res2Net.
This branch extracts robust global representations from input
images with pre-trained weights and then helps the network
address the problem of lacking training data. In the second
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branch, [18] used residual channel attention network to design
the current data fitting sub-net. This branch has five residual
groups; each has ten residual blocks. However, the second
branch always maintains the input image’s original resolution
and avoids using any downsampling operation. Finally, a fusion
layer generates the entire network’s final output. The fusion
layer, in particular, takes the concatenation of features from
the branches and maps them to clear outputs. Besides, they
also applied the adversarial loss with the discriminator in [36]
because of its effectiveness in helping restore photo-realistic
photos [38], especially for a small-scaled dataset.

IV. EXPERIMENTAL RESULTS

A. Benchmark Suite

In this study, the UIT-DroneFog dataset, which was cre-
ated by [12], was employed to evaluate the performances
of detectors in foggy aerial images. This dataset consists of
15,370 foggy aerial images captured by drones with about 0.6
million bounding boxes of various means of transportation and
pedestrians. This dataset has four classes: Pedestrian, Motor,

Car, and Bus. We also used the default subsets provided
by the authors, which include: Training set (8,580 images),
Validation set (1,061 images), and Testing set (5,729 images).
The numbers of each class are shown in Fig. 7.

There are several reasons why we choose this dataset.
Firstly, the images in this dataset are of high quality, which
helps the detectors work more efficiently. Secondly, the context
of these images is diverse and especially, there is an imbalance
in this dataset with a vast majority of motor objects. This can
be a tough challenge for our detectors.

Example images of this dataset are shown in Fig. 8.

B. Experimental Settings

The experimental processes were conducted on a GeForce
RTX 2080 Ti GPU with 11018 MiB memory. We trained
the models by employing the MMDetection framework
V2.10.0[39]. For each model, we used the highest mAP score
configuration, provided on the MMDetection GitHub website1

1https://github.com/open-mmlab/mmdetection
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or author’s GitHub. We conducted every training process on a
single GeForce RTX 2080 Ti GPU.

To evaluate the detectors, we used the best weights of
each model on the validation set to predict and report the
results on the testing set via the mAP measure to evaluate
the performance of models, which is the same as the object
detection contest on the MS COCO dataset. The AP score was
calculated for 10 IoU varied from 50% to 95% with steps of
5%. Besides, the results of two specified values of 50% and
75% were also reported.

C. Experimental Results

The experimental results are reported in Table I, Table II,
Table III. In Table I, we report the performance of five ex-
perimental object detectors on original foggy images. Overall,
CasDou - a two-stage method - shows the best performance
(34.7% AP) while YOLOv3 performs the worst. These results
reflect the characteristic of two-stage and one-stage detectors
correctly: two-stage methods often perform better than one-
stage methods about accuracy. However, Deformable DETR,
an end-to-end detector, has the highest results on Pedestrian
and Motor class objects, which are 0.5% and 2.8% higher than
CasDou. Moreover, Deformable DETR is exceptionally com-
petitive with CasDou about AP score (33.7% AP compared to
34.7% AP), proving that end-to-end detectors that may have
higher FPS can perform as well as two-stage detectors.

In Table II, we report the results of five object detectors but
use DW-GAN to de-haze images before training. In general,
there is a variation in the order of accuracy between the
methods. Cascade R-CNN, again a two-stage method, becomes
the detector that shows the best performance among the
experimented detectors, but the AP score is not higher than
CasDou trained on original foggy images. However, Cascade
R-CNN trained on images de-hazed by DW-GAN has a no-
ticeable improvement than its counterpart trained on synthetic
hazy images (+1.3% AP, +2.5% AP@50, +1.9% AP@75).
Furthermore, DW-GAN also helps YOLOv3 and Sparse R-
CNN enhance the AP score compared to their results in Table
I (+1.4% AP and +0.3% AP, respectively). Therefore, de-
hazing images using DW-GAN significantly and positively
affect the performance of five object detectors.

Table III reports the results using Two-Branch as the de-
hazing method. It can be seen that this de-hazing method
can not help object detectors improve the results compared to
their counterparts trained on original hazy images. However,
the accuracy between the methods is the same as Table I:
CasDou shows the best performance (33.1% AP) and YOLOv3
performs the worst (20.4% AP); CasDou also indicates the
best AP on Car and Bus classes (57.4% AP and 40.1% AP)
while Deformable DETR shows the best AP on Pedestrian
and Motor (2.7% AP and 35.8% AP). Notably, the CrossDet
detector using the Two-Branch de-hazing method shows a
slight improvement compared to its results in Table I (+0.5%
AP, +0.3% AP@50, +1.3% AP@75).

Through three experimental results, we can notice that two-
stage methods, especially CasDou and Cascade R-CNN, have
the ability to perform better than one-stage and end-to-end
detectors on both original and dehazed datasets. Besides, from
these experiments, it can be seen that resurfacing objects from
hazy aerial images by dehazing them is a tough challenge and
not always effective due to color deviation and the loss of
information compared to haze-free images. In fact, the Two-
branch dehazing method significantly reduces the detection
results of CasDou’s detection result (−1.6% AP), while the
DW-GAN is proved to be more effective when helping Cascade
R-CNN improve its detection results were improved. This could
be explained by the fact that DW-GAN has higher results than
Two-branch dehazing when both of these two methods use the
same dataset [37]. In addition, although the AP result is not
so high, the DETR shows that this method can outperform all
other methods by a large margin when detecting small objects,
which are Pedestrian and Motor, on all three datasets (shown in
Fig. 9. This means that although the small objects are blurred
by fog, this method learns the features of this kind of object
better. On the other hand, when detecting objects in big sizes
such as Bus and Car - many times bigger than Motor and
Pedestrian, a two-stage method will be an appropriate choice
because the AP scores of Car and Bus detected by two-stage
methods in three report tables always ranks top. Fig. 10 and
Fig. 11 show the detection results of CasDou and Cascade R-
CNN methods with and without using de-hazing techniques.

V. CONCLUSION

This study has provided experimental results and a thor-
ough analysis of condition-based approaches to the problem of
vehicle detection on aerial images in foggy weather. In short,
we evaluate the effectiveness of advanced object detectors
on aerial images with and without foggy removal. DW-GAN
and Two-Branch are used for de-hazing. CasDou achieves
the highest performance among experiments when the AP is
recorded at 34.7% on original images. Experimental results
also show that detectors trained on de-hazed methods can
not achieve the best results. Still, with some detectors such
as YOLOv3, CrossDet, Sparse R-CNN, foggy removal help
them slightly improve the detection performance compared to
their counterparts trained on original images. As we reported,
the approaches using a GAN-based model to remove foggy
images somehow can not achieve the results of using original
images. Therefore, in the future, we plan to conduct more
experiments on other recent GAN-based methods to explore
their effectiveness in de-hazing. Besides, we also plan to

www.ijacsa.thesai.org 852 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 13, No. 6, 2022

Fig. 8. Example Images of UIT-DroneFog Dataset.

TABLE I. EXPERIMENTAL RESULTS WITH THE DEFAULT CONFIGURATION. THE BEST PERFORMANCE IS MARKED IN BOLDFACE (NOT DEHAZED).

Method Pedestrian Motor Car Bus AP AP@50 AP@75
Cascade R-CNN 2.10 34.50 56.80 38.40 32.90 45.80 38.50
CasDou 2.70 34.20 59.30 42.50 34.70 50.20 40.30
CrossDet 1.60 27.30 51.10 31.80 27.90 45.60 30.30
YOLOv3 1.10 21.50 41.10 15.80 19.90 32.10 21.10
Deformable DETR 3.20 37.00 56.30 38.30 33.70 51.60 38.00
Sparse R-CNN 2.70 23.80 30.80 28.80 21.50 32.90 23.20

TABLE II. EXPERIMENTAL RESULTS ON UIT-DRONE21 DEHAZED BY DWGAN. THE BEST PERFORMANCE IS MARKED IN BOLDFACE.

Method Pedestrian Motor Car Bus AP AP@50 AP@75
Cascade R-CNN 2.20 32.90 58.80 42.80 34.20 48.30 40.40
CasDou 2.30 32.70 58.30 39.60 33.20 47.80 38.10
CrossDet 1.30 27.20 50.60 29.40 27.10 44.00 29.70
YOLOv3 1.20 21.10 41.50 21.30 21.30 33.30 23.60
Deformable DETR 2.10 35.10 55.40 36.20 32.20 48.60 37.30
Sparse R-CNN 2.30 22.70 33.90 28.30 21.80 32.50 24.20

TABLE III. EXPERIMENTAL RESULTS DEHAZED BY TWO-BRANCH. THE BEST PERFORMANCE IS MARKED IN BOLDFACE.

Method Pedestrian Motor Car Bus AP AP@50 AP@75
Cascade R-CNN 1.90 32.40 57.30 38.60 32.60 45.50 38.40
CasDou 1.90 33.00 57.40 40.10 33.10 46.60 39.10
CrossDet 2.00 25.60 51.00 33.50 28.00 44.40 31.00
YOLOv3 8.00 20.20 40.30 20.20 20.40 32.40 22.40
Deformable DETR 2.70 35.80 54.70 32.80 31.50 48.40 35.30
Sparse R-CNN 2.40 23.20 32.20 27.90 21.40 32.70 23.40

www.ijacsa.thesai.org 853 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 13, No. 6, 2022

Fig. 9. Visualization Images of Detectors on UIT-DroneFog Dataset. (In Order to See the Image Clearly, Please Zoom in 2×.)

Fig. 10. CasDou on 3 Types of Dataset. The Dark Green Bounding Boxes are Motor, The Purple Bounding Boxes are Car, Light Green Bounding Boxes are
Pedestrian and Bus are Cyan. (In Order to See the Image Clearly, Please Zoom in 2×.)

propose a new approach that can adaptively predict foggy
images using a model trained on original images.

ACKNOWLEDGMENT

This research is funded by Vietnam National University
HoChiMinh City (VNU-HCM) under grant number DS2021-

www.ijacsa.thesai.org 854 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 13, No. 6, 2022

Fig. 11. Cascade R-CNN on 3 Types of Dataset. (In Order to See the Image Clearly, Please Zoom in 2×.)
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Abstract—The learning disorder has several difficulties to
learn correctly; in many cases they have more stress because
they do not understand the subjects proposed by the teacher. The
aim of the research is to propose an innovative plan to design
a mobile application for the treatment of learning disabilities
using augmented reality in primary education. In this way, we
used a methodology called Design Thinking that has five phases,
empathize, define, devise, prototype and testing, which facilitates
us in identifying the problems for itself to have solutions to these
problems. For the prototype we used tools such as Marvel App,
which is responsible for the layout of the mobile application.
TinkerCad allows us to design the 3D model of the educational
games and finally App Augmented Class to create the augmented
reality model. The results obtained were through a survey about
the prototype; identifying the acceptance about the prototype by
parents for the usefulness of this idea for their children with
learning disabilities, with 76% that the prototype is ideal for
children. In addition, the prototype was validated by five experts,
resulting in 85.4% acceptance. As a conclusion of the research is
the achievement of a good design for a solution to the problems of
children with learning disabilities to have a better understanding
and to be free from stress.

Keywords—App augmented class; design thinking; marvel App;
learning disorder; TinkerCad

I. INTRODUCTION

The learning disorder makes it difficult for the child to
learn these causes correctly. These are presented worldwide,
as there are various problems of language, comprehension or
dyscalculia. In Jordan, it indicates that their primary school
students have a lack of attention to classes, as they have a bad
use of the internet, causing them to be completely distracted
and prevent them from developing in their student process
[1]. COVID-19 also had an impact on primary education,
students were studying from home, avoiding the physical
approach; they had no control over their virtual classes and
were easily distracted by video games [2]. In the United States,
multilingual children in most American schools are found to
have language and learning disabilities [3].

In rural areas of Latin America there are difficulties in
children’s learning. In this way they obtain a low level in
their subjects, as they do not have any learning method
[4].By the end of 2021, students in Latin America will be
affected by the COVID-19 pandemic, making a rapid shift
from face-to-face to digital learning [5]. Brazil has 55 million
people living in extreme poverty and has pre-school boys
with illiteracy problems [6]. This developing, resource-poor

country also analyses that 21 families believe that difficulties
in learning development stem from poor social interactions,
peer relationships, stress levels and communication [7].

In Peru, there were educational problems in the teaching of
children during the COVID-19 pandemic [8]. They had student
delays because virtual classes were not proposed. When these
methods were declared, in Ayacucho and indigenous popu-
lations, they did not have these materials to carry out their
classes at a distance, and also because of poor learning, the
children had various problems of learning disorders [9] [10].
In this way, many children, especially in rural areas of Peru,
have problems learning mathematics [11]. This also increases
the level of stress, as they do not have the strategic methods
for the child to be able to understand these subjects in an easy
and simple way [12]. Also, dyscalculia which is a learning
disorder can cause many problems at primary level and many
mistakes in performing logical operations, lack of attention
and concentration makes children unable to perform these
functions [13] .

According to these problems at international and national
level, we can see the importance of having new innovative and
strategic models for students at primary level to have ease in
their understanding so that they can improve these learning
disorders and prepare themselves to not have any difficulties
in their future life. With the proposed design for the solution
of the problems of children with learning problems is helping
parents where their children have these difficulties. So also
with the teachers since in this way the learning of the students
will be much better.

The objective proposed in this project is to develop a strate-
gic and innovative model to solve these problems, designing
a mobile application for the treatment of learning disorders,
using augmented reality in primary education. Cognitive games
were used to improve student learning. The structure of the pa-
per is as follows: in Section II the literature review is explained,
in Section III the methodology to be developed, in Section IV
the results of our work, in Section V the discussions, in Section
VI the conclusions and finally in Section VII the future work.

II. LITERATURE REVIEW

Augmented reality in education allows us to do didactic
work as well as help us to discover new skills in children. It
also implements an analysis of the impact of augmented reality
in education, which indicates that teachers enable children
to learn quickly and relieve their stress with the help of
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augmented reality [14]. Similarly, this research analyses by
Likert scale that students have more problems in the subject
of geometry, and also evaluates a development of augmented
reality to improve learning, indicating that 92.50% are satisfied
with the use of technology and it is suitable for use in
Indonesian schools [15].

In the same way, it indicates that augmented reality is used
to enjoy and live a better educational experience. Therefore,
the use of augmented reality was developed for the teach-
ing of mathematics, helping to obtain a better visualisation
and understanding in secondary school students. This was
developed with Unity and was accompanied by the Vuforia
software development kit in order to develop the augmented
reality application. At the end they obtained as a result, a
mobile application with augmented reality accessible to all
devices that are installed in each classroom to improve the
understanding of students in an easy and simple way [16].

At Sebelas Maret University, form-based tests were used
with students and teachers to indicate problems in their pro-
gramming education. A multimedia with augmented reality
was also developed to improve critical thinking, resulting in
a better understanding of basic and advanced programming
[17].Something similar happens in this case, on the subject
of biological education that develops an augmented reality
application with Unity 3D for the training of its medical
and veterinary students. Students indicate that augmented
reality technology enhances their learning by demonstrating
that virtual technology is a great support in their practices in
human and animal anatomy [18].

On the other hand, he designed a mobile application
with augmented reality, indicated that it will be the future
of education. With the use of the Assembly application, he
proposes that primary education can improve their learning in
their computer, tablet and mobile assembly laboratories. This
is done virtually, as during this pandemic, health restrictions
prevented students from having contact with other people,
which affected their face-to-face teaching. As a result, a survey
of students showed that augmented reality design would be of
great help in their laboratories [19].Similarly, in this research,
it helps students to develop their knowledge in chemistry with
intuitive games to learn science-related topics. This is done by
combining three-dimensional objects from the virtual world
to a real one, 87.90% of Indonesian students validate their
improvement in their understanding of chemistry [20].

In the same way, in the business field, a mobile application
is designed with the use of augmented reality to provide a
multimedia marketing method with augmented reality. As a
result, it was possible to improve advertising and impact users
with the use of these technologies [21].This research also
used Unity with the c# programming language, Blender 3D
to develop a catalogue list application for the purchase of
food and beverages with augmented reality. As a result, it
improved the visualisation of customers observing in detail
the quality of the product, gaining confidence in their purchase
[22]. Finally, this article proposes to improve communications
in companies, implementing an augmented reality design in
animated infographics to improve their presentations, using
Unity 3D to optimise communications processes resulting in
the interest of new clients for their future projects [23].

The augmented reality identified by different authors in
the fields of education, medicine, security, business among
others, indicate the improvements that people can have when
interacting with technologies. In this way, it provides ease of
understanding, thus releasing stress, containing best practices
in its development, so that its usefulness should be considered
in problem solving. These aspects facilitate augmented reality
solutions for children with learning disabilities. In this way,
we will make a model for children, aiming to improve con-
centration in an efficient way in their cognitive development.

III. METHODOLOGY

For the development of the methodology we will use
Design Thinking which will be divided into five phases
(Empathise, Define, Ideate, Prototype and Test), as well as
explaining the survey tools and the design of the prototype
that was used.

A. Design Thinking

This methodology is focused on presenting creative solu-
tions, generating ideas to improve society, and the method-
ology is of great interest to professionals because of their
ability to adapt their innovative ideas [24]. The processes of
Design Thinking are shown in Fig. 1. They are used to improve
business environments by complementing the help of users in
identifying their problems and thus solving them [25] .

1) Parent survey: A survey of parents about learning
difficulties was formulated at the beginning.

2) Do children have learning difficulties ? In this first
conditional we asked if they found the problems, if it
was confirmed we took it into account and proceeded
to the next step, if not we went back to the survey.

3) Identification of learning difficulties: In this process
the children’s learning problems were identified.

4) Solutions for learning disorders: In this process the
identified problems are proposed to be solved.

5) Definition of the ideas of the prototype: Based on the
proposed ideas, the final prototype is defined.

6) Surveys about the prototype: A survey about the
prototype was formulated to parents for acceptance
and development.

7) Is it an ideal prototype for children? In this second
conditional it was asked if it is the ideal prototype,
if it is ideal it is taken into account and if it is not,
the new prototype is implemented again.

8) Innovation accepted: Finally, the prototype defined by
the parents was accepted.

1) Empathise: In this first stage, it is focused on observ-
ing the needs of the users continuously through the use of
interviews and surveys giving the facility to gain a better
understanding of their needs [26] .

2) Define: In this second stage, the focus is on defining
the user problems that are in the empathise phase so that the
innovation team must consider the biggest problem impacted
by the users [27].

3) Ideate: This is the third stage, which is responsible for
generating innovative ideas for the problems of the defined
stage, allowing the team to name the best solution [28].
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Fig. 1. Process Design Thinking.

4) Prototype: The fourth stage, prototyping, is responsible
for designing the innovative solutions chosen by the working
team in such a way that it uses prototyping tools [29]. Fig.
2 will show the procedure for the development of the mobile
prototype with Marvel App, accompanied by a 3D modelling
with TinkerCad and finally show the augmented reality with
App Augmented Class.

a) Tinkercad: Tinkercad is a free tool that is used in
education to design 3D objects online, its designs are made in
an intuitive and easy to use way [30].

b) MarvelAPP: MarvelApp is a tool for the design of
prototypes, with simple steps for its use, as well as limited
templates for the user [31].

c) App Augmented Class: This application is used to
design augmented reality models, it is free to use and can be
downloaded from the Play Store [32].

1) Mobile prototyping with Marvel Apps: The start of
this process is to make the mobile prototype to get
the idea of the app’s functions.

2) Make the 3D modelling with TinkerCAD: The second
process was done using 3D models in TinkerCad in
order to design the dynamic games for augmented
reality.

3) Export the 3D model as an .OBJ file: The third
process is to export the 3D models in a file called
.OBJ.

4) Open the Augmented Class App : The fourth process
will open the mobile application called the Aug-
mented Class App to make the augmented reality
model.

5) Import the 3D model from an .OBJ file : In the
fifth process, the 3D modelling in the OBJ file was
imported into the Augmented Class App application.

6) Realisation of the augmented reality: In the last pro-
cess the augmented reality was realised by displaying
the 3D model in the Augmented Class App.

5) Test: This is the last stage which involves surveying
users about the solution and prototyping so that they give the
go-ahead for development [33].

IV. RESULTS

This section shows the results of the proposed methodology
and the validation of the prototype by the experts. We will also

Fig. 2. The Process of Making an Augmented Reality Model.

tell the advantages, disadvantages and comparison of Design
Thinking.

A. Result of the Empathise Stage

Table I contains the questions (Q1 to Q6) for the survey
of primary school children, asking about grade, gender, dis-
trict, learning difficulty, learning stress and type of learning
disability.

TABLE I. PRIMARY CHILDREN SURVEY

Questions
ID Questions
Q1 Primary Child’s Grade
Q2 Sex ?
Q3 In which district of Lima are you located?
Q4 Learning Difficulty?
Q5 Stress when studying?
Q6 What type of learning disability does the child have?

B. Result of the Define Stage

Table II indicates the 70 questionnaire responses (R1 to
R6) from the first stage of Table I for parents. They are also
responsible for identifying their children’s learning problems
at school.
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TABLE II. PARENTS’ RESPONSE TO THEIR CHILDREN

Answers
ID Answers
R1 First Grade 8.6%, Second Grade 24.3%, Third Grade 38.6%, Fourth Grade

14.3%, Fifth Grade 5.7%, Sixth Grade 8.6%.
R2 Female 40% Male 60%
R3 Puente Piedra 8.6%,Los Olivos 27.1%,Carabayllo 28.6%,San Martı́n de

Porres 15.7%,Comas 17.1%,Rimac 2.9%
R4 Yes 85.7% , No 14.3%
R5 Yes 81.4% , No 18.6%
R6 Dyslexia 15.7%,Dyscalculia 54.3%,Dysgraphia 21.4%,Dysphasia 8.6%.

a) R1: According to the 70 responses, this indicates
the number of pupils surveyed in primary school, Grade 1 has
8.6%, Grade 2 has 24.3%, Grade 3 has 38.6%, Grade 4 has
14.3%, Grade 5 has 5.7% and Grade 6 has 8.6%.

b) R2: It indicates that in the survey 60% are male
students and 40% are female students.

c) R3: The students from Lima-Peru with the highest
percentage are from the district of Carabayllo with 28.6%, Los
Olivos 27.1%, Comas 17.1%, San Martı́n de Porres 15.7%,
Puente Piedra 8.6%, Rı́mac 2.9%.

d) R4: 85.7% of students in primary education have
learning difficulties and the other 14.3% have no learning
difficulties.

e) R5: 81.4% of students in primary education have
increased stress in their studies and the other 18.6% have no
stress.

f) R6: This indicates that the students surveyed have
different learning disorders and that the greatest impact of
the students is Dyscalculia with 54.3%, Dysgraphia 21.4%,
Dyslexia 15.7% and Dysphasia 8.6%.

C. Result of the Ideate Stage

Table III indicates the solutions (S1 to S3) proposed by
the innovation team. Giving an estimated score for the choice
of the best idea and completing its development in the next
phase.

TABLE III. SCORING IDEAS

Punctuation of the Ideas
Solutions Innovation Team Total

S1 Making a mobile application with augmented reality 58 points .
S2 To realise a website for your learning development 34 points .
S3 Implementing new learning methods in classrooms 20 points.

a) S1: The first solution will be the chosen one, as it
has a high score of 58 points scored by the innovation team.
This solution proposes the creation of a mobile application
with augmented reality.

b) S2: The second solution that was not chosen but can
be taken into account in future projects; it has a score of 34
points scored by the innovation team. Proposing to create a
website for the development of their learning.

c) S3: The third solution that was not chosen but can
be taken into account in future projects has a score of 20 points
scored by the innovation team. Proposing to implement new
learning methods in the classroom.

D. Result of the Prototyping Stage

Fig. 3 shows the model of the mobile application so that
users who have a registered account can log in. If they do
not have an account, they can register correctly, and if the
user forgets their password, they will have the opportunity to
recover it by sending an email to change their password.

Fig. 3. Mobile System Login

Fig. 4 shows the model of the mobile prototype so that the
user can request a change of password by sending an e-mail
for modification. Once the user has accepted the request, a
new password can be set.

Fig. 4. Password Recovery

Once logged in to the mobile application the user can
choose the learning disorder problem that counts, Dyslexia,
Dysgraphia, Dyscalculia and Dysphasia as shown in Fig. 5.

Fig. 6 shows the level of the game so that the child can
carry out his or her treatments by showing his or her name
and age. The word-forming game consists of the child with
dyslexia problems observing the letters and being able to form
the word.

Fig. 7 shows the level of the game for the child with
his name and age with his respective Dysgraphia problem. It
consists of drawing the line of the picture using a pencil; the
child can also count on a stable treatment.

Fig. 8 shows the level of the game so that the child with
his name and age with his respective problem Dyscalculia. It
consists of performing operations, in this case subtraction, so
that the child can strengthen his knowledge dynamically and
select the correct option.
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Fig. 5. Selection of Learning Disability

Fig. 6. Educational Game for Dyslexia

In Fig. 9 shows the level of the game for the child with his
name and age with his respective problem Dysphasia, which
consists of the child speaking slowly, pronouncing each letter,
with the aim of improving the form of communication .

E. Responses from the Testing Phase

Table IV show the questions for the parents about the final
prototype that was used for the input and improvement of
their children with learning disabilities. Also, this interaction
will serve to know the opinion, as well as the importance
of the application on their stress treatment and cognitive
improvement.

Fig. 10 shows the answers to the questions in the testing
phase. In Q1, 76% responded that it is the ideal prototype for
the children, 76% of the respondents found it very interesting
and 24% did not, in Q2 they responded that the application
will help in the treatment of learning disabilities, 76% agreed
and 24% disagreed, in Q3 it indicates the improvement of
stress, and in Q4 it indicates that 74% of the parents are
confident that it does improve stress and 30% do not, in Q4

Fig. 7. Educational Game for Dysgraphia

Fig. 8. Educational Game for Dyscalculia
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Fig. 9. Educational Game for Dysphasia

TABLE IV. QUESTIONS FOR PARENTS ABOUT THE PROTOTYPE

Question about the prototype with augmented reality
ID Questions
Q1 Is the prototype ideal for your children?
Q2 Do you think it will help in their treatment of

children?
Q3 Will this application improve children’s stress?
Q4 Do you recommend a family member to use

this application to improve the treatment of the
learning disability?

Q5 Do you recommend private and public schools to
implement this mobile application with augmented
reality?

it indicates that 74% of the parents are confident that it does
improve stress and 30% do not, in Q4 it indicates that the
application will help in the treatment of learning disabilities.
Likewise, 70 per cent are confident that it does improve stress
and 30 per cent are not, in Q4 it indicates that 74 per cent of
parents recommend that family members or close friends use
the application for the treatment of learning disorders and 26
per cent do not, and finally in Q5 they responded that 78 per
cent would recommend public and public schools in Peru to
implement the mobile application with augmented reality and
22 per cent responded that they would not.

F. Expert Validation of the Prototype

This validation was carried out with 5 experts who will be
in charge of scoring the four criteria (Functionality, Usability,
Consistency and Integration). These validations were carried
out on the final prototype, ensuring that it will be acceptable
by the experts.

In Table V the scales Low, Moderate and High were
considered. Low will have a range of 0% to 49% indicating
that it would not be accepted, Moderate will have a range of

Fig. 10. Response from the Testing Phase

50% to 79% indicating that the prototype can be improved
and High will have a range of 80% to 100% indicating that it
would be an acceptable prototype.

TABLE V. LEVEL OF ACCEPTANCE

Level
Under Moderate High
0% - 49% 50% - 79% 80%- 100%

Likewise, to find the total percentage, it was calculated as
the average of the four criteria, in percentages.

Table VI shows the scores of the five selected experts, so
each expert will have to score each validation from 1 to 100,
and finally the result shows the level of acceptance of the
prototype.

TABLE VI. QUESTIONS TO EXPERTS

Question about the prototype with augmented reality
Experts Functionality Usability Consistency Integration Total Level
Expert 1 80% 85% 83% 90% 85% High
Expert 2 90% 85% 95% 80% 88% High
Expert 3 73% 89% 85% 90% 82% High
Expert 4 89% 92% 90% 97% 92% High
Expert 5 75% 76% 86% 84% 80% High

Finally, Fig. 11 shows the 5 validating experts with a high
level, i.e. the prototype has a level of acceptance by each
expert. Expert 1 indicates a high level with 85%, expert 2
indicates a high level with 88%, expert 3 indicates a high level
with 82%, expert 4 indicates a high level with 92% and expert
5 indicates a high level with 80%. The overall average is 85.4%
acceptance.

G. About the Methodology

1) Advantages: The Design Thinking methodology was
used to bring innovative ideas to meet user needs. This allowed
us to have a dynamic teamwork to be able to bring new ideas to
society and to improve the decision making process. This also
allows us to see the creativity of the team and also the analysis
that leads to the understanding of the problems towards the
users.
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Fig. 11. Expert Validation of the Prototype

2) Disadvantages: The disadvantages of the Design Think-
ing methodology is that it is more dedicated to the prototyp-
ing of innovative ideas and not to the development of the
application. In this sense, it should be considered that this
methodology can go hand in hand with another methodology
for the development of the proposal.

3) Comparison: The 5-phase methodology helped us to
speed up the process of analysis and creative ideas for pro-
totyping. Compared to other methodologies that focus on
the development of the application, these include proposing
innovative plans for the contribution to society.

V. DISCUSSION

It is analysed that our proposal as a solution with the use
of augmented reality is a good strategy, it is also integrated
that the survey method that was effective for stakeholders to
analyse their problems is valid for the search for solutions, this
coincides with the author [15], who evaluated the problems
based on surveys, proposing the use of technology to improve
student learning. Similarly in the author [19], who conducted
an analysis of the respondents, finding serious problems in
students with learning disabilities so he proposes the use of
augmented reality for computer, tablet and mobile assembly
labs. In addition, the proposed design of a mobile application
with augmented reality is a perfect combination as nowadays
people handle their mobile devices anywhere, which results
in user satisfaction. These results agree with the author [21],
as he proposes a variety of mobile designs with augmented
reality for advertisements in order to impact your customers
with the use of technologies. In the same way, he indicates
that the intuitive games with augmented reality in the [20]
leads to a good result, validating an increase in learning and
comprehension in his students.

VI. CONCLUSION

This model of an augmented reality application is de-
veloped to improve learning disabilities. In the prototype
educational games were made to have a better understand-
ing, since the survey identified that children have problems
with Dyslexia, Dyscalculia, Dysgraphia and Dysphasia. Design
Thinking allows us to have a greater analysis of the problems
in search of the needs of users, helping us to have a variety

of creative and innovative solutions. This contribution of the
design of a mobile application for the treatment of learning
disorders using augmented reality in primary education would
be of great help to have an adequate treatment in children
with the use of technologies, allowing to improve their stress
level and to have a greater understanding in their subjects. A
limitation of the research that was identified was the develop-
ment of mobile application and augmented reality, since the
methodology used only focuses on the design of innovative
prototypes for problem solving.

VII. FUTURE WORK

It is suggested that the proposed research be considered for
future work and that a virtual reality application be developed.
In this way, children with learning disabilities can have a maxi-
mum technological experience. In addition, the research should
be carried out in an interdisciplinary and multidisciplinary way,
i.e. it is suggested that specialists in learning disabilities such
as a psychologist, among others, be incorporated.
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Abstract—The purpose of this project is to prevent cases of
fraud in e-commerce of purchase and sale from person to person
through social networks. For the development of the research
work, the Scrum methodology was used to allow the project to
be carried out in an agile and flexible way, adapting to the changes
that could arise along the way. The technological tools that made
this project possible were SQL Server, C++, Visual Studio and
Marvel app, the latter for prototype design. In addition, there
was the support of an artificial intelligence software known
as Optical Character Recognition that allowed the document
recognition process to be completed. The social network Facebook
was also relevant for the development process since the data
set for the training of the system was obtained from there,
guaranteeing its functionality. The results obtained benefit both
parties, sellers/suppliers and consumers, reducing the impact of
fraud cases and guaranteeing safer online operations. In addition,
a validation was carried out by experts in the development of web
applications, taking usability, feasibility, scalability, innovation,
and technology as criteria. Obtaining as a result the approval in
all its criteria; with the total mean value of 2.76.

Keywords—Artificial intelligence; e-commerce; fraud; optical
character recognition; scrum; social networks; web system

I. INTRODUCTION

Digital transformation has become more relevant in recent
years as a result of the pandemic, although this process
brings with it greater benefits and a positive impact on the
development of a country, it also poses certain risks for a large
number of the population. According to the World Economic
Forum in a survey presented in its Global Risks Report 2021
[1], it indicates that cybersecurity flaws rank 7th out of a
total of 37 risks presented. In Latin America, the growth of
e-commerce due to the pandemic had an exponential increase,
which meant a greater use of devices with internet access to
carry out various operations such as payments or purchases
of goods and services online [2]. Approximately 10 million
Latinos have purchased consumer goods through electronic
stores, however, one of the most relevant problems is the
criminal activities carried out through computerized means as
a consequence of this new normal [3].

Peru also adds to this growth, with e-commerce operations
reaching an increase of 86% in June 2020 and reaching its
highest point in July with 160%. This represents approximately
6 billion dollars, which covers the size of the e-commerce
market as detailed in the report by the Peruvian Chamber
of Electronic Commerce. However, this led to an increase in
claims related to online transactions due to the few regulations
and measures in this area. Let’s take into account that before

the pandemic, Peru had around 65,700 businesses that sold
online, but by the end of 2020 there were 263,200 businesses.
We must add that this also brought with it the increase in
informality in the digital sector [4].

In Peru there is a high rate of informality and this has been
increasing according to the latest data provided by the National
Institute of Statistics and Informatics, reaching an informality
rate of approximately 75%, also affecting electronic commerce
[5]. It is mainly social networks that are used for this type of
informal trade, where many independent workers offer their
products and services at very attractive prices. In this way
they manage to capture even more the attention of the public,
this activity through social networks represents an opportunity
to generate income without discounts or commissions when
carrying out their transactions. However, it is also an opportu-
nity for fraudsters to carry out their criminal activities hiding
behind anonymity and lack of security [6] [7]. These types of
crimes are carried out through online transactions for advance
payments without the guarantees or security that a platform
of a formal company offers. The purchase and sale operation
through social networks is based solely on trust between the
seller/supplier and the customer, thus exposing themselves to
being a victim of fraud [8].

Given the foregoing, the aim is to offer users the alternative
of carrying out their online purchase and sale operations with
greater security, thus avoiding and reducing computer fraud
rates. This not only benefits the buyer but also the seller as
it is an opportunity to demonstrate that their services and/or
products can be requested with complete confidence. Thus, it
also contributes to the security of the assets and personal assets
of the citizen covered by the Law on Computer Crimes, thus
being a reference to avoid fraud either by advertisements on a
website or by social networks.

The objective of this research work is to implement a
web system to prevent fraud in online transactions carried
out by people through social networks. The platform will
be available free of charge, allowing users to register and
contribute by reporting fraud cases in order to expand the
database, which in turn favors the system by improving its
efficiency and accuracy. So that the reports by complaint are
valid and avoid cases of misinformation; The user will be asked
to attach the respective complaint so that their report can be
considered. In this way, the aim is for users to have a system
that helps them guarantee greater security in their payment
transactions or online purchases for a requested product. As
well as independent workers or business owners, they can
avoid loss of resources and time by ensuring that their sale
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is finalized and that it is not canceled at the last minute.

The article is organized as follows: in Section II the review
of the literature, Section III the methodology, Section IV the
case study, Section V results and discussions, Section VI the
conclusions and finally Section VII future work.

II. LITERATURE REVIEW

The investigation addressed the issue of fraud prevention
through electronic commerce, through the development of a
web system. The studies of different authors on the research
topic are analyzed in order to have information on trends,
limitations, among others.

According to the authors [9], their application allows
identifying customers who may pose a risk of fraud for an
electronic commerce, through the information of cookies or
IP configured in the devices used for online transactions.
Normally, fraudulent clients do not make changes to their
laptop, smartphone or computer, so the application manages to
keep a record and identify the devices with a history linked to
these criminal acts. To achieve their objective, the developers
of the project use three main components for their fraud de-
tection system, which are PC identifier, Address identifier and
Asset Classifier. These methods are based on data extraction
and statistical analysis. A total of 8,020 purchase requests
were analyzed, efficiently detecting suspicious transactions
compared to traditional methods that use data mining, but with
poor performance.

For the [10] authors, the most frequent fraud operations
are carried out through the use of a credit card through
e-commerce. His proposal consists of applying the Support
Vector Machine (SVM) algorithm, allowing fraudulent oper-
ations to be identified and classified from safe operations.
The methodology for its system includes using fingerprint
scanning as a measure to reinforce security during registration
and access to online operations. If a transaction is classified as
fraud, the payment process will be canceled and the fraudulent
user’s information will be sent to the database. Finally, it can
be concluded that the SVM is an efficient algorithm with
an accuracy of 99.9% according to a comparison table of
several models prepared by the authors. These qualities of the
algorithm make an accurate classification in the process of
online fraud unlike other methods.

In the work developed by [11], the authors propose a new
data intelligence technique with the aim of maximizing the
model in the detection of fraudulent operations, without having
to depend on the data variation that may exist. As in the
previous article, this project focuses on operations carried out
through online payments through e-commerce. The proposed
system works with the Multiple Prudential Consensus model
that uses and integrates the efficiency of different classification
algorithms through a double criterion, probabilistic and major-
ity. The final algorithm is determined to classify authorized or
fraudulent operations according to the previously determined
model and according to the analysis of criteria elaborated. The
results obtained demonstrate the effectiveness of the model,
compared to other systems used to detect cases of fraud. Of
a total of 492 fraud samples, the developed model was able
to correctly detect 394 compared to the 349 cases that were
detected by the model that ranked second. The results confirm

that the proposal stands out among many other solutions both
in terms of models and classification.

The authors [12] use Blockchain-based technology which
is quite secure and efficient. One of its great advantages is
that once the data has been registered, it is possible to alter or
delete it. In addition, it is a fairly simple technology and easy to
understand. Blockchain is a chain of blocks which consists of
a single registry network where information from the previous
block is stored and thus passes the information to the following
blocks. Based on this they decide to implement this technology
to support online fraud detection and thus qualify a valid
purchase. Blockchain will store verified transactions and their
associated qualifications, making “verified” labels no longer
necessary. It is concluded that blockchain systems are quite
efficient in detecting online user fraud compared to traditional
methods. In addition, the system allows better control of
false accounts or information and has a reputation system to
effectively reduce the number of fraudulent ratings.

In the research work developed by the authors [13], they
propose a proposal based on Machine Learning in order to
improve the existing fraud detection systems. They consider
that there is an urgency for a better detection and prevention
of cases of electronic fraud. Its model is based on the use of
Machine Learning algorithms integrating big data, allowing it
to predict the probability that an electronic operation is safe
or fraudulent. The model was trained with a dataset com-
posed of history of credit card transactions through electronic
commerce; in order to predict any probability of fraudulent
operations. Specifically, supervised learning algorithms such
as Random Forest, Support Vector Machine, Gradient Boost
and combinations of these were used, comparing their perfor-
mance. The results obtained confirm the accuracy and precision
of the proposal by combining the Gradient Boost + Logistic
Regression algorithms. In addition, the model, being based on
Machine Learning, has an addition that is Active Learning.
This new addition allows solving data labeling problems,
which means an improvement in learning for fraud detection.

After analyzing the different proposals developed by the
cited authors, it is considered that the use of technologies
and application of engineering is of the utmost importance
to combat the growing increase in cases of computer fraud.
Although most of the works focus on the use of algorithms
and models for more sophisticated systems, none addresses
the problem of fraud when both parties involved are natural
persons. The approaches and initiatives apply to companies
already established and that have the economic factor to im-
plement the systems in their respective businesses. However, in
our country there is a large percentage of independent workers
who offer products through social networks. Merchants do not
have their own payment system and are also responsible for
making deliveries in person via delivery. For this reason, what
we are looking for is to develop a web system that facilitates
the safe use of this type of electronic commerce. Thus, users
can make their purchases with the security of knowing if they
are dealing with someone reliable for their transactions.

III. METHODOLOGY

In the research carried out, an agile methodology was
used, which allows the development team to have constant
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communication and be able to carry out work efficiently,
quickly adapting to the changes that may occur during the
project. Next, the methodology used and the technological
tools that were necessary for this project are described in detail.

A. SCRUM Methodology

It is a methodology that offers a personalized and flexible
way of working that is suitable for software development
projects with a variety of requirements [14]. This iterative
work model establishes the delivery of project progress in-
crementally, thus achieving more efficient results and greater
productivity. In Fig. 1, we graphically observe the process
followed by this methodology and its respective work phases.

Fig. 1. Scrum Methodology Workflow.

1) Beginning: It is the first phase where the roles and
functions of each member of the development team are
identified and defined, these are assigned according to the
skills and contributions of each member to the project, in the
process the Scrum Master, Product Owner and the Scrum Team
intervene [15]. Where the Scrum Master is mainly responsible
for removing obstacles to the development of the project while
the Scrum team is made up of developers, evaluators and other
professionals necessary to guarantee the quality of the product.

2) Planning and Estimation: It is the next phase, the user
stories are proposed and chosen according to the client’s
requirements, the product backlog is also carried out taking
into account an estimation process for an adequate order of
the stories. Once the requirements are organized, the sprint
backlog is created. These are selected by priority and will
go through the development and execution process. With the
defined sprints, the team is responsible for between 1 and 4
weeks of the process to program, design and execute the sprint
after the product increment is finished, the team continues with
the next sprint.

3) Implementation: It is the third phase of the Scrum
workflow, the objective is to deliver each sprint of the product
organized, error-free and potentially operational, and generally
at the beginning of the day during this phase small meetings
are held [16]. These meetings are known as Daily Scrum that
can last 15 minutes where the progress of the previous day is
communicated and at the same time what impediments may
be occurring for the progress of the project are discussed.

4) Review and Retrospective: It is the fourth and final
phase of the work method, once the sprint is potentially
deliverable at the end, a review of said sprint is carried out with

the Product Owner to show the increase in the product. The
increment is inspected and its functionalities are demonstrated.
Sometimes the product list must be adapted according to the
possible new requirements that the Product Owner indicates
[17]. After the review, we proceed with the retrospective;
where the Scrum Team makes an analysis of itself with the
possibility of proposing strategies to execute improvements in
the way of working for the following advances.

B. Technological Tools

For the research work, it was considered to use specialized
applications and programs for this type of project with the
intention of having an adequate development environment; thus
achieving the correct implementation of the proposed system.

1) SQL Server: It is a relational database management
system that uses the Transact-SQL development language. It
is ideal because it allows you to store all the information
you want with a wide variety of processes and with different
utilities. Plus, easily integrate application data and leverage a
rich set of cognitive services to power AI processes at any data
scale.

2) Visual Studio: It is a program that provides us with
an integrated development environment which facilitates the
creation, design and development of web sites and applications,
at the same time allowing us to work in environments that
support the .NET framework. It is compatible with a wide
variety of programming languages, such as C#, C++, Visual
Basic, Python, Java, PHP among others.

3) Python: It is a high-level programming language that
processes all kinds of data. Its software is free, that is, it
has no cost, allowing it to be used and distributed even for
commercial use. It is accessible and multiplatform, it has an
extensive library, as well as a varied repertoire of frameworks,
also standing out for its simplicity of syntax.

4) Marvel App: It is a web application to work online
that allows us to make layouts and prototypes of both web
pages and applications on mobile devices. The tools it makes
available are sufficient to create designs that allow developers
to have clear ideas of the final product.

5) Artificial Intelligence (AI): This technology aims to
allow software to have the ability to learn based on data, which
arise from patterns and opportunities provided by developers.
Once the necessary data set is obtained, performance tests
are carried out to measure and calculate the efficiency and
accuracy of the AI software based on the number and quantity
of hits and misses [18]. Deep Learning is a type of AI that
uses multiple processing steps, also known as layers, to learn
and then recognize data representations with multiple levels of
abstraction. It is based on artificial neural networks, one of the
specialties of this AI is image processing.

In Fig. 2, it can be seen how AI is classified, while in Fig.
3, we see the main classes of neural networks used by deep
learning. For the development of this project, we worked with
the Recurrent Neural Networks architecture because it was the
one that best adapted to the required functionalities of the web
system.
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Fig. 2. Graphic that Shows how Artificial Intelligence is Classified in its
Different Subfields [19].

Fig. 3. The 3 Main Architectures of Deep Learning, A) Artificial Neural
Network, B) Convolutional Neural Networks and C) Recurrent Neural

Networks [20].

IV. CASE STUDY

A. Planning

With the roles already defined and assigned among the team
members, the planning continues. Where we choose the user
stories, these determine the desired features and functions of
the web system requirements. For this project, a total of 10 user
stories are proposed, in Table I you can see the description of
each story, which allows us to better understand the operation
of the system.

B. Estimate

Here the user stories are organized through the product
backlog, in this list certain criteria are taken into considera-
tion so that the stories are properly ordered. The estimation
process is carried out through planning poker, when putting
this technique into practice the team must assign a number
(Fibonacci series) to each of the user stories. The assigned
numbers are chosen from lowest to highest according to the
level of difficulty that the team members consider for the
development of each user story.

In Table II, we can see the product backlog developed and
ordered by priority, this is defined by the effort and difficulty
of development as well as its relevance in the project. As a
reference to choose the priority of each story, story number

TABLE I. USER HISTORY

History No. Description
H1 As an administrator, I want a web platform that through its

design is intuitive and friendly to be used easily.
H2 As an administrator, I want the web platform to allow the

user to know if a seller/supplier has a history to avoid being
scammed.

H3 As an administrator, I want the web platform to have a wide
database to be more efficient and precise in the search for
results.

H4 As an administrator, I want the platform to allow users to
write reviews to better understand the type of fraud that the
accused uses.

H5 As a user, I want to contribute by registering duly substan-
tiated complaints to improve the prevention capacity of the
web.

H6 As a user, I want to be able to register on the web platform
in order to be prevented from various cases of fraud.

H7 As an administrator, I want the platform to have a section
where information related to computer crimes is displayed
to keep users informed and warned.

H8 As an administrator, I want the web system to validate the
attached file that will be uploaded as evidence by the user
to detect if it is a police report.

H9 As an administrator, I want the platform to have a section
with external links to government pages to provide support
and guidance to victims of fraud.

H10 As administrator, I want the web platform to allow knowing
a ranking of fraud complaints by number of complaints and
type of fraud so that users can better and easily manage the
information.

9 has been selected as its development is considered the least
difficult.

TABLE II. PRODUCT BACKLOG

History No. Estimate PRIORITY Sprint
H3 5 1 3
H8 8 2 3
H2 3 3 3
H5 3 4 2
H10 5 5 2
H4 2 6 2
H6 2 7 2
H9 1 8 1
H7 2 9 1
H1 2 10 1

The project is divided into 3 sprints, the first sprint has a
total of 5 story points, because it requires less effort. When
starting with the development of the sprints, the work team
begins to integrate allowing better team work as each iteration
progresses. The second and third sprints receive 12 and 16
story points respectively. Likewise, the points have increased
due to the time and effort required by the requirements
corresponding to these sprints. At this point in the project,
the team is able to communicate and organize much better,
thus achieving good coordination in the development of the
web system and minimizing errors. Fig. 4 graphically shows
the order by effort from lowest to highest of the user stories
and the sprints to which they have been assigned.

C. Implementation and Development Stage

In this stage, the use of the technologies to be implemented
and the procedure proposed for the web system are explained
in detail.
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Fig. 4. Story Points and Number of Sprints.

1) Software Development: The web system was developed
applying the use of the Model View Controller (MVC), which
is a software architecture style based on three layers or levels.
This type of model has proven its worth over several years and
across various types of applications, a variety of programming
languages, and development platforms. The model separates an
application’s data, user interface, and control logic into three
distinct components:

a) Model:
Also known as the data layer, it is where the data is located
and is responsible for accessing it, it is made up of one or more
database managers that perform storage. It has a representation
of the data used by the system, its business logic and records
of the controls and views of the system.

b) View:
It is the user interface also known as the presentation layer,
it shows the system to the user and interacts with it through
mechanisms. It also integrates and organizes the information
that is sent from the model through the controller, that is, it
receives the data and shows it to the user.

c) Controller:
Also known as the business layer or business logic because it
is here where all the rules that must be met are established.
It acts as an intermediary between the Model and the View,
managing the flow of information between them to request the
database to store or retrieve data. That is, it receives requests
from the user and sends responses after the process. This is
also where the programs that run are located.

In Fig. 5, we can see graphically a basic scheme of how
the chosen model is structured.

2) Data Set Preparation and Extraction: For the present
project, a set of data was needed to be used for training
and testing the different functionalities that were sought to
be implemented.

In Fig. 6, we observe the process to obtain the data in image
format, the social network Facebook served as the basis for
extracting said information. By accessing a personal account,
they entered communities called groups that the social network

Fig. 5. Three Layer Architecture.

Fig. 6. Flowchart for Obtaining the Data Set.

offers where its users can exchange or share common interests.
Then we began with the search for public publications where
users of the social network made reports of having been
victims of fraud.

Finally, only those publications with support were consid-
ered where images of police reports were extracted to form
the data set needed by the project. This meant dividing the
data into two groups, allowing training and then checking the
correct functioning of the web system. In this way, it was
also possible to correctly identify the types of attached files in
image format that are uploaded to the system by users.

3) Optical Character Recognition (OCR):

a) Definition:
It is a software that allows us to recognize text in digital
documents including images, it has become a very useful tool
due to its precision, speed and efficiency to classify documents
and/or extract information from them [21]. For the present
research work, the Optical Character Recognition software was
implemented as part of the web system for the desired function
of classifying the information provided by users. In Fig. 7, we
can see the process and threads carried out by the software
for text extraction, once the results are obtained they can have
various applications as indicated in the graph.

b) Recurrent Neural Network (RNN) and Tesseract
OCR:
From simple image classification to medical scans, speech
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Fig. 7. Basic Flowchart of how OCR Works.

recognition and text-in-image recognition are among the many
essential functions of deep learning. The RNN is a kind of
neural network that is part of deep learning, it allows input
data to flow in any direction along a time sequence through the
layers that make up the network. The Long short-term memory
(LSTM) is a type of RNN that has feedback connections,
managing to process not only individual data but also complete
sequences of data, avoiding loss of information over time [22].

For the proposed system, we worked with the Tesseract
software, which is open source, which uses OCR and is
complemented by LSTM to achieve a more efficient result in
the field of text recognition through digital images. In addition,
it has an extensive library that facilitates its training with a
certain set of data. In Fig. 8, we can see the architecture of
the Tesseract software in conjunction with the LSTM neural
network.

Fig. 8. Tesseract Architecture where it is Noted that there are Many
Revisions of Old Decisions [23].

c) Operation:
OCR software is normally composed of four stages that are
pre-processing, segmentation, character extraction and final
recognition of the text, the mentioned sequence can vary
depending on the results that are desired to obtain. For the
present research work, since they are simple documents and
in the format of a police report, the process for text recognition
did not imply difficulty.

Fig. 9 shows the operation and the stages carried out by
the OCR, once it manages to recognize the text in the digital
document, it can also extract said information for later use,
which depends on the purpose of each system that uses this
technology [25].

Fig. 9. Flowchart of the Process Performed by the OCR Software [24].

d) Execution and Process:
With the developed web system, the recognition software was
implemented, the steps to be followed by the system as a whole
were verified according to the proposal to confirm its viability
and correct use. It was considered to focus a greater effort on
the function of the system that requires the support of artificial
intelligence because its operation is essential for the rest of the
processes.

Fig. 10. Flowchart Showing Web System Working with OCR Software.

As shown in Fig. 10, the step to register a case of fraud
involves attaching evidence to support it, the user through
the web system must upload their respective police report in
image format. Once the system receives the information of the
complaint with the attached image, the recognition software
will validate whether or not the image is valid by extracting
the text and classifying it. If the validation result is positive, all
the information entered is stored in the web system database
for later use in user queries.

V. RESULTS AND DISCUSSION

Finally, each sprint and its respective user stories are
explained in detail, as well as the operation of the complete
web system and we verify the importance and viability of the
project through statistical data.

A. Design and Prototypes

The prototypes were developed based on user stories, these
allow us to understand graphically and in detail each function
implemented in the web system, as well as its importance in
this project. This section shows the main prototypes organized
by sprints which make up the research work carried out.
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1) First Sprint: This sprint mainly covers interfaces that
do not require much effort and time, with a total of three
deliverables. In Fig. 11, we see the prototype that represents
the home page of the web system, in it the user has the option
of being able to log in or register by creating an account. You
can also see a brief description of the objective of the platform
and at the top is the design of the created logo.

Fig. 11. Prototype based on User Story 1

In Fig. 12, we see the prototype designed for the infor-
mative section of the platform, this section includes news
and advice to guide the user so that they can stay informed
and prevented from the main cases of fraud and fraud at the
national level.

Fig. 12. Prototype based on User Story 7

2) Second Sprint: In this sprint, interfaces were mainly
developed whose function is to show relevant information on
fraud cases, which have been duly validated and stored in the
system’s database. In Fig. 13, the prototype shows the interface

where the user must fill out the complaint form, an important
requirement in this step is to attach the document where the
police complaint is certified.

Fig. 13. Prototype based on User Story 5

The prototype in Fig. 14 shows the interface where the most
reported cases of fraud can be queried, through predetermined
filters such as payment method, number of reported cases
and by city. In the section on the right of the interface, an
easy-to-understand graph for the user is shown, where relevant
information on the registered cases appears.

Fig. 14. Prototype based on User Story 10

In Fig. 15, we see the prototype for the user registration
interface, basic data is requested for the creation of an account
on the platform, also giving the alternative of being able to use
a username instead of the personal name.

3) Third Sprint: This sprint is mostly related to internal
processes and the logic of the web system, for that reason
it is the sprint that requires the most time and effort in the
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Fig. 15. Prototype based on User Story 6

development of the project. The database was initially filled
manually in order to carry out the first tests of the system and
detect possible errors.

Subsequently, the filling of the base continued, taking
advantage of the learning process that the OCR software
needed for optimal performance in the recognition of the
entered documents. As mentioned in the Case Study section,
the document in image format will allow the complaint record
to be considered as valid or not.

Fig. 16 shows the interface where the user can check
if a seller/supplier has been reported on the platform as a
fraudster. Some of the requested data must be entered so that
the system searches the database and displays the information
of the accused in the section on the right.

Fig. 16. Prototype based on User Story 2

B. Complaints Registered for Computer Crimes

Cybercrime in the current context is on the rise and the
most affected are the consumers who have to deal with the loss
of their property as a result of this type of crime. Although
measures are being taken in the country and laws are being
applied to regularize this situation, the efforts and policies
applied have not worked properly or have not been sufficient.
In Table III, we see a comparative table of the complaints
made in the last five years in terms of computer crimes.
Where computer fraud represents 78.2% of the reported cases,
these cases are investigated by the High Technology Crimes
Investigation Division (DIVINDAT).

TABLE III. COMPLAINTS OF COMPUTER CRIMES INVESTIGATED BY
DIVINDAT

Crime 2015 2016 2017 2018 2019 2020 Total %
Computer Fraud 414 610 1219 1928 2097 2615 9515 78.2

Card cloning 46 44 30 120 25 4 394 4

Fraudulent online
purchases

- - - 287 431 261 979 8

Unauthorized
electronic and/or
fund transactions

and transfers

368 566 1189 1521 1641 2350 8142 86

The crimes were classified according to the type of com-
plaint: card cloning, fraudulent online purchases and unau-
thorized electronic and/or fund transactions and transfers, the
latter being the one that forms part of this research work. The
notorious increase in cases of this type of fraud was verified,
registering a total of 8,142 complaints from 2015 to 2020. It
was also identified that this type of fraud represents 86% of
this type of computer crime, thus occupying the first place
among the 3 types of cases [26].

C. Informality and Social Commerce

Informality in the country remains high, according to the
Institute of Statistics and Informatics (INEI) in a study carried
out in 2020. With a sample of 15,224, it was confirmed that
approximately 30% of them are in the category of workers.
self-employed in the informal sector [12]. With these data
we can have a better picture of how broad the group of
independent informal workers is, even more so if we consider
that 75.3% of workers are informal at the national level, as
can be seen in Fig. 17.

Informality in Peru originates mostly from tax evasion
and limited resources by independent workers who fail to
comply with all the requirements and procedures established
to formally set up a business as required by law [12]. The
limitation of resources also affects the possibility of not
investing in infrastructure or having your own online store.
For the aforementioned reasons, informality has also moved
towards electronic commerce where sellers/suppliers establish
their businesses online.

They mainly carry out their commercial activities through
social networks since these do not imply any type of cost,
giving greater facilities to position themselves in the digital
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Fig. 17. The Participation of the Formal and Informal Economically Active
Employed Population (PEAO) for the Year 2020 is Shown.

market. The independent worker or business owner offers
their products/services describing their characteristics through
Instagram or Facebook. The purchase/sale is made directly
through these platforms or transferred to WhatsApp where the
date and place of delivery are agreed.

D. Fraud and Social Networks

There are a large number of purchase and sale operations
carried out through social networks such as Facebook, What-
sApp and Instagram where there are informal businesses with
good intentions to comply with what is offered. But there
are still risks for buyers since it is not the same to buy in
a known establishment than to buy through a social network
from a stranger. Fraudsters and/or computer criminals take
advantage of the anonymity of social networks to commit their
crimes, their way of operating involves creating false personal
or business accounts as a facade. Then, through deception, they
promise supposed products or services that they offer if they
are previously paid in advance to cover the expenses involved
in the delivery or fulfillment of what is offered.

TABLE IV. REQUESTS FOR ACTIVE JUDICIAL ASSISTANCE

Requirements Number
Facebook account information 45
Email account information 18
Request information from Facebook, Messenger, WhatsApp 3
Request information from Google 2
Request information from a website 2
Arrested user identity, intervention information in the Russian social

network account
1

Request information from various companies that provide social networks 1
Request removal of communications and traffic information and content

of a Facebook account
1

According to the report on Cybercrime in Peru [26] pre-
pared by the Public Ministry, 45% of active judicial assistance
has been aimed at requesting information from Facebook
accounts and 9% has involved social networks. In Table IV
we can observe some of the requested requirements where
requesting information from social networks for the cases in
question stands out. These requests were made with the inten-
tion of helping the competent entities to clarify investigations
and criminal proceedings that implicate social networks as a
means of criminal acts related to computer fraud.

E. Risk Prevention and Minimization

Through social networks, mainly through Facebook, it was
found that there is an interest on the part of citizens to make
public their complaints, reports or report cases where they have
been victims of fraud. However, the information through this
platform is not centralized or organized, which makes access to
said information difficult. In addition, through social networks
there are no terms and conditions that guarantee 100% secure
purchase and sale transactions. For these reasons, this project
seeks to organize the data and minimize the risks due to
computer fraud as a result of social commerce.

Both parties, both consumers/buyers and suppliers/sellers,
can benefit from this initiative. On the one hand, the con-
sumer/buyer who makes sure that the other party involved in
the transaction has not been reported for any type of fraud. And
on the other hand, the supplier/seller that manages to generate
greater confidence in its clients and gain a better reputational
image for its business by not being reported in the base of the
proposed system.

F. Web System

The web system was designed and developed with the
objective of executing a set of tasks that allow users to
take preventive measures before carrying out any operation
and to carry out their transactions online safely. Next, the
operations of the web system are explained, grouped by their
functionality, as well as the results obtained through a survey
carried out on experts to validate the quality of the system.

a) Registry Functionality:
Made up of the User Registration and Complaint Registration
sections, these have the function of allowing the entry and reg-
istration of data within the system. The first section mentioned
authorizes access to the platform and the second section allows
you to report cases of fraud by attaching your respective police
report.

b) Query Functionality:
Made up of the Home, Search, Informative and Links of
interest sections, these have the function of allowing the user
to see information related to the topic of prevention through
the different interfaces of the platform. In the particular case
of the search section, it grants access to consult information
on the cases reported in the system.

c) Tesseract OCR Performance:
The free software Tesseract with its LSTM-based OCR engine
complemented the development of the system by facilitating
the recognition of attachments provided by users; managing
to identify and classify the documents as valid or not and
confirming that they were a police report. The accuracy of
the LSTM Recurrent Neural Network for text recognition in
Urdu script was evidenced in the [27] investigation. This type
of writing is based on an Arabic cursive style and due to its
nature makes the text recognition process even more difficult.

However, in Fig. 18, the results obtained from this in-
vestigation are verified where the LSTM model achieves an
accuracy of 98.38% despite the difficulty in recognizing the
aforementioned writing. In the present research work, it was
decided to use the Tesseract software precisely because of
the good performance and precision that it has shown in
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TABLE V. RESULT OF VALIDATION BY EXPERTS

Criterion Questions Media S.D
Usability The web system runs responsively through any type of browser. 2.87 0.35
Usability The web system has a friendly and easy-to-use interface for users. 2.75 0.46
Usability The web system is properly organized for users to understand. 2.87 0.35
Usability The design of the web system works according to a programming structure. 3 0

Feasibility The web system development budget covers cloud storage. 2.62 0.51
Feasibility For the development of the web system there was a certain cost or budget. 2.50 0.75
Feasibility Business strategies have been designed so that the web system generates profitability. 2.75 0.46
Scalability The web system is stable even with the increase in user load. 2.62 0.51
Scalability The web system has a fast response time in relation to its database. 2.87 0.35
Scalability System processes are well established and function properly. 2.87 0.35
Innovation The web system performs quick queries regarding information on fraud complaints. 2.87 0.35
Innovation The web system has been created to be able to implement more information modules on computer crimes. 2.62 0.51
Innovation The web system constantly obtains knowledge and/or relevant information. 2.75 0.46
Technology A transactional database was used for queries and storage of information. 2.62 0.51
Technology A specialized programming language for web systems with artificial intelligence support was used. 2.87 0.35
Technology A framework was used for interface design and programming of the web system that is adaptable. 2.87 0.35
Technology The web system can be adapted to any type of device. 2.75 0.46

Fig. 18. Comparison between 3 Models of Artificial Neural Networks to
Recognize Text in Urdu Script [27].

Fig. 19. Web Application Architecture.

more complex cases to identify texts in documents with image
format. In addition, the software has several advantages such
as having an extensive library with features that facilitate rapid
learning. It also has models for several languages, covering 116
languages including Spanish, it is even recognized among the

best OCR today.

d) Validation of the Proposed Model with Experts:
This section specifies the results obtained through a survey of
8 experts to validate the quality level of the web system. The
criteria used were: Usability, Feasibility, Scalability, Innovation
and Technology. The questions raised were made using the
Likert scale with the answer option: 1 (very low), 2 (interme-
diate), 3 (very high). The questions that were applied in the
validation measure the level of acceptance of the web system
by experts in the development of these applications. Table V
shows the result of the validation, which is divided by different
criteria as well as the proposed questions and the level of
quality obtained based on the calculations for the mean and
standard deviation (S.D.) of each question. The calculation of
the mean allowed to establish the range of the quality level,
it was obtained as a result of the total mean of all the criteria
of 2.76. In that sense we can say that it has been approved by
the experts.

As mentioned at the beginning of this project, the use of
fraud prevention systems reduces the impact of these crimes. In
the research work of [28], the favorable results were confirmed
with figures when implementing a web system with the same
purpose. In just 1 year, the number of computer fraud cases
was reduced from 30% to 28% through its proposed model,
which is also supported by artificial intelligence.

On the other hand, the investigations of [9] and [10] focus
on reducing cases of fraud when purchases and payments are
made through electronic commerce platforms that are part of
formally constituted companies. In addition [11], [12] and [13]
seek to improve the existing systems of companies that have
the resources to pay for more sophisticated projects. However,
the works in question do not focus or have an alternative
solution for cases where purchase or sale transactions are
made from person to person and that is the most used type
of commerce in Peru. The proposal does not seek to favor
formality, on the contrary, it seeks to offer an option for safer
transactions, giving these informal businesses the opportunity
and time to have enough capital to later be able to go formal.

In Fig. 19, we can see graphically the architecture of the
proposed web system and the aforementioned functionalities.
You can also observe in detail the support given by the OCR

www.ijacsa.thesai.org 874 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 13, No. 6, 2022

tool to validate the entry of a complaint into the system, which
allows the automation of this process. In this way, manual
reviews of the complaints were avoided, saving time, reducing
possible costs, searching for quick information and improving
the management of the web system.

VI. CONCLUSION

Finally, the research work demonstrated how the proposed
system contributes to the prevention of computer fraud caused
by the digital informality present in social networks. The
results of the project show how the system can reduce and
minimize the risks of online purchase and sale transactions
through advance payments which are made by bank transfers
or the use of digital wallets. In this way, safer and more reliable
operations are guaranteed in favor of the consumer/buyer who
is the main affected in this new and growing digital commerce.
The development of the web system aims to provide an easy-
to-use tool, within the reach of the population and that allows
them to be alert to situations of possible fraud. Reducing
the impact caused by this type of computer crime until the
competent entities can implement better measures to reinforce
the computer security of citizens in the country.

VII. FUTURE WORK

As future work, it is suggested to continue investigating and
incorporating different disciplines such as computer security,
computer risks, cryptography. Also apply another methodology
that is related to risk management. At the same time, it is
recommended to delve into OCR technology to take advantage
of the features it offers much more and to improve the
productivity of the system by automating it. Likewise, it is
possible to combine specialists in the areas of computing and
electronics so that together they can contribute even more to
the research project.
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informático: concepto y delimitación,” Revista Chilena de Derecho
y Tecnologı́a, vol. 9, no. 1, p. 151, jun 2020. [Online]. Available:
https://doi.org/10.5354/0719-2584.2020.57149

[9] K. Yoshida, K. Tsuda, S. Kurahashi, and H. Azuma, “Online
shopping frauds detecting system and its evaluation,” vol. 2.
IEEE Computer Society, 9 2017, pp. 649–653. [Online]. Available:
https://doi.org/10.1109/COMPSAC.2017.182

[10] K. K. M. Priyadharsini and M. S. F. I. M. Mary,
“Online transaction fraud detection system,” 2021 International
Conference on Advance Computing and Innovative Technolo-
gies in Engineering (ICACITE), 2021. [Online]. Available:
https://doi.org/10.1109/ICACITE51222.2021.9404750

[11] S. Carta, G. Fenu, D. R. Recupero, and R. Saia, “Fraud
detection for e-commerce transactions by employing a prudential
multiple consensus model,” Journal of Information Security and
Applications, vol. 46, pp. 13–22, 6 2019. [Online]. Available:
https://doi.org/10.1016/j.jisa.2019.02.007

[12] Y. Cai and D. Zhu, “Fraud detections for online businesses: a
perspective from blockchain technology,” Financial Innovation, vol. 2,
12 2016. [Online]. Available: https://doi.org/10.1186/s40854-016-0039-
4

[13] R. Jhangiani, D. Bein, and A. Verma, “Machine learning pipeline for
fraud detection and prevention in e-commerce transactions,” 2019 IEEE
10th Annual Ubiquitous Computing, Electronics & Mobile Commu-
nication Conference (UEMCON), pp. 0135–0140, 10 2019. [Online].
Available: https//:doi.org/10.1109/UEMCON47517.2019.8992993

[14] A. Srivastava, S. Bhardwaj, and S. Saraswat, “Scrum model for
agile methodology,” 2017 International Conference on Computing,
Communication and Automation (ICCCA), pp. 864–869, 5 2017.
[Online]. Available: https://doi.org/10.1109/CCAA.2017.8229928

[15] F. Hayat, A. U. Rehman, K. S. Arif, K. Wahab, and M. Abbas,
“The influence of agile methodology (scrum) on software project
management.” IEEE, 7 2019, pp. 145–149. [Online]. Available:
https://doi.org/10.1109/SNPD.2019.8935813

[16] P. Ounsrimuang and S. Nootyaskool, “Introducing scrum process
optimization.” IEEE, 7 2017, pp. 175–181. [Online]. Available:
https://doi.org/10.1109/ICMLC.2017.8107761

[17] A. Ramos-Romero, B. Garcia-Yataco, and L. Andrade-Arenas, “Mobile
application design with iot for environmental pollution awareness,”
International Journal of Advanced Computer Science and Applications,
vol. 12, no. 1, pp. 566–572, 2021, doi:10.14569/IJACSA.2021.0120165.

[18] R. A. Kacprzyk, J. Pedrycz, W. Jamshidi, M. Babanli, M. B. &.
Sadikoglu, and F. M. Aliev, 10th International Conference on Theory
and Application of Soft Computing, Computing with Words and
Perceptions - ICSCCW-2019. Springer International Publishing, 2020,
vol. 1095. [Online]. Available: http://link.springer.com/10.1007/978-3-
030-35249-3

[19] G. Delanerolle, X. Yang, S. Shetty, V. Raymont, A. Shetty, P. Phiri,
D. K. Hapangama, N. Tempest, K. Majumder, and J. Q. Shi, “Artificial
intelligence: A rapid case for advancement in the personalization
of gynaecology/obstetric and mental health care,” Women’s Health,
vol. 17, p. 174550652110181, 1 2021. [Online]. Available: https://
doi.org/10.1177/17455065211018111

[20] H.-H. Tseng, Y. Luo, R. K. T. Haken, and I. E. Naqa, “The
role of machine learning in knowledge-based response-adapted
radiotherapy,” Frontiers in Oncology, vol. 8, 7 2018. [Online].
Available: https://doi.org/10.3389/fonc.2018.00266

[21] H. Singh and A. Sachan, “A proposed approach for character recognition
using document analysis with ocr.” IEEE, 6 2018, pp. 190–195.
[Online]. Available: https://doi.org/10.1109/ICCONS.2018.8663011

[22] S. S. Bukhari, S. Francis, C. N. N. Kamath, and A. Dengel, “An
investigative analysis of different lstm libraries for supervised and
unsupervised architectures of ocr training,” vol. 2018-August. IEEE, 8
2018, pp. 447–452. [Online]. Available: https://doi.org/10.1109/ICFHR-
2018.2018.00084

[23] S. M. Shithil, A. R. M. Kamil, S. Tasnim, and A. A. M.
Faudzi, “Container iso code recognition system using multiple view
based on google lstm tesseract,” in Computational Intelligence in
Machine Learning. Springer, 2022, pp. 433–440. [Online]. Available:
https://doi.org/10.1007/978-981-16-8484-5 41

www.ijacsa.thesai.org 875 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 13, No. 6, 2022

[24] S. Drobac and K. Lindén, “Optical character recognition with
neural networks and post-correction with finite state methods,”
International Journal on Document Analysis and Recognition
(IJDAR), vol. 23, pp. 279–295, 12 2020. [Online]. Available:
https://link.springer.com/10.1007/s10032-020-00359-9

[25] Hubert, P. Phoenix, R. Sudaryono, and D. Suhartono, “Classifying
promotion images using optical character recognition and naı̈ve bayes
classifier,” Procedia Computer Science, vol. 179, pp. 498–506, 2021.
[Online]. Available: https://doig.org/10.1016/j.procs.2021.01.033

[26] Ministerio Público Fiscalia de la Nación, “Ciberdelincuencia en el
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Abstract—The performance evaluation of motion planning
algorithms for agricultural robotic manipulators is commonly
performed via benchmarking platforms. However, creating a
realistic benchmarking scene that constrains the motion planning
algorithms with the characteristic of a real-work environment
has always been a challenge worthy of research. In this paper,
we present a lab-setup benchmarking platform to evaluate Open
Motion Planning Library (OMPL) motion planners for the
application of a robotic harvester of a palm-like tree using a
real-time 3D occupancy grid map. First, three motion problems
were defined with different levels of complexity based on a real
oil palm fruit harvesting task. To achieve reliable outcomes, the
benchmarking scene was modeled by converting point cloud
data from a stereo-depth sensor into a 3D occupancy grid
map using the Octomap algorithm. Then the benchmarking
was performed, all within a real-time process. According to the
results, a fair performance evaluation was achieved by modeling a
realistic benchmarking scene, which can help in choosing a high-
performing algorithm and efficiently conducting such harvesting
tasks in real practice.

Keywords—Motion planning; agricultural; harvesting; robot
manipulator; benchmarking; oil palm

I. INTRODUCTION

Over the last few decades, intelligent robots for fruit har-
vesting have been actively developed to bridge the increasing
gap between feeding a fast-growing population and limited
labor resources. Moreover, the recent international travel re-
strictions due to the COVID-19 pandemic in 2019-2021 have
exacerbated the limited labor resources issue, leading to the
unavailability of seasonal migrant workers [1]. A robotic
harvester can significantly boost productivity by reducing labor
and production expenses, increasing yield and quality, and
improving environmental management [2]. However, current
harvesting robots are limited in their capabilities in motion
planning, designed for specific plant structures. This limitation
is due to the target crops’ unstructured and dynamic nature
and obstructions within their working environment [3], [4].
Environment obstructions, such as branches and leaves, reduce
the performance efficiency of harvesting robotic manipulators.
In addition, they are likely to collide with those obstacles
when performing harvesting tasks. Therefore, establishing a
benchmarking approach to accurately evaluate a collision-
free motion planning algorithm for a given task is crucial to
increasing the performance of robotic harvesting manipulators.

This study aimed to perform a benchmarking of different

motion planning algorithms based on real-time perception,
i.e., 3D occupancy grid mapping for a robotic harvester
of a palm-like tree application. In general, palm-like trees,
such as oil palm, dates, and coconut trees, have unique
morphological characteristics that challenge motion planning
algorithms differently from other crops. The benchmarking of
motion planning algorithms based on real-time 3D occupancy
mapping should achieve reliable outcomes due to the actual
characteristics of the working environment, which is mimicked
from the real working environment into the benchmarking
scene and constrains the motion planning algorithms. In this
work, four motion planning algorithms from the OMPL li-
brary, namely, RRTConnect, BiTRRT, BFMT, and FMT, were
benchmarked using ROS and MoveIt platform. The process
outlined in this study contributes significantly to performing
the motion planning benchmarking based on realistic envi-
ronmental conditions. Furthermore, it can help adopt a high-
performing motion planning algorithm and effectively execute
such harvesting tasks in actual works.

II. RELATED WORK

In this section, we discuss the role of various benchmarking
platforms in evaluating motion planning algorithms for differ-
ent applications in the literature. In addition, a brief overview
and application of 3D occupancy grid mapping in robotic real-
time perception will also be presented.

A. Motion Planning Benchmarking

Motion planning is a fundamental topic in robotics that
deals with finding an optimal path that satisfies a target speci-
fication subject to constraints [5]. The issue of “which planner
to choose” could be hard to answer, given the wide range of
applications that robotic manipulators are used for [6]. During
the last few years, several works have compared and analyzed
the motion planning algorithms via benchmarking for different
applications during the last few years. Iversen and Ellekilde [7]
presented a benchmark for a set of motion planning algorithms
based on three different scenarios for bin-picking applications.
Despite longer planning time, the algorithms integrated with
optimization outperformed due to faster execution. Morgan et.
al [8] proposed three different robot benchmarking protocols,
namely the Modified Box and Block Test (BBT), Targeted-
BBT, and Standard-BBT, for assessing various aspects of
the system separately and the results compared with human
performance. Chatzilygeroudis et al. [9] represented a new
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benchmarking protocol to evaluate algorithms for bi-manual
robotic manipulation of semi-deformable objects. Therefore,
the work makes the benchmark accessible to various related
fields, from adaptive control and motion planning to learning
the tasks through trial-and-error learning. Jedrzejczyk et al.
[10] have investigated a tomato harvesting application and sug-
gested a benchmark of optimally configured motion planners
available within Robot Operating System (ROS) and MoveIt
platforms. The results indicated a comparison of efficiency
and repeatability of particular planners for a planning scene
imitating conditions in a greenhouse or similar pick-and-place
tasks. Magalhães et al. [11] suggested benchmarking path
planner algorithms from Open Manipulator Planning Library
(OPML) for tree pruning tasks. Thus, the results demonstrated
good agreement for the BiTRRT algorithm compared with
other algorithms from the OMPL library, such as BKPIECE,
LBKPIECE, SBL, and others. Despite the numerous studies
that benchmarked motion planning algorithms for robotic
manipulators in industrial applications, few works focused
on agricultural applications. Accordingly, this paper studied
benchmarking motion planning algorithms for a palm-like tree
harvesting application.

B. 3D Occupancy Grid Mapping

Robotic perception is understood as a system that endows
the robot with the ability to perceive, comprehend, and rea-
son about the surrounding environment. In addition, robotic
perception is crucial for a robot to make decisions, plan,
and operate in real-world environments, through numerous
functionalities and operations ranging from accupancy grid
mapping to object detection algorithms [12]. Fryc et al. [13]
proposed a robust multi-stage pipeline for efficient, collision-
free brick picking given the pose of a target object. In this case,
Octomap represented the realistic simulated environment as
inputs to generate a set of motion plans for the robot. Terasawa
et al. [14] presented a novel framework that combines a
sampling-based planner and deep learning for faster motion
planning, focusing on heuristics. For this purpose, the HM-
TS-RRT algorithm obtained a heuristic map of the environment
information from the Octomap for motion planning and gen-
erating collision-free paths within a reasonable time. Hence,
the results based on HM-TS-RRT outperform the existing
planners, especially in terms of the average planning time with
smaller variance. Gai et al. developed a vision-based system for
under-canopy navigation of agricultural robotic vehicles using
a Time-of-Flight (ToF) camera [15]. A novel algorithm was
used to detect parallel crop rows from occupancy grids taken
under crop canopies. Therefore, the proposed system was able
to map the crop rows with mean absolute errors (MAE) of
3.4 cm and 3.6 cm in corn and sorghum fields, where are
provided lateral positioning data with MAE of 5.0 cm and 4.2
cm owing to the position in corn and sorghum crop rows. Chao
and Chen [16] proposed a framework of visual perception,
scenario mapping, and fruit modeling for robotic harvesters in
orchard environments. The scenario mapping module applied
the Octomap to represent the multiple classes of objects within
the environment. The experiment results were shown that the
localization and pose estimation of fruits, which are obtained
at 0.955 and 0.923 values for the accuracy of visual perception
and modeling algorithm. However, not many studies use real-
time 3D occupancy grid mapping for benchmarking scenes. In

this work, we create a real-time realistic benchmarking scene
based on sensor information. This approach could help the
evaluation of motion planning algorithms more accurately and
obtain more reliable results.

III. METHODOLOGY

The assessment of motion planning algorithms is com-
monly performed using benchmarking platforms for robotic
manipulators [16]. However, the outcomes can be reliable
when the scene is more to reality [17]. Thus, developing
methods for replicating real-work environment specifications
in benchmarking scenes is crucial, e.g., the “sensed represen-
tation” of test scenes which are built from sensor information.
This study established a lab-setup environment as benchmark-
ing scene modeled by converting point cloud data from a
stereo-depth camera into a 3D occupancy grid map using the
Octomap algorithm [18]. The experiment was then conducted
to benchmark the motion planning algorithms for the three
motion problems with different levels of complexity based
on the oil palmtree harvesting task. The process mentioned
above, including generating the 3D occupancy grid map and
the benchmarking task, was implemented sequentially. All
the system components worked together simultaneously in
real-time. Thus the experimental results were obtained for
performance assessment of the motion planning algorithms.
The overall methodology procedure for this study is indicated
in Fig. 1.

Fig. 1. Overall Methodology Procedure.

The methodology procedure of this work was performed
through experimental work, as shown in Fig. 1. First, an
artificial oil palm tree was utilized to establish an oil palm fruit
harvesting scene. Furthermore, a robotic manipulator equipped
with a stereo-depth camera (Intel RealSense D435) was used to
conduct the harvesting task. The harvesting task was performed
using four motion planning algorithms from the OMPL library,
namely RRTConnect, BiTRRT, BFMT, and FMT. Therefore,
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the experimental findings evaluated the motion planning algo-
rithms’ performance via evaluation metrics, namely planning
time, execution time, and total time.

A. Experiment Setup Environment

A laboratory-based experimental setup was established
using an artificial palm-like tree and a four DoF robot ma-
nipulator to mimic the characteristic of a real oil palm tree
harvesting environment, as shown in Fig. 2. In addition, a
stereo-depth vision sensor was mounted on the robot manipu-
lator’s end-effector to model the working environment in the
benchmarking scene.

Fig. 2. (a) Laboratory-Scale Experimental Setup with a Robot Arm Attached
to a Camera and Artificial Tree (b) Real Oil Palm Tree (c) Artificial Tree.

B. Robot Arm Kinematics

This work used an open-hardware robotic manipulator,
model OpenManipulator made by Robotis, as shown in Fig. 3,
to develop a generic and low-cost harvesting platform [19].
This robot platform allows the users to optimize its morphol-
ogy, modify the length of the links, or design the robot for their
specific purposes [20]. Furthermore, the robotic manipulator
has four DoF, which, based on previous studies, met the
minimum requirement in terms of degree of freedom for a
palm-like tree harvesting application [21].

Fig. 3. OpenManipulator Robot Arm from Robotis.

Meanwhile, Fig. 4 illustrates the kinematics model of the
robot manipulator, which was utilized to obtain the Denavit-
Hartenberg parameters convention [22], as depicted in Table I.
Besides, the robot manipulator was also modeled within Robot
Operating System (ROS) platform using a domain-specific
modeling language called Unified Robotic Description Format
(URDF). The robot model was stored in a URDF file to
represent the properties of the robot in the ROS Visualization
(RVIZ) platform [18]. The URDF file format is based on XML
language, which allows for encoding the robot’s components
such as links, joints, shapes, and physical appearance, as shown
in Fig. 5.
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z1
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Fig. 4. Kinematic Model of Robotis OpenManipulator Robot Manipulator.

TABLE I. DH PARAMETERS FOR ROBOTIS OPENMANIPULATOR.

Joint θi (◦) di (m) ai (m) αi (◦)

1 θ1 L1 0 90

2 θ2 + (90◦ − θ0) 0 L6 0

3 θ3 − (90◦ − θ0) 0 L4 0

4 θ4 0 L5 90

Fig. 5. Robotis Open-Manipulator Model in RVIZ Software based on its
URDF File.

C. Modeling the Test Scene into a 3D Occupancy Grid Map

This work used an Intel Realsense D435i stereo-depth
sensor, integrated with a point cloud library (PCL), to generate
point cloud data [23] to replicate a real-work environment
for the test scene. The camera is equipped with two left/right
image sensors, OmniVision OV2740, which can produce full-
high-definition (FHD) at 60 frames per second (fps). In
addition, the Octomap library was implemented to convert
the point cloud data of the lab-setup environment into a 3D
occupancy grid map in real-time. Fig. 6 depicts a sample of a
3D occupancy grid map of the scene, including the tree leaves,
which was generated using the Octomap algorithm.
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Fig. 6. A Sample of a 3D Occupancy Grid Map Including the Robot
Manipulator and Artificial Oil Palm Tree.

D. Generating the Harvesting Motion Planning Problems

In this benchmarking, three motion problems with different
levels of complexity in terms of collision avoidance were
defined based on a real oil palm harvesting task to measure
the performance of the motion planning algorithms. Each of
the motion problems contains a pair of initial and goal states.
The initial robot arm’s configuration and position are identical
for all three motion problems. The gray-colored robot arm
represents the initial state, while the orange-colored robot
arm indicates the goal state, as shown in Fig. 7a, 7b, and
7c. The use of the gripper was beyond the scope of this
work. Therefore, it is not included in these motion planning
problems.

Fig. 7. Three Different Test Scenarios in this Work.

1) Right-Side Fruit Bunch Problem: The initial state of this
problem is located in a less constrained space than the goal
state, as illustrated in Fig. 8. The goal state is a stretched
robot arm’s configuration with the robot arm’s end-effector
approaching the right side of the fruit bunch from the bottom.
Furthermore, the goal state represents the ‘ready to cut’ pose
of the fruit bunch for the robot arm.

Fig. 8. Right Side of the Fruit Bunch Problem.

2) Left-Side Fruit Bunch Problem: The goal state of this
problem is situated in a more constrained space than the
previous motion problem due to the narrow passage that the
robot arm should pass through to reach the target, as shown
in Fig. 9. As in the previous motion problem, The goal state
is a stretched robot arm’s configuration with the robot arm’s
end-effector approaching the right side of the fruit bunch from
the bottom. In addition, the goal state represents the ‘ready to
cut’ pose of the fruit bunch for the robot arm.

Fig. 9. Left Side of the Fruit Bunch Problem.

3) Left-Side Fruit Bunch to Right-Side Fruit Bunch Prob-
lem: This motion problem defines the left side of the fruit
bunch as the initial state and the right side of the fruit bunch
as the goal state, as shown in Fig. 10. Furthermore, the motion
path needs to be created from a highly constrained space,
traveling through a narrow passage and finally reaching another
highly constrained space, as illustrated in Fig. 10. Thus, a
higher level of complexity in terms of obstacle avoidance is
provided by this motion problem than the previous motion
problems.

Fig. 10. Left Side to the Right Side of the Fruit Bunch Problem

E. Performance Evaluation

The experiment was performed within the ROS MoveIt
platform on a computer with Ubuntu 18.04.6 LTS Operating
System, Intel R© CoreTM i7-9750H CPU, 16 GB Memory,
Nvidia GeForce RTX 2060, and ROS Melodic distribution. The
ROS MoveIt platform integrates a 3D occupancy grid map of
the working environment with motion planning algorithms to
generate feasible paths and solve motion problems for a given
task.

In order to evaluate the performance of the motion planning
algorithms for solving and executing the motion planning
problems, three metrics, namely planning time, execution time,
and total cycle time, were defined. All the metrics were
analyzed individually to demonstrate the higher performance
algorithm within each of them. Planning time is considered
when it takes for a motion planner to find a viable path for
a given motion problem. Furthermore, The time it takes for
the robot arm to move from its initial state to its goal state
for a given motion path is known as execution time. Finally,
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the addition of planning and execution time is considered total
cycle time.

The motion planning algorithms, RRTConnect, BiTRRT,
BFMT, and FMT, were implemented to solve and conduct
the motion problems. For each specific problem, the problem
was solved and executed 10 times by each of the algorithms
for 40 runs per problem. Given the three motion problems,
120 runs were performed to conduct the benchmarking task.
Furthermore, each algorithm was given 5 seconds time-out
to solve the respective motion problem since such harvesting
applications need to be conducted quickly in real practice. The
successful cycles only were used in the analysis.

IV. RESULTS AND DISCUSSION

Fig. 11 illustrates the results of the planning time for the
three motion planning problems solved by the algorithms men-
tioned above. In the first problem, the right-side fruit bunch,
RRTConnect achieves the shortest planning time with the
lowest mean of 0.11 s and also the lowest standard deviation
of 0.0215 s. In contrast, FMT had the worst performance
among the others. This outcome indicates that for straight
forward motion planning problems, with the minimum need
for curvature to avoid colliding with obstacles, RRTConnect
algorithm can be considered a fast algorithm for creating
motion paths.

Fig. 11. Planning Time for the Three Planning Motion Planning Problems.

In the second motion planning problem, the left-side fruit
bunch, more complexity in terms of collision avoidance was
provided by the motion problem to the algorithms. In this prob-
lem, RRTConnect outperformed the other algorithms again
(slightly faster than BiTRRT) with the lowest mean of 0.2414
s and the lowest standard deviation of 0.0568 s. Meanwhile,
in the third motion planning problem, from the left-side fruit
bunch to the right-side fruit bunch, RRTConnect had the
shortest mean. In contrast, BiTRRT, which had a slightly
higher mean, demonstrated a lower standard deviation than
RRTConnect. Again, the FMT had the longest computation
time among all.

Meanwhile, Fig. 12 represents the execution time of motion
planning generated by the algorithms within the three motion
problems. For example, in the first problem, from the initial
position to the right-side fruit bunch, RRTConnect achieved the
fastest execution time with the lowest mean of 4.9455 s and
the lowest standard deviation of 0.1932 s. Meanwhile, FMT
was the slowest, with the highest mean and highest standard
deviation with more outliers than other algorithms.

In the second problem, from the initial position to the left-
side fruit bunch position, RRTConnect achieved the lowest
mean of 5.257 s while obtaining the highest standard deviation

Fig. 12. Execution Time for the Three Planning Motion Planning Problems.

of 0.718 s. In contrast, FMT had the highest mean of 5.441
s and the most significant number of outliers. In the third
problem, from the left side to the right side fruit bunch, the
most complicated motion within this benchmarking work was
provided to the motion planning algorithms. The lowest mean
of 7.893 s and the highest standard deviation of 1.313 s was
achieved by the BFMT. In contrast, FMT obtained the highest
mean of 8.547 s but a lower standard deviation for the motions
execution time.

Furthermore, Fig. 13 shows the results for the total cycle
time, including motion planning times and the respective
motion execution times. In the first problem, the right-side
fruit brunch, RRTConnect achieved the highest performance in
motion planning time and the respective execution time with
the mean of 5.062 s and standard deviation of 0.1889 s. In
contrast, the lowest performance was obtained by FMT with
a mean of 9.702 ) and a standard deviation of 0.803 s.

Fig. 13. Total Cycle Time for the Three Planning Motion Planning Problems.

In the second problem, despite the lowest mean of 4.998 s
for RRTConnect, its standard deviation is significantly higher
than the second-lowest mean, which BiTRRT achieved. To this
extent, BiTRRT can be considered a more consistent algorithm
for such motion problems. In the third problem, where a more
complicated motion problem than the first and the second
one was provided, BiTRRT achieved the highest performance
with the lowest mean and standard deviation of 8.689 s and
0.683 s, respectively. In contrast, FMT demonstrated the lowest
performance concerning its mean of 13.305 s and a number of
outliers.

Due to the smaller size of the palm-like artificial tree,
which was used in our experimental setup, compared to actual
palm-like trees, the Octomap resolution was increased. Thus,
the generated 3D occupancy map contains all the necessary
details of the artificial tree. However, the increase in resolution
would result in high computational cost leading to a rise in
the planning and execution time accordingly. On the other
hand, with regard to the much larger size of real palm-
like trees, which would result in less computational cost for
generating a 3D occupancy map with lower resolution, a
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considerable decrease in motion planning time and execution
time is expected for real palm-like tree harvesting applications.

V. CONCLUSION

In this study, a benchmarking of OMPL motion planning
algorithms for a robotic harvester of a palm-like tree appli-
cation was performed using the ROS and MoveIt platform.
An experimental harvesting application setup was established
using an artificial palm tree and a four DoF robotic manipulator
equipped with a stereo-depth sensor. A 3D occupancy map
was constructed using the Octomap algorithm to replicate the
features and characteristics of the working environment based
on the point cloud data produced by the stereo-depth sensor,
which is imported into the benchmarking scene. The bench-
marking was then performed within three harvesting scenarios,
each including a motion planning problem with different levels
of complexity, all as real-time experimental work. The motion
planning performance was studied by defining three evaluation
metrics: planning time, execution time, and total cycle time.
RRTConnect demonstrated the highest performance in the first
harvesting scenario according to the outcomes. However, for
the second and third scenarios, BiTRRT outperformed the
other algorithms. The work presented in this study can be
extended to include methods for optimally configuring the
OMPL motion planning algorithms based on the features and
characteristics of a palm-like tree harvesting application to
achieve the highest performance for a given motion planning
algorithm.
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Abstract—Face Recognition has progressed tremendously
from its initial use of holistic learning models to using hand-
crafted, shallow, and deep learning models. DeepFace, a nine-
layer Deep Convolutional Neural Network (DCNN), reached near-
human performance on unconstrained face recognition for the La-
beled Faces in the Wild (LFW) dataset. These models performed
very well on the benchmark datasets, but their performance
sometimes deteriorated for real-world applications. The problem
arose when there was a domain shift due to different distribution
spaces of the training and testing models. Few researchers looked
at Unsupervised Domain Adaptation (UDA) to find the domain-
invariant feature spaces. They tried to minimize the domain
discrepancy using a static loss of maximum mean discrepancy
(MMD). From MMD, the researchers delved into the higher-order
statistics of maximum covariance discrepancy (MCD). MMD and
MCD were combined to get maximum mean and covariance
discrepancy (MMCD), which captured more information than
MMD alone. We use a Variational Autoencoder (VAE) with
joint mean and covariance discrepancy to offer a solution for
domain adaptation. The proposed MMCD-VAE model uses VAE
to measure the discrepancy in the spread of variance around
the mean value and uses MMCD to measure the directional
discrepancy in the variance. Analysis was done using the TinyFace
benchmark dataset and the Bollywood Celebrities dataset. Three
objective image quality parameters, namely SSIM, pieAPP, and
SIFT feature matching, demonstrate the superiority of MMCD-
VAE over the conventional KL-VAE model. MMCD-VAE shows
an 18 % improvement in SSIM and a remarkable improvement
in the perceptual quality of the image over the conventional KL-
VAE model.

Keywords—Deep learning; domain adaptation; face recogni-
tion; maximum mean covariance discrepancy; transfer learning;
variational autoencoders

I. INTRODUCTION

In the past decade, Face Recognition (FR) research has
achieved high accuracy using Deep Learning (DL) approaches.
It has matched that of the humans and even transcended it.
Advances in DL have facilitated the growth of large training
datasets required to implement DL algorithms effectively.
Presently we have datasets that use large amounts of labeled

data from the internet, consisting of face images in an un-
constrained environment, with a marked diversity of ethnicity,
gender, and age.

At times, in real-world applications, one notices a certain
discrepancy. The target face image dataset is acquired in
different settings compared to the source. There is a difference
in the performance of a learned model on a source dataset
and a target dataset. Also, in some applications, it is not
possible to have large datasets from a particular domain to
train a deep learning model. So can one borrow pre-trained
models from similar domains? This can help to improve the
learning process. However, the caveat is that the performance
is boosted only for trained and tested datasets with identical
data distributions.

It is interesting to understand the learning process between
the deep networks and the human person in this context.
The way that learning happens in deep networks and human
persons is different. Humans learn from a limited set of labeled
data. The other advantage humans possess is that they can
generalize their learning and apply it to new conditions or
situations.

The authors in [1] have shown the theoretical limitations
on the performance by studying the error bounds for different
source and target data distributions. The term “data shift”, as
first used in 2009, in [2], is the change of distribution of
features [3]. The change in the distributions is referred to
as covariate shift in [4]. Even a Deep CNN can experience
domain shift [5]. Domain Adaptation (DA) algorithms attempt
to understand these different shifts in statistical distributions
for adaptation in domains.

The paper is organized as follows. Section II presents a
review of domain adaptation techniques. Section III describes
the metrics for measuring distribution discrepancy. Section IV
focuses on the deep domain adaptation for face recognition.
Section V presents the proposed MMCD-VAE latent feature
extraction model. Section VI elaborates the experimental re-
sults, and finally Section VII provides the conclusion and
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future work of this study.

II. A REVIEW OF DOMAIN ADAPTATION

A. Domain Adaptation and Transfer Learning

The authors in their landmark paper [6] gave an overview
of the Transfer Learning (TL) process, where they situated the
DA task in the context of TL. Tasks were Inductive Transfer
Learning, Transductive Transfer Learning or Unsupervised
Transfer Learning based on label availability for the source
and target domain. A summary is shown in Fig. 1 as in [6],
which shows how DA is a subset of TL.

Fig. 1. The Relationship of Domain Adaptation to Transfer Learning [10].

Fig. 2. Types of Transfer Learning.

The authors in [7] define TL in terms of the domains and
the given tasks. They classify TL as being homogenous when
the feature space is the same and heterogeneous when the
feature spaces are different, as shown in Fig. 2. They also
clarify that the domain adaptation process seeks to change a
source domain to match more closely with the target domain.
The terms supervised or unsupervised refer to the source
domain availability of labeled data. And for the target domain,
as informed or uninformed. A word of caution is also given on
Negative transfer when the learned information detrimentally
effects the target domain.

The authors in [8] elaborate on the transfer learning
categories and present about forty representative approaches
to transfer learning along with experimental verification. The
broad categories are shown in Fig. 3.

The notations given in [6] and [7] are used to explain the
concepts of DA.

Fig. 3. Transfer Learning Categories.

Let the source domain labeled data be given by Ds =
{xsi , ysi }

M
i=1, with ith sample xsi , and label ysi . The number of

source images is given by M .

Let target domain unlabeled data be given by Dt =
{xti}

N
i−1, with ith sample xtj . The number of target images

is given by N . The difference in data distributions as shown
in Fig. 4, is given by P (Xs, Ys) 6= P (Xt, Yt).

Fig. 4. A Simplified Transfer Learning Model for Domain Adaptation.

Many researchers have done surveys on TL [6], [7], [9],
[10] [8] and DL [11], [12], [13], [14] and [15]. Beginning
from Machine learning to Deep learning, the authors have
methodically explained the nuanced terminology and clarified
any inconsistencies in the terms that are used to explain the
concepts of TL and DL.

III. METRICS FOR MEASURING DISTRIBUTION
DISCREPANCY

A. Maximum Mean Discrepancy (MMD)

The distribution variations are found using metrics that
measure distribution discrepancy. The ones often used are
Kullback–Leibler divergence [16], the maximum mean dis-
crepancy (MMD) [17], [18], the Bregman divergence [19], and
the Wasserstein distance [20].

Among the most commonly used is MMD. It finds the
measure between the mean of the two distributions into a
reproducing kernel Hilbert space (RKHS). Maximum Mean
Discrepancy (MMD) [17], [21], [22] is thus a distribution
distance metric. The MMD [23] between two distributions s
and t, is given by

(1)LM (s, t) = sup
‖φ‖H≤1

∥∥Exs∼s [φ (xs)]− Ext∼t
[
φ
(
xt
)]∥∥2
H

Sup (“supremum”) is the largest, least upper bound (gener-
alizations of “max”), E is the expectation of the distribution.
φ maps original data to RKHS. The detailed proofs are given
in [24].
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B. Maximum Covariance Discrepancy (MCD)

The notations for MCD are taken from [24] where one can
find the detailed proofs.

MCD[p, q,H]

= sup
‖a‖≤1

∑
i,j∈I

aij (cov [ei(x), ej(x)]− cov [ei(y), ej(y)])

(2)

whereH is RKHS over X and {ei | i ∈ I} is an orthogonal

basis of H, ‖a‖=
(∑

i,j∈I a
2
ij

)1/2
, with cov given by:

cov [ei(x), ej(x)] = Ex [ei(x)ej(x)]− Ex [ei(x)]Ex [ej(x)].

C. Maximum Mean and Covariance Discrepancy (MMCD)

The authors in [24] have shown that the MMCD-based
domain adaptation achieves better results for image classifi-
cation. MMCD has both the first- and second-order statistical
information in the RKHS. The notations for MMCD are taken
from [24], where one can find detailed proofs.

MMCD[p, q,H] =
(
‖µ[p]− µ[q]‖2H + β‖C[p]− C[q]‖2HS

)1/2
(3)

where µ[p] = Ex[φ(x)] and β, used to balance the MCD
term, is a non-negative parameter, and C is a centered covari-
ance operator. They show that MMD and MCD of MMCD
measures the difference between means and covariances of the
distributions with the degree d = 1 of the polynomial kernel.

IV. DEEP DOMAIN ADAPTATION FOR FACE RECOGNITION

The authors in [25], [26], [23] discuss the approaches
and challenges to deep domain adaptation in the context of
face recognition which indeed is a challenging task. In real-
life face recognition applications, there are domain shifts due
to changing conditions, like background, location, change of
pose, occlusion, illumination, and other factors.

In [25], the authors have used the TaoMM dataset created
using face images of Chinese fashion models. They combined
the CASIA-WebFace [27] and VGGFace-Good [28] datasets
and used about 1.3 million images to train their model. They
also trained the model on their TaoMM dataset. These trained
models were then tested on the LFW dataset [29] which has
a different distribution than the TaoMM dataset. The learned
weights of labeled data are transferred to initialize the training
model. They also refine all weights using face verification loss
in an end-to-end framework.

Their system architecture consisted of a modified
inception-v2 [30] model that enhanced training using Stochas-
tic Gradient Descent. They used an NVIDIA GTX TITAN X
GPU and pre-trained for 25 epochs that lasted 89.4 hours with
a learning rate of 0.2 and decay half for every five epochs.
A learning rate of 0.04 and decay half for every ten epochs
was used and performed on two similar GPUs for 20 epochs
that lasted 18.6 hours. The two GPUs were needed as the
model was complex, and the mini-batch size was 360. Their

results are comparable to the state-of-the-art single models like
DeepFace [31], DeepID [32] and BaiduFace [33].

The authors in [23] use clustering-based domain adaptation
(CDA). They elaborate on how the unsupervised domain
adaptation methods for object classification are not applicable
to face recognition tasks. The reasons are that a larger discrim-
inating power for the classification of faces is required, and the
classes in both domains are non-overlapping. CDA generates
pseudo-labels and uses cosine-similarity to form a cluster. They
also use deep domain confusion network (DDC) [34] and
deep adaptation networks (DAN) [35]. Here MMD estimator is
integrated into the CNN error to minimize domain divergence.
Thus the end classification is done based on features invariant
to domain changes.

They trained the CNN with labeled source data and fine-
tuned it with clustered target pseudo-labeled data, which helps
determine the target data’s discriminative representation. They
evaluated their method on GBU [36], IJB-A/B/C [37], [38],
[39] and RFW [40] datasets. The architectures that they used
were VGGNet [41] and ResNet-34 [42]. Both architectures are
trained on CASIA-WebFace, the former tuned using Softmax
loss and later with Arcface loss [43]. They preprocessed the
images of datasets by resizing, aligning and augmenting them.
A Gaussian kernel is used in the MMD.

Their results outperform LRPCA-face [36], Fusion [44],
VGG [44], Arcface [43] DDC [34] and DAN [35] for the GBU
dataset. They remark that a uniform face-aligned algorithm
can achieve good FR performance. Also, incorporating MMD
helps in minimizing domain discrepancy. Similarly, better
performance is obtained for IJB-A/B/C and RFW datasets.
They also showed the visual representations of the learned
features using t-distributed stochastic neighbor embedding (t-
SNE) [45].

V. PROPOSED MMCD-VAE LATENT FEATURE
EXTRACTION MODEL

A. Architectures

1) Deep Autoencoder (DAE): In a Deep Autoencoder
(DAE) feature selection function is carried out by an encoder.
Later a decoder reconstructs the best image corresponding to
the selected features. Deep CNN models are very powerful
in feature extraction of the images generated from deep CNN
AE. These decoders are noise-free and have competent low-
dimensional feature space representation. However, only CNN-
based generation requires uniform samples from all the cate-
gories.

2) Variational Autoencoder (VAE): Variational Autoen-
coder (VAE), as shown in Fig. 5 is an unsupervised proba-
bilistic deep-neural network model consisting of an encoder-
decoder pair. The encoder carries out dimension reduction and
domain adaptation by having a progressively lesser number
of neuronal units in a feed-forward architecture. The decoder
does the reverse and brings back the compressed domain
representations to their original shape by gradually increasing
the number of neuronal processors. Variational autoencoders
are the fabrication of a CNN Autoencoder with regularized
training to avoid over-fitting. It results in a latent space
favorable for the generative process. VAE is unique in the way
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Fig. 5. Mapping Distribution of a Variational Autoencoder (VAE).

it uses the selected features for latent representation shared
between encoder-decoder pairs.

Latent representation is nothing but the distribution of
collected traits used as the communication protocol between
the encoder-decoder pair. In practice, encoding and decoding
distributions are parametric models. Joint optimization leading
to reliable reconstruction ensures latent features contain the
most salient statistical features and capture variations over
main features.

The Face Recognition task falls under categorical marginal
distribution. Assuming that φ and θ are parameter sets for
encoder and decoder, optimized for minimum reconstruction
loss, then VAE objective function can be written as:

(4)
LV AR−ELBO =

−γD (q∅(z)‖pθ(z))
+ E(x)Eq∅(z|x) [log pθ(x

| z)]

where D is any strict divergence and γ > 0 is a scaling
coefficient, E is the expectation operator, qφ and pθ are the
distribution functions of encoder and decoder, respectively. The
selection of divergence can play a crucial role. Traditionally
evidence lower bound (ELBO) criterion is used in VAEs. The
goal of the encoder is to obtain a simplified approximate
distribution q and optimize the variational parameter φ such
that qφ be as similar as possible to the true distribution of
inputs. One of the approaches is to minimize Kullback-Leibler
(KL) divergence. It is defined as:

KL

[
qφ(w | D), p(w | D)

]
=

∫
qφ(w | D)

qφ(w | D)

p(w | D)
dw

(5)

where p(w | D) is the actual distribution of input samples
w. Intractability due to the integration term present in equation
5, is resolved by substituting an approximation for p in
terms of qφ. This substitution results in the popular Bayes by
Backprop [46], a tractable objective function. ELBO suffers
from uninformative latent code and variance overestimations
in the feature space. Also, ELBO-VAE tends to over-fit data,

and as a result of the over-fitting, it learns a qφ(z) whose
variance tends to infinity.

3) Proposed MMCD-VAE Model for Domain Adaptation:
The proposed MMCD-VAE Model for Domain Adaptation is
shown in Fig. 6. The encoder generates the same distribution
for all possible variations in a sample’s inputs, which works for
learning good features. Regularization is possible as the input
is encoded to a distribution with some variance instead of a
point. Regularization aims to have continuity and completeness
in the generative process. Distributions are forced to be as close
as to a standard normal distribution.

MMD evaluates the distribution as identical if and only
if all their first moments are the same. Therefore, MMD
divergence is a metric of differential moments of p(z) and
q(z) distributions and is accomplished using the kernel em-
bedding trick [47]. MMD prefers to maximize the mutual
information between an input x and the latent representation
z. Training ELBO on a dataset with complimentary samples
will still try to obtain encoder qφ and decoder pθ as Gaussian
distributions with non-zero variance. For ELBO regularization
term γD(qφ(z) || pθ(z)) is not strong enough as against the
loss function term E(x)Eqφ(z|x)[logpθ(x | z)]. Complimentary
samples will have class means way apart, and accordingly,
MMD optimization will end up by having two modes of qφ,
pushed to stay far from each other. This will reduce ambiguity
in reconstruction. In practice, this matters for datasets with
fewer samples.

Fig. 6. Proposed MMCD-VAE Model for Domain Adaptation

The Loss function (objective function) indicates the degree
to which the test image has been reconstructed and is given
by:

(6)li(φ, θ) = −Ez∼θφ(z|xi) [logPθ (xi|z)]
+ MMCD [Qφ (z|xi) ||Pθ(z)]

Given two distributions p, q in RHKS

MMCD[p, q,H] =
(
‖µ[p]− µ[q]‖2H + β‖C[p]−C[q]‖2H

)1/2
(7)

where µ[p] = Ex[φ(x)] and β is a non-negative parameter.
But C[p] = E

[
wpw

>
p

]
− E [wp]E [wp]

> and
C[q] = E

[
ωqω

>
q

]
− E [ωq]E [ωq]

>
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Algorithm 1: The Proposed MMCD-VAE Algorithm
Data:
Training Dataset = {Xn

i }
N
i=1

Testing Dataset = {Y ni }
N
i=1

Encoder Network = qφ
Decoder Network = pθ
Batch Size = B
Epochs = S
Learning Rate = α
Result:
Reconstructed Test Image

1 Initialize parameters of the Encoder and Decoder
2 for epochs = i← 1 to S Randomly select batches of

Input images from the Training dataset do
3 for i← 1 to N µz(i), σz(i) = qφ(z | xi) Draw L

samples from z ∼ N(µz(i), σz(i)) do
4 for j ← 1 to L µx̂(i), σx̂(i) = pθ(xi | z) do
5 end
6 end
7 Define Objective function (L) using Log

likelihood and MMCD distance
8 Update
9 φ = φold + α ∗ Oφ ADAM (∂L∂φ );

10 θ = θold + α ∗ Oθ ADAM (∂L∂θ )
11 end
12 Return trained encoder = qφ and trained decoder = pθ

(8)
MMCD[p, q] =

[
‖E[x]− E[y]‖22 +

β
[∥∥E [xx>]− E[x]E[x]>

−
(
E
[
yy>

]
− E[y]E[y]>

)∥∥]2]1/2
where x ∼ p, y ∼ q. Given limited X and Y sampled from

p and q respectively there is

MMCD[p, q] :
(
‖µp − uq‖22 + β ‖Σp − Σq‖2F

)1/2
where

µp = 1
nX is the mean vector and Σp = 1

nXµnX
> is the

covariance matrix of X.

Substituting Equation (8) in (6) we get:

li(φ, θ) = −Ez∼θφ(z|xi) [logPθ (xi|z)] +
[
‖E[x]− E[y]‖22 +

β
[∥∥E [xx>]− E[x]E[x]>

−
(
E
[
yy>

]
− E[y]E[y]>

)∥∥]2]1/2
(9)

The authors in [24] have experimented with different kernel
and non-kernel based cases. The kernels used were linear,
polynomial, Gaussian, and Exponential. When a linear kernel
is adopted, MMD, MCD, and MMCD measure the difference
between the mean and covariance of the distributions, respec-
tively.

B. Datasets

1) Bollywood Celebrities Dataset: The Bollywood Celebri-
ties dataset [48] contains the localized face of 100 Bollywood
Celebrities. A class has 80 to 150 samples of size 64 × 64
pixels. These are in wild conditions with different orientations,
illuminations, age transitions. The sample images are shown
in Fig. 7. Experimentation is carried out on 64 × 64 size RGB
images.

Fig. 7. Sample Images from Bollywood Celebrities Dataset.

2) TinyFace Dataset: The TinyFace dataset contains 5,139
labeled facial identities given by 169,403 native Low Reso-
lution face images (average 20 × 16 pixels) designed for the
1:N recognition test. The sample images are shown in Fig. 8.
These are from public web data across a large spectrum and
unconstrained environment.

Fig. 8. Sample Images from TinyFace Dataset.

C. Objective Image Quality Comparison Metrics

The quality of the images needs to be evaluated using
either a subjective or objective method. The former is based
on human judgment, and the latter is by explicit numerical
statistical parameters.

1) SSIM: Traditionally the most popular metric for image
quality assessment was Peak Signal to Noise Ratio (PSNR).
A standard metric is Structural Similarity Index (SSIM) which
measures the similarity between two images. It was developed
by Wang [49], and looked at structural information changes in
the images. SSIM considers three factors, loss of correlation,
luminance distortion, and contrast distortion [50]. For the
SSIM index, a value of 0 means no correlation between
images, and 1 means the two images are the same.

2) PieAPP: PieAPP [51] is a perceptual image-error metric
that robustly predicts visual differences like humans. It uses
pairwise preference as a robust way to create large Image
quality assessment (IQA) datasets and uses a new pairwise-
learning framework to train an error-estimation function. A
reference image and a distorted image are given as input
resulting in a PieAPP value as an output. Lower the value of
the PieAPP error metric better the image perceptual quality.
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3) SIFT Features: Face recognition is challenging com-
pared to many other object recognition tasks as face fea-
tures in the two domains are often non-overlapping. Global
alignment of the source and target samples is not feasible
for unconstrained face images. The goal of the proposed
unsupervised domain adaptation model is to discover novel
domain-invariant representations using scale-invariant features
transform (SIFT) [52], as a parametric evaluation entity for
the domain adaptation. Some authors [53], [54] have worked
using SIFT for face recognition but have not used VAE. The
challenge is to maximize scale-invariant features and thus get
the corresponding match.

Many domain adaptation algorithms match the distribution
without understanding the goodness in preserving key spatial
features. This work analyses domain adaptation by optimizing
encoder and decoder parameters. We use training samples and
utilize unlabeled testing samples.

VI. RESULTS AND DISCUSSION

A. Experimental Setup

The domain adaptation experiments were conducted on
NVIDIA GeForce RTX 2070 SUPER GPU. The PC configura-
tion consists of a Multi-core (8 total) and Hyper-threaded (16
total) 3.80 gigahertz Intel Core i7-10700K. The memory is 32
GB, and the SSD hard drive has a 1TB capacity. The software
used was Python version 3.8.5 (64-bit), libraries NumPy and
Matplotlib, TensorFlow, and Keras.

The Bollywood Celebrities dataset was used for training.
As the images for this dataset are 64 × 64, the target images
were resized to 64 × 64. 300 epochs were used to train the
model.

B. Experimental Results and Discussion

1) Training and Testing on Bollywood Celebrities Dataset:
In [24], the authors used MMCD and compared the classi-
fication performance using two benchmark datasets PIE and
Office-Caltech. Their performance was better than nearest
neighbor, principal component analysis, correlation alignment
transfer component analysis, geodesic flow kernel, and joint
domain adaptation. We have combined MMCD with VAE and
the training and testing details are mentioned below.

The MMCD-VAE model was first trained with the Bol-
lywood Celebrities dataset for 300 epochs and then tested
on different images from that dataset. The generated images
for KL-VAE and MMCD-VAE models with the Training and
Testing on Bollywood Celebrities dataset are shown in Fig. 9.
SSIM and PieAPP error metric comparison is shown in Table
I.

MMCD-VAE performs better than KL-VAE. MMCD-VAE
shows an average of 20 % improvement in SSIM and a
remarkable improvement in perceptual quality of the image,
as seen from the PieAPP error metric, over the conventional
KL-VAE model.

Fig. 10 demonstrates the SIFT features for the Bolly-
wood Celebrities generated images. The proposed MMCD-
VAE method is also applied to face images of the same class,
but varying domains and generated face images are tested for

Fig. 9. Results for Bollywood Celebrities Dataset Images (a) Original (b)
KL-VAE Generated Image (c) MMCD-VAE Generated Image.

TABLE I. SSIM AND PIEAPP COMPARISON FOR KL-VAE AND
MMCD-VAE WITH TRAINING AND TESTING ON BOLLYWOOD

CELEBRITIES DATASET

Face Images

(Bollywood

Dataset)

SSIM PieAPP error metric

Original

vs

KL-VAE

Original

vs

MMCD-VAE

Original

vs

KL-VAE

Original

vs

MMCD-VAE

Actor 1 0.719202 0.915040 3.537072 0.377244

Actor 2 0.646112 0.859116 2.928503 0.365942

Actor 3 0.567586 0.811546 3.581390 0.940700

Actor 4 0.571617 0.790679 3.197515 1.132178

Actor 5 0.660647 0.883705 4.058572 1.056081

Actor 6 0.575935 0.808702 3.890267 1.467767

Actor 7 0.596703 0.881254 2.642451 0.065619

Actor 8 0.677114 0.916528 2.971156 0.904211

Average 0.626865 0.858321 3.350866 0.788718

inter-class similarity, as shown in Fig. 11. It can be seen that
MMCD-VAE generated images have comparatively more SIFT
key points than conventional KL-VAE generated images. More
scale-invariant features assure that the proposed MMCD-VAE
can capture more information.

The reconstruction loss gives the measure of how well the
test image has been reconstructed and is shown in Fig. 12. We

Fig. 10. SIFT Features for Bollywood Celebrities Dataset Images for Same
Class (a) Original Image 36 SIFT Features (b)KL-VAE Image 27 SIFT

Features (c) MMCD-VAE 49 SIFT Feature.
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Fig. 11. Results for Bollywood Celebrities Dataset Images for Same Class
Different Domain(a) Original Image 18 SIFT Matching Features (b)

KL-VAE Image 12 SIFT Matching Features (c) MMCD-VAE 25 SIFT
Matching Features.

Fig. 12. Reconstruction Loss for the Conventional KL-VAE v/s Proposed
MMCD-VAE.

TABLE II. SSIM AND PIEAPP COMPARISON FOR KL-VAE AND
MMCD-VAE WITH TRAINING ON BOLLYWOOD CELEBRITIES AND

TESTING ON TINYFACE DATASET

Face

Images

(TinyFace

Dataset)

SSIM PieAPP error metric

Original

vs

KL-VAE

Original

vs

MMCD-VAE

Original

vs

KL-VAE

Original

vs

MMCD-VAE

Face 1 0.472164 0.671485 1.819303 1.429740

Face 2 0.527809 0.668509 3.577199 2.522136

Face 3 0.559499 0.735055 1.111426 1.166033

Face 4 0.477758 0.650393 2.297195 1.644578

Face 5 0.529925 0.754939 1.154995 0.967473

Face 6 0.377013 0.618141 4.915103 1.919206

Face 7 0.508398 0.664005 1.727580 1.665994

Face 8 0.530098 0.667237 3.178573 1.667042

Average 0.497833 0.678721 2.472672 1.622775

observe that the MMCD-VAE model training is stable like the
conventional KL-VAE, and demonstrates that the MMCD-VAE
reconstruction loss is a meaningful metric of progress.

2) Training on Bollywood Celebrities Dataset and Testing
on TinyFace Dataset: In VAE networks, the latent represen-
tations correspond to different levels of abstraction mapped to
multifarious face attributes. Better the hidden representations,
the greater is the adaptation quality. The MMCD-VAE model
trained with Bollywood Celebrities dataset for 300 epochs was
tested on TinyFace data. The total dataset was not tested but
only a sample was used to check the results. The MMCD-VAE
model performs better than the KL-VAE model, as seen from
the subjective quality of the generated face images given in Fig.
13. The TinyFace dataset images are low resolution images.
Even in the case of an original blurry image, the generated
image has clearer features of eyes, nose, and mouth. As seen
in Fig. 14, there are more SIFT key points in MMCD-VAE
than KL-VAE generated images.

SSIM and PieAPP error metric comparison is shown in
Table II. MMCD-VAE performs better than KL-VAE. MMCD-
VAE shows an average of 18 % improvement in SSIM and
an improvement in perceptual quality of the image over
the conventional KL-VAE model. In this case, the PieAPP
error metric difference between KL-VAE and MMCD-VAE is
smaller than the one observed with the Bollywood Celebrities
dataset images as the TinyFace are low-resolution images.

VII. CONCLUSION AND FUTURE WORK

This study reviewed the literature on domain adaptation,
especially in Face Recognition. It began by looking into the
challenging problem of how models trained on benchmark
datasets, at times, fail in real-world scenarios. One example
is test images collected from the online web. The benchmark
dataset on which a model is trained is often high resolution and
performs poorly for low-resolution target images. This happens
because the source and target domain experience shifts due to
changing conditions. Hence the need for domain adaptation
and the various metrics for determining the distribution dis-
crepancy.
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Fig. 13. Results for TinyFace Dataset (a) Original Image (b) KL-VAE
Generated Image (c) MMCD-VAE Generated Image.

Fig. 14. SIFT Matching Features (a)Original and KL-VAE (b)Original and
MMCD-VAE.

In the experimental part, we compared the performance of
the proposed MMCD-VAE model. Results are compared for
sample images taken from the Bollywood Celebrities dataset
and TinyFace dataset. TinyFace is a challenging dataset, be-
cause it is low-resolution and recognition performance drops
with the decrease in resolution. Quantitative comparisons are
shown for matching SIFT key points and SSIM. The MMCD-
VAE domain adaptation method rendered images with better
Objective Image Quality, as seen in the SSIM, pieApp, and
SIFT key-points metrics.

The future scope is to look at detailed testing of RFW
datasets to better understand how to improve face recognition
across diverse races. The low-resolution surveillance face im-
ages of the QMUL-SurvFace dataset is another area to pursue
further research. An emerging area of research is adversarial
discriminative domain adaptation, which reduces the difference
between the source and target domain distributions using
adversarial learning methods.

CONFLICT OF INTEREST

The authors declare that they have no conflict of interest.

REFERENCES

[1] S. Ben-David, J. Blitzer, K. Crammer, F. Pereira et al., “Analysis of
representations for domain adaptation,” Advances in neural information
processing systems, vol. 19, p. 137, 2007.
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Abstract—Potable or drinking water is a daily life necessity
for humans. The safety of this water is a concern in many
regions around the world, since polluted waters are increasing
and causing the spread of disease among populations. Continuous
management and evaluation of the water which is meant for
drinking is very essential and must be taken seriously. Often, the
quality of water is evaluated through regular laboratory testing
and analysis which can be tiresome and time consuming. On
the other hand, advanced technologies using big data with the
help of machine learning can have better results in terms of
potability evaluation. For this reason, several studies have been
conducted on predicting the quality of water and the several
factors and classification that affect the prediction model. In
this study, a random forest model was developed using PySpark
classification to predict the potability of river water by relying on
ten different features: pH, hardness, presence of solids, presence
of chloramines, presence of sulfate, conductivity, organic carbon,
trihalomethanes, turbidity, and finally potability. In addition, The
developed model was able to predict water potability classification
with a 1.0 accuracy, and 1.0 F1-score.

Keywords—Big data; machine learning; classification; random
forest; water quality; PySpark

I. INTRODUCTION

When there is no water, there’s no life. Freshwater is the
most essential natural resource without which life, all forms of
life, would not exist. Humans of all the other living organisms
rely on the water not just for drinking but also for various
aspects of their lives such as bathing, cooking, and watering
their agricultural fields. In fact, there’s even increased demand
for water due to the increase in wide spreading urbanization,
the development and expansion of the economic movement,
and the general rapid increase in human population [1].

However, the water quality and its safety for use for
different purposes is a complex issue. The overuse of the
water both underground and on the surface in addition to other
factors are causing the deterioration of water quality. One of
the factors that are having a significant impact on water is the
global climate change since it doesn’t just affect the availability
of water resources but also affects their future quality. Add to
that the dangerous pollution resulting from the human activities
where individual humans don’t only dump their waste into
rivers and wells, but also large factories could pollute rivers
and underground water as a result of their chemical wastes [2].
As a matter of fact, the poor-quality water is the source of
many water-bourne illnesses such as diarrhea. This means that
using non-clean water especially for drinking raises health
issues that can be avoided but choosing the appropriate water
to drink [3].

The most common estimation of water quality has been the
laboratory analysis which is time-consuming, expensive, and
not very practical. The laboratory analysis of water requires the
collection of water samples from different areas over a period
of time, then transporting these samples in suitable conditions
before they can be analyzed. Of course, this method is still
being applied, but with the current development of technology,
these processes can be made much more efficient by applying
machine learning and big data tools [4]. Machine learning
ML is a method of programming software in a way that
allows them to learn from historical data and adapt accordingly
such that they learn, assess their performance, and improve.
Machine learning algorithms are often used to detect patterns
in data and the non-visible behavior of data. There are several
algorithms already in ML divided into classes: unsupervised,
semi-supervised, supervised, and reinforced algorithms [5].

Random Forest RF is one of the machine learning al-
gorithms through which several decision trees are merged
together to achieve more accurate results. The term random
forest also corresponds to the randomness of the method where
the choice of samples is random. More specifically, a number
of samples are randomly chosen from the training dataset
in order to form what is called the “root node” samples.
Furthermore, the choice of attributes in RF is also random,
where the candidate attributes are selected at random, and after
that the most suitable attribute is picked to be the “split node”.
The RF model starts with shuffles input sample data, creates
many training sets that make up the decision trees, and finally
chooses the output prediction results based on the majority of
votes from the collection of decision trees [6].

In this paper, PySpark for the classification is utilized to
evaluate water potability using a well-known Water Quality
dataset. The Random Forest Classifier was used to build a
model that asses various properties, including temperature,
acidity, turbidity, and hardness, to arrive at an accurate deci-
sion. The developed model is evaluated to answer the following
research questions for a better understanding of the presented
work.

• RQ1: What factors directly affect the potability of the
water?

• RQ2: Can a random forest model effectively predict
the quality of water based on these factors?

The topic of water quality assessment was chosen due
to its importance, and we have selected the Random Forest
model to be our predictive model for the quality of water after
reviewing the literature. Through literature, it was evident that
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Random Forest provides the most effective and accurate results
in evaluating the quality of water.

II. RELATED WORK

A lot of studies discuss the quality of potable water and
quality of river waters or near-shore water, and many of them
also focus on finding the relationships between several factors
affecting the quality of water and which of them have the
greatest influence. Numerous studies applied machine learning
algorithms to predict the influential factors affecting water
quality, including the Random Forest algorithm.

The term water potability refers to the characteristic that
the water is safe for human consumption, specifically drinking
or cooking. For example, potable water must be free from
micro-organisms or harmful chemicals [7]. Other factors that
indicate the quality of water are shown in Fig. 1, such as the
chemical pH, the clarity of the water, abundance of nutrients,
presence or absence of pest animals and vegetation, etc. [8].

Fig. 1. Some of the Factors that Indicate Water Quality.

Back in 1960, a water quality index was created as a
means to evaluate the safety of water [9]. After that period,
many water assessment and quality management programs
have been developed. In order to make appropriate decisions
about drinkable water, one must be educated about the many
factors that affect the safety of the water. Among other factors,
potable water is affected by the source of origin, as well
as whether it was treated before being delivered to houses,
and the storage containers or water pumps and pipelines [10].
That’s in addition to the factors within the water itself such
as its temperature, its content of certain salts and minerals,
its electrical conductivity, its pH, and other features [11].
The various water quality indicators can be divided into four
classes: biological, chemical, physical, and radiological, as
described in the Table I.

The aime of Xu, et al. research [12] is to design a
framework for the prediction of the water quality in two

TABLE I. CLASSIFICATION OF WATER INDICATORS INTO BIOLOGICAL,
CHEMICAL, PHYSICAL AND RADIOLOGICAL

Classes of Water Quality Indicators Examples

Biological Bacteria, parasites
Chemical pH, dissolved oxygen, salts
Physical Temperature, electric conductivity

Radiological Radioactive elements like Uranium

regions, inland river water and nearshore water, based on
different factors. The researchers were investigating the effect
of several factors such as turbidity, temperature, dissolved
gasses, ammonia concentrations, and dissolved solids on the
total nitrogen level in the tested water. Inland water testing
occurred at 2-hour intervals and total nitrogen levels were also
collected at 4-hour intervals. The collected samples made a
total of 1917 creating the dataset which was then subjected to
normalization and correlation analysis. 90% of these data were
used to train machine learning algorithms including Decision
Tree, KNN, SVR, MLR, Random Forest, Ridge Regression,
and GBRT. On the other hand, 10% were used to evaluate the
models by comparing the predicted results of total nitrogen
with the actual collected results.

This evaluation was based on correlation coefficient as well
as the following metrics: Root Mean Square Error (RMSE),
Mean Absolute Percentage Error, Nash–Sutcliffe efficiency
coefficient, Mean Square Error, and Mean Absolute Error.
The evaluation results showed that Random Forest achieves
the best prediction results with 0.967 correlation coefficient
and 0.509 RMSE, and that the ensemble models in general
outperformed the non-ensemble models. Random Forest was
also the focus when testing nearshore waters in comparison
to the other ML models, where 147 new data were gathered
and only three metrics were used since the acquired data differ
from before (only temperature and salinity). The results of the
second testing also came in favor of Random Forest compared
to the other algorithms, achieving the lowest MAE and MAPE
values.

In another study, Bachir Sakaa and his colleagues de-
veloped a Random Forest model as well as a Sequential
Minimal Optimization-Support Vector Machine method for
the determination of water quality in Saf-Saf river [13]. The
researchers chose to collect the data from 35 areas in wet
and dry seasons in order to gather 70 total samples that make
up their dataset. The dataset was divided into training and
testing subsets made up of 80% and 20% of data respectively.
It was decided that the two models will be evaluated according
to the root mean square error (RMSE), relative absolute
error, mean absolute error, and root relative square error. In
addition to these values, sensitivity analysis was carried out to
assess how the independent variables (factors) are affecting the
dependent variable (water quality). In order to determine the
effector factors, a method called recursive feature elimination-
linear “RFEL” was used where 15 different features were
selected including suspended solids, ammonium, chemical, and
biochemical oxygen demand, temperature, oxygen saturation,
conductivity, and pH. Upon analyzing the results, it was
evident that the results greatly differ in the upstream river area
compared to the downstream river area. The same was noticed
between data from wet seasons vs. dry seasons. RFEL was also
used to determine a subset of combinations of some features
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to notice their effects as a group. In this regard, for Random
Forest the third created combination scored the best values
(RMSE=5.17 and correlation R2=0.82) whereas for SMO-
SVM the fourth input was better than the rest (RMSE=7.43
and R2=0.71). When comparing the overall performance of RF
compare to SMO-SVM, it was concluded that they have similar
results even though the error metrics show the superiority of
RF.

RF was also employed in another study to predict the
concentration of dissolved oxygen in the water of Potomac
River [14]. More specifically, the purpose of the study was to
determine the most important factors influencing the concen-
tration of oxygen and to evaluate the efficiency of the Random
Forest model in predicting the latter with respect to a varying
combination of factors. Dissolved oxygen data were collected
from a publicly available water quality database by the USGS.
The variables chosen in this study are the gauge height, water
temperature, turbidity, water pH, instantaneous discharge, and
specific conductance. As a method of data preparation and pre-
processing, a noise removal process was done by eliminating
the individual predictor with its respective co-measured factors
in order to avoid missing data. The Kolmogorov-Smirnov test
was used to check the normality of each predictor variable, and
also Box-Cox transform was used on the datasets. Furthermore,
the water temperature was transformed into the Kelvin metric,
and the data were standardized with the Z-score technique.
After pre-processing, the data were divided 80-20 for training
and testing respectively and the performance of two models:
RF and MLR was evaluated through RMSE and R2 values. The
correlation matrix revealed a significantly strong correlation
with water temperature, and a significantly weak correlation
with water salinity. There is also a strong multi-collinearity in
the data due to correlation between the multiple variables. In
conclusion, temperature, pH, and salinity were able to explain
98.7% of the data variance.

III. METHOD

The main purpose of this study is to be able to assess the
quality of rivers’ water and whether it is drinkable or not based
on a machine learning technique, namely Random Forest.

Quite literally, the random forest is a large collection of
several decision trees that are used in unity, where the group
of decisions can be collected to come up with one decision
as an output. This happens after each decision tree dictates a
specific class as its prediction result, and the class that collects
the most votes from the tree ensemble is finally chosen as an
output of the model. Fig. 2 shows a simple example of how
a random forest chooses a prediction based on the collective
results from each decision tree.

Machine learning is the automated data analysis process.
Instead of being conventionally performed by a data scien-
tist, nowadays, machines can replace manual analysis while
using the same math and statistical techniques. The main
difference though is that in machine learning, the techniques
are integrated into algorithms that are capable of learning
and improving themselves on their own. Machine learning
has become the key to facilitating artificial intelligence (AI),
where automated decisions can replace human decisions. And
even though data science, machine learning, and artificial

Fig. 2. Example of Decision Making using Random Forest Model by
Tony [15].

intelligence are puzzle pieces in the same field, yet each has
its own applications and its own meaning.

Machine learning approaches in general can be divided
into supervised and unsupervised machine learning. In the
unsupervised models such as Principle Component Analysis
of K-mean clustering, the algorithm finds hidden patterns
within the data without them being labeled. On the other hand,
supervised machine learning like Decision Tree or Random
Forest, operates on previously labeled data and it is their
objective to perform classification predictions based on how
they were trained with the respective labels [16].

In machine learning, often several steps are done in se-
quence starting with data pre-processing, extraction of fea-
tures, fitting of the model, and finally the evaluation of the
performance of the developed model. These steps require a
lot of transformation for data, which can be easily done by
the machine learning pipeline to keep everything in order. The
role of a pipeline is to keep the data flowing properly and that
the transformations are adequately done to make sure that the
result reached is accurate and without error.

Machine learning is one of the very effective methods
by which Big Data can be processed, visualized, and in-
terpreted [17], [18]. In this study, for the execution of our
model, we relied on the Spark framework since spark is
capable of performing large processing tasks quickly and
allows the distribution of tasks over several computers for
processing [19]. More specifically, PySpark was utilized as
it allows the use of Python as a programming language. In
Apache Spark, machine learning algorithms can be employed
through Spark MLlib which we also relied on.

The ML pipeline requires a chain of command where
the stages are assigned and it can run smoothly on Spark.
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The stages involved within a pipeline can be transformers
or estimators that have different functions. The function of
a transformer is to convert one type of data frame into another
type of data frame which can be done through updating the
categorical values within one column into numeric values, or
through user-defined logic to map the data in the column to
other values. On the other hand, an estimator is capable of
developing a model based on a fit method. Here, for instance,
the Random Forest classifier is an estimator.

There are several steps to be done for the completion of
the study. These involve exploring the data after acquiring
the dataset, preparing the data, and performing correlation
analysis. After that, model design and testing are followed by
model assessment or evaluation, see Fig. 3.

Fig. 3. Flowchart Explaining the Steps Followed in this Study: Data
Exploration and Preparation, Correlation Analysis, Model Design and

Evaluation.

IV. DATA

The chosen dataset comprises a total of ten features that
will be used to predict the quality of water and whether it
is good for drinking or not. Fig. 4 shows the ten values that
describe the quality of the water, which are: pH, hardness,
presence of solids presence of chloramines, presence of sulfate,
conductivity, organic carbon, trihalomethanes, turbidity, and
finally potability. The corresponding definitions and values of
these features are described below.

pH. The pH metric is an evaluation of the concentration
of hydrogen ions within a solution, and it allows the differen-
tiation between acid media, basic media, and neutral media
as water [20]. The pH recommended by the world health
organization determines that the pH of drinkable water must
range between 6.52 and 6.83.

Hardness. Hardness is the resultant of both magnesium
and calcium salts that deposit from the geologic surrounding
of running water [21]. The period of time in which the water
is in contact with hardness-producing material determines how
much hardness there is in raw water [22].

Total Dissolved Solids. Dissolved solids in water refer
to the salts that can be present including potassium, magne-
sium, calcium, bicarbonates, sodium, chlorides, etc. [23]. The
presence of these dissolved solids in water leads to changing
its flavor in addition to affecting its safety [24]. The ideal
concentration for TDS is 500 mg/l and should not go above
1000 mg/l for drinking water.

Chloramines. Chloramine alongside chlorine is often used
for the treatment of water and disinfecting it from bacteria
and other microorganisms [25], [26]. For safety, the amount
of chloramine in drinkable water should not exceed 4 mg per
liter.

Sulfate. Sulfates are natural elements present in the soil,
minerals, food, groundwater, plants, and rocks. Yet they are
heavily used in the chemical industry. The sulfate concentra-
tion in freshwater should be between 3 and 30 mg per liter [27].

Conductivity. Electric conductivity is a measure of con-
ducting electricity through water. Pure water does not conduct
electricity, rather it is considered an insulator [28]. However,
ionic water has an increased electric conductivity as a result of
the ionic compounds in it [29]. The safe electric conductivity
level should be less than 400 µS/cm.

Organic Carbon. Total organic Carbon TOC resembles
the total quantity of carbon from organic matter within the
water [30]. This organic carbon can originate from either the
decay of natural organic matter or from an unnatural synthetic
source. The normal values of organic carbon should be less
than 2 mg per liter for drinkable water, and less than 4 mg per
liter for the water to be treated.

Trihalomethanes. Trihalomethanes are referred to as
THMs in short, and these are molecules abundant in the case
of chlorine treatment of water [31]. The factors that affect
the amount of THMs are the temperature of treated water, the
required chlorine concentration, and the level of organic matter
within the water [32]. In order for water to be drinkable, the
THM value must be below 80 ppm.

Turbidity. Turbidity is a description of the state of water
and whether solids are suspended in it or not [33]. The turbidity
of water can be calculated by the light emitting characteristics
of water, which represents the quality of waste discharge in re-
gard to the colloidal matter. The turbidity value recommended
by the World Health Organization is turbidity=5.00 NTU.

Potability. Potability is a term given to describe whether
the water is safe for human consumption or drinking or
not [34]. In fact, it should also be considered if the same water
is good for watering plants. If the given value=1 then the water
is potable or drinkable, whereas value=0 means the water is
not suitable for consumption.

A. Data Exploration and Preparation

As part of data pre-processing, the data were converted into
float after being in a string. In addition, the data that were in
repetition were deleted, so only the necessary data were kept,
see Fig. 5.

Initially, we will check whether there are NULL values or
not. This is important to ensure that the algorithm can run
smoothly without any missing data since null values indicate
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Fig. 4. The Ten Feature for Assessing the Potability of Water.

Fig. 5. The Value of Necessary Data Needed for our Model.

missing data. Furthermore, the algorithm can obtain more
accurate results when the null values are replaced. As can be
seen in the image below, pH, Sulfate, and Trihalomethanes
have NULL values. As a solution, the null values are usually
replaced by the average or mean of the specific category. After
that the information in the dataset is checked again.

The mean value is calculated by measuring the sum of the
available values divided by the total number of values in the
categories. This mean calculation is used to handle the missing
data relative to NULL values, see Fig. 6.

Fig. 6. The Sum of the Available Values for Water Potability in the Dataset:
0 Water is not Potable, 1 Water is Potable.

The value of feature probability density is also measured

for each feature. This function describes the probability of
a certain feature falling between a range of values. It is
also described as density as it shows the mass distribution
of said feature over the total scale. Continuous variables or
features would produce a curvature shape, either described as
a normal distribution or non-normal distribution. In Fig. 7,
the distribution probability of all ten features is shown (as
continuous bar graphs mixed into a curve).

V. RESULT

At the beginning of the study, we presented the first re-
search question RQ1: What factors directly affect the potability
of the water? To which the answer can be deduced from the
correlation analysis. The correlation is done using the heat map
function of seaborn, see Fig. 8. This function shows the degree
that which two factors affect each other. The correlation matrix
below shows that each feature is only strongly correlated
with itself (scoring +1). On the other hand, when seeing the
correlation between the features with potability, no strong
correlations exist. Yet there exists a weak correlation between
two of the factors: pH and hardness (0.08). This analysis means
that the dimensions can’t be reduced in this study due to the
absence of correlations between the variables. Further, the data
are divided into independent and dependent features. All are
independent features except Potability because Potability is our
dependent feature.

Answering the second research question RQ2: Can a ran-
dom forest model effectively predict the quality of water based
on these factors? The dataset was divided into 80% training,
and 20% testing on a Random Forest Classifier model (Fig.
9). At first, the model was trained, then it was fed the testing
dataset to observe and assess the predictions. The answer to
our second research question can be found by evaluating the
model through numbers. The most commonly used metrics for
model evaluation are accuracy, precision, recall, and f1-score.

The accuracy is the measurement of how close the pre-
dicted value is to the actual value, whereas the precision is
the measure of how much the model can produce a repeated
prediction value. The recall shows how much the model is
good at identifying true positives. Based on both precision
and recall, the F1-score value is calculated, and the greater the
value the better. The results obtained by our Random Forest
model can be summed up in Table II. These results show good
performance by our Random Forest model, and they are very
satisfactory.
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Fig. 7. Feature Probability Distribution as Calculated for each Feature.

Fig. 8. Correlation Matrix Showing no Correlations between the Different
Variables.

Fig. 9. Distribution of Dataset into Testing and Training.

TABLE II. MODEL PERFORMANCE EVALUATION BASED ON ACCURACY,
RECALL, PRECISION, AND F1-SCORE

Test accuracy 1.0

Test recall 1.0
Test F1-score 1.0
Test Precision 1.0

VI. DISCUSSION

In this study, water quality prediction model was designed
using machine learning classification in form of random forest
classifier in predicting the water potability. Various variables
are considered to perform a variety of calculations related to
the water quality. These included pH, hardness, presence of
solids, presence of chloramines, presence of sulfate, conduc-
tivity, organic carbon, trihalomethanes, turbidity. The results of
the study revealed that different machine learning models per-
formed differently when it came to predicting water potability.
In order to compare our model with previous work presented
by Xu, et al. [12] and Devi [35], we used RMSE (Root Mean
Square Error) as metrics to evaluate the accuracy of random
forest model in each study with ours. We can visually compare
the accuracy of these models using Fig. 10.

One of the main advantages of ensemble learning is its
ability to improve the system’s overall performance. In ad-
dition, random forest methods can also reduce the likelihood
of overfitting due to their random nature.. After successfully
completing the water random forest prediction task, we then
used remote sensing bands to perform water quality prediction.
The previous variables were used as targets, while the inde-
pendent variables were used as the distribution of the data.
Through the use of the Jupyter platform, we were able to
perform an inverted analysis of the data to fit the water quality
prediction model. As it can be seen, our model provide a better
performance score.
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Fig. 10. Accuracy Histograms of Different Models: Ours, Study A [12] and
Study B [35].

VII. CONCLUSION

The safety of our drinking water is a very essential matter,
which should be monitored and managed effectively due to its
importance. The quality of water that we used for drinking or
cooking has a direct effect on our own health, which is why
having perfectly safe water is not only a right for humans
but also extremely critical. Several protocols and assessment
criteria were developed to keep an eye on the safety and
potability of water of different origins (underground, surface,
inshore waters, etc.).

Using machine learning and PySpark classification for
collection, storage, and analysis of water samples is a much
more effective and efficient method for water quality evaluation
than regular laboratory tests. This motivated us to create a
machine learning model based on the Random Forest algorithm
to evaluate the quality of river water based on 10 distinc-
tive features: pH, hardness, presence of solids, presence of
chloramines, presence of sulfate, conductivity, organic carbon,
trihalomethanes, turbidity, and finally potability. The obtained
results show that the developed RF model is capable of
predicting whether the collected water sample is potable or
not with a 100% accuracy and 1.0 F1-score.

The water quality prediction model that we designed can
be used in the field of water quality monitoring. In the future,
it can be used to provide an online tool that allows users
to monitor the water quality of their local waterways. This
method can be used to collect the necessary data using sensors
to perform the prediction. The next step in the development of
the water quality prediction model will be to collect the stream
data necessary to perform the prediction. This method will be
carried out through a dynamic update of the model.
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Abstract—A traffic accident is an event generated in an
unforeseen way that is beyond the control of the people involved,
which can produce bodily, functional, or organic injuries, leading
to death or disability in the worst cases. According to the Empresa
Pública Municipal de Movilidad, Tránsito y Transporte de Cuenca
(EMOV-EP), the total accidents recorded in 2021 were, 24.97%
due to ignoring traffic signs, 21.11% due to not paying attention to
traffic, and 16.94% due to driving under the influence of alcohol.
The EMOV-EP, is the responsible for the regulation of human
mobility. Thus, the EMOV-EP in conjunction with the Universidad
Politécnica Salesiana (UPS) have introduced the next research
question: How can a road safety education strategy, supported
by Information and Communication Technologies (ICTs), can
be developed to contribute to the improvement of the behavior
of citizens to increase their knowledge of the traffic laws and
regulations, and thus reduce the number of accidents in the
city of Cuenca? Furthermore, in this paper we present the
development of a Virtual Reality (VR) platform designed for
road safety education. The platform is composed of a Web
system, and 4 VR systems (games) that have been designed for
4 common causes of accidents respectively (drunk drivers, high-
speed drivers, cyclists riding in bicycle lanes, and users of the
tram transport system), using a serious games approach and the
Oculus Rift/Quest technology. We have found that more than 80%
of users have had a very good experience of playing and learning
through the VR systems. Hence, this virtual reality platform
constitutes a technological proposal with social impact because it
creates an entertainment environment that can raise awareness
among citizens, thereby strengthening road safety education and
reducing the number of accidents in the city of Cuenca.

Keywords—Virtual reality; road safety education; virtual sce-
narios; serious games; educational experience

I. INTRODUCTION

Traffic education is a widely topic addressed worldwide
but is not well understood. It refers to demographic elements,
educational levels and even individual and collective identities.
As it directly concerns road safety and the coexistence of
actors, it requires a set of coresponsibilities in addition to the
establishment, knowledge and socialization of rules of conduct
among both pedestrians and drivers [1].

Currently, road safety education is considered a general
problem whose responsibility falls to an entire society [2].
Its objective is increasing the awareness of citizens for the
development of reasonable road behavior, but it is fundamen-
tally responsible for the knowledge of the laws and regulations

in force regarding public use and road safety. In this sense,
road safety includes the absence of danger and risks from the
existence of regulatory mechanisms in the context of traffic,
which translate to the prevention of accidents [3].

Therefore, a traffic accident is an event generated in an
unforeseen way that is beyond the control of the people
involved, which can produce bodily, functional or organic
injuries, leading to death or disability in the worst cases [4].
Since the end of the twentieth century, the Pan American
Health Organization (PAHO) has shown that traffic accidents
are among the main causes of injuries (serious or minor),
disabilities and death in both developed and underdeveloped
countries [5] [6]. Currently, they have become a kind of
epidemic worldwide that has cost the lives of more than 1.24
million people—a public health problem for the World Health
Organization (WHO) due to the high percentage of mortality
among young people aged 15 to 29 years; indeed, by the year
2030, traffic accidents will be one of the five leading causes
of death worldwide [5] [7].

In the context of Latin America and the Caribbean, the
figures are alarming; even though the percentage of traffic
accidents is well below that of developed countries, the rate of
injuries and deaths due to road accidents is comparable to the
levels in the United States and Canada. Specifically, countries
with lower incomes have higher fatality rates in traffic acci-
dents, 90 percent of which stand out as among pedestrians and
cyclists, corresponding to the most underdeveloped countries.
Hence, the PAHO has expressed the need not only for a
continuous and systematic evaluation of road safety worldwide
but also joint efforts involving different sectors of society to
address road safety in a comprehensive manner through road
safety education.

Ecuador is among the ten countries with the highest
mortality rate in traffic accidents, despite being among the 5
countries on the continent with the lowest rate of registered
vehicles [8]. Regarding the traffic accidents that occur daily
in Ecuador, they are generally caused by citizens who take
improper actions in their driving; pedestrians also regularly
ignore current traffic and transportation laws, causing road
accidents in which about half of the fatalities are pedestrians
themselves [9]. On the other hand, the expansion of the means
of transport for the mobilization of citizens in large masses
has been a topic of high demand in most cities of Ecuador
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due to the population growth that has been recorded in recent
decades. In the city of Cuenca, the capital of the province
of Azuay, located in the Andean highlands in the south of
the country, which has been declared a Cultural Heritage
of Humanity by UNESCO, the “Tranvı́a 4 Rı́os de Cuenca”
project has been carried out a public transport alternative. Its
planning and construction began in 2012, and its commercial
operation began on September 25, 2020 following a long
and complex construction process, and many economic and
technical problems that had been overcome [10].

Currently, the tram for the city of Cuenca is in full
operation, and the contribution of this service has been noted to
a large extent. However, there is a process requiring adaptation
and education for mobility users to learn to coexist with this
new means of transport. In addition to the accidents related
to other means of internal transportation, there have been a
variety of accidents involving this means of transport that
have generated a notable increase in the accident rate [11].
According to an interview with officials at the Empresa
Pública Municipal de Movilidad, Tránsito y Transporte de
Cuenca (EMOV-EP), amid the increase in traffic accidents in
the city, in recent years, multiple strategies have been created
to increase the awareness of citizens of the rules and mecha-
nisms for accident prevention [12]. However, these entail the
necessary intervention of all agents and social sectors related to
mobility, i.e., without excluding the academy as a fundamental
element for intervening in this problem with research, all
training proposals and road safety education strategies. Their
purpose is to educate the public in the options for avoiding
and preventing traffic accidents. All of their aspects should
therefore be taken into account to reduce the high accident
rates that have been shown in the previous research carried
out by the authors of this scientific article [7].

Accordingly, the following question arises: How can a road
safety education strategy, supported by information and com-
munication technologies (ICTs), be developed to contribute
to the improvement of the behavior of citizens to increase
their proper use of traffic routes and thus reduce the number
accidents?

To address this question, a joint work by the EMOV-EP,
Universidad Politécnica Salesiana (UPS), and UPS’s Cloud
Computing, Smart Cities & High Performance Computing
Research Group (GIPH4C), has proposed creating a Virtual
Reality (VR) platform for sustainable road safety education in
the city of Cuenca. The novelty of the proposal is mainly the
possibility of reducing traffic accidents within the city through
an educational technological platform that recreates environ-
ments similar to those of the city, providing an alternative with
a novel approach to society that is completely different from
previously developed VR platforms.

The use of VR as a learning technology allows the
visualization of educational scenarios in all areas from a
three-dimensional perspective. Computer-generated scenarios
transform educational concepts via a new rapid sensory per-
ception of individuals. The results obtained in the test phase
of this project show a high index of motivation toward road
safety education; users become the new protagonists for their
own education, a fundamental requirement of the concept of
gamification that has been introduced in the educational field
of so-called Serious Games (SGs). Similarly, the potential of

virtual reality is confirmed by the serious games perspective
in the adaptive learning process and through its contribution
to the development of a more responsible road culture through
games [13].

From a theoretical point of view, the importance of the use
of this technology is demonstrated by not only the interaction
that a user has with it but also this technology’s ability to
activate all the human senses—especially touch, vision and
hearing—whereby learning becomes more productive [14].
Hence, the proposal to use virtual reality technology for road
training and awareness comprises a great milestone in the
environment of road safety education.

Below, the main theoretical and empirical works related
to the use of information and communication technologies
for road safety education are presented. Next, we describe
the development phases of the development of the virtual
reality platform based on serious games for sustainable traffic
education among mobility users in the city of Cuenca, Ecuador.
In addition, the article presents the results from the test phase,
which was carried out in conjunction with the EMOV-EP.
Finally, we present the conclusions of the study and some
recommendations for the platform’s implementation.

II. BACKGROUND

According to research at the Universidad de Guayaquil,
since traffic accidents in Ecuador are one of the main causes
of death in the population, especially among children and
adolescents, road safety education should be considered a
national problem that all social actors are directly respon-
sible for [2]. Some of the main causes of traffic accidents
are the recklessness of pedestrians and drivers, ignorance of
current regulations, and so-called road complexity factors.
Accordingly, the development of a virtual teaching-learning
platform with 3D animation has been proposed as a strategy
for increasing the awareness of citizens through education in
road behavior rules. This proposal was initially limited to the
training of high school students. Also, does not contemplate
real spaces for the simulation of accidents, nor strategies of
continuity and permanent implementation of the strategy. As
for the techniques used for the development of the platform,
it is not detailed in depth.

Similarly, the Universidad Espiritu Santo of Ecuador has
proposed the development of an interactive T-Learning ap-
plication [15] for road safety education. The platform is
based on the ISDBT-Tb digital TV standards that allow the
dissemination of road safety issues. Despite being a novel
proposal for the education of road culture among citizens,
its implementation as a strategy for reducing traffic accidents
is based on the establishment of alliances between public
and private television operators and educational institutions
to provide generalized training throughout the country. This
proposal is limited to the use of tools offered by the internet,
which, although it has the capacity to generate changes in
the behavior of citizens, does not offer the possibility of
interacting face to face, and the research does not delve into
the mechanisms for the update of the contents.

In correspondence with [3] the results of the study places
Ecuador as one of the Latin American countries with the
highest rate of traffic accidents. Among the causes of this
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situation, the increase in the number of automobiles and
the lack of knowledge about road safety by pedestrians and
drivers stand out. Also, after analyzing the public policies and
mechanisms established to reduce accident levels, the authors
maintain that these have been ineffective because they focus
mainly on the imposition of sanctions, without considering
that the traffic accidents are a consequence of the lack of road
education. In this sense, they warn about the need to overcome
coercive policies. Despite the fact that the study assumed
the city of Guayaquil as the field of action, the analysis of
the results obtained after the application of theoretical and
empirical methods allows the researchers to conclude that all
of Ecuador requires educational programs based on accident
prevention.

On the other hand, the Instituto Tecnológico Bolivariano
in the city of Guayaquil, Ecuador, has proposed to use social
marketing to increase the awareness of road safety among
university technology students [16]. This research is a response
to national statistics that show a lack of education in this
area drives its accident rates and that young people are one
of the groups with the greatest tendency to suffer irreparable
consequences. According to this study, the main causes of road
accidents are drivers’ alcohol consumption, reckless actions,
speeding, ignoring and disrespecting traffic signs and using
cell phones. The proposed marketing strategy thus focuses
on awareness-raising actions that are disseminated through
social networks, cell phones and other personal channels to
allow users to understand that road safety education is a way
of life. The research establishes novel actions based on the
promotion of road education, however, it is only aimed at
technology students and does not present alternatives for the
use of advanced information and communication technologies
as part of the strategy.

This literature review of related works shows that most of
the research and proposals from higher education institutions
for the road training of citizens have been developed in the
city of Guayaquil. However, statistical sources show that there
has been a growing and accelerating accident rate in the city of
Cuenca in recent years. The largest number of traffic accidents
that occur in Cuenca are a consequence of the active or passive
ignorance of the citizenry of the traffic and transportation laws
and regulations that are in force in Ecuador. Such accidents are
produced by the recklessness and speeding of drivers of light
and heavy vehicles among other factors. Although in recent
years higher fines have been established and a series of radar
sites have been placed on both high- and low-speed roads with
the purpose of warning citizens about the established speed
limits, there is no evidence of a reduction in the number of
accidents; on the contrary, they have increased. As a result,
the city of Cuenca continues to experience a climate of road
insecurity involving large numbers of accidents and deaths
from various causes [17].

Notably, regarding the causes of road accidents in Cuenca,
although Ecuador is not in the top 10 countries that consume
the most liquor, driving under the influence of alcohol has
become a highly recidivist factor in the city of Cuenca, caus-
ing countless traffic accidents; thus, the EMOV-EP considers
alcohol consumption a necessary factor in its relevant analyses
[18]. In addition to vehicle drivers, a fundamental component
in road education and culture is obviously pedestrians, whose

behavior directly affects the processes of the regularization of
daily mobility. For example, it has been empirically observed
that in areas of large agglomeration in the city, especially
the most commercial and concurrent sectors such as the main
markets [19], passers-by do not respect traffic signals at all,
crossing through prohibited crossings such as pedestrian cross-
ings and tram lines without being aware of the consequences
that these actions may have for their physical well-being and
that of the rest of the citizens who use public highways.

In addition, the city of Cuenca has a high rate of traffic
accidents involving two-wheeled vehicles. The vast majority
of these accidents are related to the lack of respect for traffic
signs by cyclists, motorcyclists and/or pedestrians [20].This
situation results in accidents that put people’s lives at risk; due
to their recurrence, a decline in road safety is generated that
affects all citizens as well as the foreigners who throughout the
year come to know and enjoy Cuenca. In this point it should
be mentioned that, this capital of the province of Azuay in the
Ecuadorian mountain range has been recognized by UNESCO
as a cultural heritage of humanity due to its culture and the
natural and architectural beauty that represent it.

Moreover, notably, according to the high figures from the
EMOV-EP regarding the total accidents recorded in 2021,
24.97% were due to ignoring traffic signs, 21.11% were due
to not paying attention to traffic, and 16.94% were due to
driving under the influence of alcohol. These data coincide
with the previously cited research. Collectively, such data show
that in accidents where material losses are relatively high,
injuries or human losses are also unfortunately present, thereby
positioning this issue as of the utmost most importance—one
that must be resolved in the medium and short term [7] .

Therefore, the EMOV-EP, as the body responsible for
the regulation of human mobility in the city, in conjunction
with the education system, promoted a series of road safety
education campaigns to reach the greatest number of people
in Cuenca’s population. It thus allied with the Universidad
Politécnica Salesiana, specifically with the research group
GIPH4C, to create a greater number of frequent traffic drills
throughout the city to involve the citizenship in these without
people knowing that they have been drilled as such. However,
due to its infeasibility, this option has been discarded; it
was deemed economically in sustainable due to the numerous
logistics involved. Specifically, it was found that emergency
calls to 911 would cease to be important while the drill was
implemented and thus the time allotted should not exceed 15
minutes to create spaces where citizens could intervene. Hence,
such education implies assuming the costs that these drills
represent and considering the logistics that all these processes
entail; these are too high and numerous for the drills to be
viable factors in producing the benefits that were the goals of
this proposal.

Thus, based on an analysis of human mobility in the
city of Cuenca and their joint discussion of alternatives for
its regulation, the EMOV-EP and Universidad Politécnica
Salesiana, through the research group GIPH4C, have proposed
the following objective: to intervene through virtual reality
technology via a virtual platform that allows creating envi-
ronments similar to the environments of the city, creating the
most appropriate alternative to try to resolve all the problems
that have been discussed.
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Furthermore, the antecedents analyzed in the first part of
this research allow us to maintain that until now, the impact of
platforms based on virtual reality on road training in Ecuador
has been unknown. However, these new technological trends
have been implemented in educational environments in gen-
eral, such as virtual laboratories and learning based on serious
games, with excellent results. The novelty of this proposal
is thus the implementation of virtual reality technology with
serious games in the field of road safety education to generate
processes and new information and communication tools in
regard to the road education of citizens in general [21].

That is, this paper entails the creation of a virtual reality
system based on serious games for the training and awareness
of citizens regarding aspects of road safety education.

Virtual reality is the simulation of a certain environment
in which users are immersed and have the actual sensation
of being there. Although its origins date to the 1960s, the
costs of the equipment necessary for its operation have long
been one of the main barriers to its distribution. However,
the emergence of more affordable virtual reality hardware
for games and entertainment has promoted a resurgence of
virtual reality in recent years [22], sparking great interest in
the field of education, especially concerning the imminent need
to incorporate new technologies to improve teaching-learning
processes [23] [24].

Thus, we analyze VR’s properties of presence and immer-
sion, which are considered key factors to strengthen learning.
Presence allows the user to have the perception of being and
existing in the virtual environment, while immersion entails
the veracity that technology can evoke. However, for a true
immersion of the user in the virtual environment, an additional
factor is needed: interactivity. Since games are the most
natural means for interactivity to be achieved, this is where
SGs—those activities whose approach is innovative because
they are designed for entertainment purposes but can also be
used to educate or train users in certain areas—are salient [23]
[25].

In the framework of this research project proposal, through
the virtual platform, specific environments of the city of
Cuenca are rendered in 3D within a virtual reality scenario to
present the experience and various causes of a traffic accident
to a user. The development of each scenario involves the use of
virtual reality glasses with Oculus Rift/Quest technology [26]
to overcome difficulties in the game while promoting learning
through these experiences.

III. METHODOLOGY

The development of the project was structured into three
stages based on the organization of serious games. The actions
included in each of the stages are as follows:

1) Living the Experience: In this first stage, The player
experiences a traffic accident in the first and/or third
person, where emotions play a very important role.
The idea is for people to reflect on what has hap-
pened. Thus, an introductory scenario is presented
that allows them to understand the history of and
know the causes that trigger the accident, generating
greater awareness in each of the participants.

2) Learning: The accident that was experienced in
the previous stage is repeated, but now a bank of
questions is presented whenever a traffic violation
occurs in the animation. At this stage, it is possible to
measure the concentration of people while educating
them about the violations presented. The responses
to the questions are saved and then used to analyze
the process later. To obtain a final score, a virtual
driver’s license is presented where a total of 30 points
is accumulated. Each time a question is answered
incorrectly, the score is reduced, depending on the
violation committed. Thus, when the score is zero
or the question bank segment has ended, feedback
is presented on the questions that have been poorly
answered.

3) Free will: In this stage, the player has the freedom
to move around and interact with different objects
that make up the virtual reality scenario without any
restriction. The decisions that the players make during
this stage experience, directly influence their final
result. In theory, with the learning obtained in the
previous stages, the participant at this time should
make the appropriate decisions to avoid the same traf-
fic accident in order not to repeat the game. Hence,
the system successfully fosters their participation.
The “Tranvı́a Cuatro Rios de Cuenca” scenario has
a more informative purpose than simply recreation
or gaming per se. Therefore, in the third phase, the
player has the possibility of approaching two different
stops or tram stations, and overcoming various obsta-
cles of daily life, such as pedestrian crossings, traffic
signals, or traffic lights, with the aim of traveling to
where a ticketing and ticket validation machine is
located and interacting with it. Similarly, the players
can recharge their balance and buy tickets for their
subsequent boarding of the tram system. In this case,
if a player commits an offense, a representative fine
is given to train him or her in the proper use of the
actual system by reducing inconveniences in its use.
This is because the fine for not paying for this service
has a current value of USD $ 120.00.

Notably, prior to the development of the three above
mentioned stages, the identification of the places in the city,
where the greatest number of problems arise was based on the
agglomeration of pedestrians and traffic accidents. The sites
with the highest recurrence were selected for the development
of the virtual environments, as detailed in Table I:

TABLE I. PLACES CHOSEN FOR THE DEVELOPMENT OF VIRTUAL
ENVIRONMENTS

No. Location Problem found / Chosen scenario

1
Ave. Huayna Capac
between Calle Bolı́var and
Calle Larga

Driving a vehicle under the
influence of alcohol.

2

Ave. Américas
entrance to Quinta
Chica and Hospital del
Rı́o.

Driving vehicles at high
speeds.

3
Ave. Fray V. Solano
between Los tres puentes sector and
Virgen de Bronce Church

Users of bicycles and cycle paths.

4 Ave. Américas, Feria Libre
- El Arenal sector Users of the tramway system.
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Once the sectors to be displayed in the platform were
selected, a photographic survey was performed. The use of
the Street View tools of Google Maps and Sketchup allowed
the development of all the 3D virtual scenarios. Subsequently,
the information obtained was exported to the Unity 3D tool;
by manipulating lighting, shadows and other factors, the de-
sired images of the scenarios for the game experiences were
obtained. Below, these images are presented in Fig. 1, 2, 3,
and 4.

Fig. 1. El Arenal Virtual Scenario.

Fig. 2. Los Tres Puentes Sector and Virgen de Bronce Church Virtual
Scenario.

Fig. 3. Huayna Cápac Avenue Scenario.

Fig. 4. Avenue of the Americas Scenario.

After developing the scenarios in a three-dimensional way
with the tools described before, the next step was to establish
all these places using Sketchup, Make Human, Adobe Fuze,
Mixamo, and Blender, obtaining additional predesigned images
from 3D Wearehouse. Humanoid characters and vehicles,
which were positioned in various spaces within each scenario,
were also created with their respective animations to approach
the reality of each sector, as shown in Fig. 5, 6, and 7.

Fig. 5. Diversity of Vehicles Designed in the Local Context.

Fig. 6. Various Objects are Designed Similarly to the Originals.

An important factor throughout the research process and
the development of the virtual reality proposal was the possi-
bility of maintaining the effective representation of each place.
Hence, common characters and vehicles to the city of Cuenca
were included in the setting, such as the “Cholita cuencana”
from Cuenca, a typical character of the city, visualized in Fig.
8.
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Fig. 7. Design of Varied Characters.

Fig. 8. Design of a “Cholita Cuencana” in 3D to be Included in the
Scenarios.

To maintain the same criteria, street vendors were also
included (see Fig. 9), as well as characters who are commonly
found in different parts of the city and security personnel, such
as police, citizen guards, traffic agents, and civilians.

Fig. 9. Design of Street Vendors in the City in 3D.

After creating these scenarios according to their local
context, we designed a script in which the traffic accident that
occurs in each sector is narrated, necessitating our investigation
of the different accidents that usually occur in real life. This
information was obtained from various local media, such as
the El Tiempo1, and El Mercurio2 newspapers, the social

1https://www.eltiempo.com.ec
2https://www.elmercurio.com.ec

networks of public security companies, such as ECU-9113,
and news websites. This information allowed us to determine
the problems to be addressed in the scenarios and to identify
the infractions that should be implemented in the context of
serious games.

To better understand all the procedures that are carried
out after traffic accidents and the reactions they generate
among pedestrians and other security entities, the research
team participated in drills conducted by the EMOV-EP during
2020. Through the observation of these drills, the different
attitudes of people toward an accident involving a driver under
the influence of alcohol and a cyclist on a cycle track were
observed and recorded, as shown in Fig. 10. In this way,
relevant conclusions were obtained to more realistically depict
the specific scenario that we developed and presented.

Fig. 10. Simulation of Transit Accident Held in the City of Cuenca. Where
Members of the EMOV-EP and UPS Participate.

Furthermore, the EMOV-EP constantly interacts with citi-
zenship to transmit knowledge and education on road issues;
these interactions became opportunities for the socialization
of the research project (see Fig. 11). In these spaces, it
was possible to present the serious game proposal to the
public, interact with users and obtain useful feedback for the
enrichment of the proposal and assure a better actual user
experience, i.e., for users to effectively learn about the proper
use of roads and the consequences of poor decision-making
when driving a vehicle or traveling on the streets and avenues
of the city.

Fig. 11. Socialization of the System with Citizens.

Another important component within the proposal concerns
the mechanisms for evaluating learning among the platform’s
users. Therefore, a web platform has been developed. This
platform allows the visualization of the reference question
bank for each scenario and ensures that these are modified

3https://twitter.com/ecu911austro?lang=es
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according to any needs or changes that occur, especially
regarding cases of the application of fines.

In a complementary manner, the platform generates the
data and statistics recorded by the entire system in graphical
format. Through these data, it is possible to detect what
questions are the most familiar to users and, in turn, the
scenarios where the population has more difficulties or ignores
more traffic laws (see Fig. 12 and 13).

Fig. 12. Visualization of the Web Platform: Main Page.

Fig. 13. Visualization of the Web Platform: Statistical Results.

Moreover, the storage system of the question bank is two
MySQL databases, one local and one at the cloud level. Both
databases maintain a master-master relationship. However,
during the socialization of the project, it was observed that
on some occasions, it is possible that there is no internet
connection. Hence, the backup of the generated records must
be stored on the local disk, but when there is a connection, they
are uploaded to the cloud. To perform this procedure in the
cloud, it is necessary to be connected to the internet through
a static IP address that is assigned within the facilities of the
EMOV-EP, guaranteeing the required information security.

IV. RESULTS

A. Hardware and Software

To provide a greater understanding of the results of this
project, developed jointly between the EMOV-EP, the Univer-

sidad Politécnica Salesiana and the UPS’s GIPH4C research
group, we provide the following basic characteristics of the
necessary computer and the installation of the platform for
use: computer with Windows 10 or higher operating system;
video card Nvidia GTX1060/GTX 1660 or equivalent of AMD
- Ryzen 2600/3600 or Intel i5 8600 or equivalent; Memory of
16 GB of DDR3 or DDR4 RAM; and, solid-state hard drive
of at least 512 GB and a mechanical hard drive of at least 1
TB.

Nevertheless, in terms of performance and functionality, a
certain latency has been observed in the fluidity and execution
of the developed scenarios. Among the most important causes
for this delay that we have detected are the following:

• Lighting: Lighting is an important factor when using
many system resources since it visually depends on
how much coloring and how many objects (including
the addition of shadows) are added to each figure in
the virtual scenarios.

• Vertices and Groups of Objects and Rendering:
A surplus of groups and vertices to present very
detailed objects causes the rendering to become slow
when interpreting many points and details. It is thus
advisable to make them more simple without too many
details to improve the speeds of the processes.

• Colliders: It is better to generate these with fewer
vertices and avoid their use; otherwise, it is necessary
to include Mesh Colliders.

• Occlusion: How and when both objects and anima-
tions are visualized play a very important role in
performance because they cause slowness and latency
within the execution. It is advisable to use the pa-
rameter called Occlusion Map, since it gives different
qualities in the rendering of the same object; the
further away it is, the less its quality and thus fewer
resources are used. In contrast, as you approach it,
its quality and detail increase, using more resources
in less time. This same parameter, due to the unified
visual field of the camera, allows a rendering of a
scene to be fixed as the viewer views it. Specifically,
what the visual field of the camera captures is what is
rendered and animated—such rendering and animation
stops once the object or fraction of the scene with
respect to the visual field of the scene is outside the
camera’s focus.

• Scripts: Script optimization is important for making
the project work correctly because if there are infinite
or constant loops, these will generate resource con-
sumption.

• Animations: Within the animations, a factor to ac-
count for is the generation of the exoskeleton of the
character to be animated. The greater the number
of bones generated, the more fluid the animation
will be and, in turn, the more graphic resources will
be consumed. Hence, it is recommended that if a
character does not perform movements that require
complete control of all his or her joints, only a basic
exoskeleton (control of head, neck, back and extrem-
ities) is rendered. Similarly, if the character does not
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perform movements in terms of facial expressions, it
is unnecessary to generate them, as these increase the
weight of an animation due to unused resources.

Regarding the process of executing the scenarios in the
computer, when executing the four scenarios at the same
time, the consumption of video resources, RAM and cache
memory of the computer is extensive; they are working at
their maximum capacity, which causes an increase in hard-
ware temperatures. In many cases, the programs can become
“frozen”; therefore, they should be executed one scenario at
a time, because a computer can only connect to a single
Oculus device. By having only one scenario thus executed,
everything functions without problems. A quick and timely
solution, however, would be to expand the capacity of the
computer’s video card and RAM.

B. The Use of the System by Users

Due to the ongoing COVID-19 pandemic, declared world-
wide by WHO [27] in late 2019, the socialization phase of the
research project was reduced. However, given the obligation to
understand the acceptance (or not) of the virtual platform by
its end users, a group of 30 people was randomly chosen. The
platform was presented to them and they experienced all four
virtual scenarios. This entire validation process was carried
out under strict biosafety measures. Once the presentation was
completed, the group responded to a survey that was formu-
lated to obtain feedback on the proposal via their comments
and suggestions. Some of the most important questions and
its answers of the survey are presented in Table II, which
concern the user’s level of knowledge generated by a traffic
accident scenario, perception of virtual reality, identification
of the sector of the city and evaluation of the experience of
learning through play.

It is important to note at this point that the limitations
presented in the validation phase of the proposal did not affect
the process of verifying the usefulness and operation of the
platform. Indeed, the answers to the questions for all four
scenarios were favorable. As shown in Table II, an average of
more than 60 percent of the people surveyed rated them with
the highest score. Notably, moreover, the contributions, ob-
servations and suggestions from those who interacted with the
platform, in addition to the recommendations of the specialized
staff at the EMOV-EP, will be considered in the construction
of the next stages of improvement and implementation of the
virtual platform project.

V. DISCUSSION

The literature review on the use of information and com-
munication technologies to promote road education, previously
detailed shows on one hand a growing concern about the accel-
erated increase in the rate of traffic accidents in Ecuador. On
the other hand, it is also notorious the emergence of proposals
from higher education institutions in order to promote actions
that lead to the training of citizens in terms of knowledge,
respect, and compliance with current laws and regulations on
the matter.

Therefore, in the following paragraphs, we discuss the
meeting points and differences between this proposed and the
main related works addressed.

Research work in [1] contributes to our paper from the
theoretical point of view which exposes the aspects related
to road education, its relationship with road safety, and the
necessary participation of the different actors of society; in
the generation of articulated actions, from the roles and re-
sponsibilities of each instance. As for the work proposal men-
tioned above, it is restricted to the exposition of government
actions implemented in Guadalajara-Mexico for the education
of adults in respect of traffic laws. As a result, the authors
proposes the implementation of a road education subject as
an elective course at the Universidad de Jalisco. Finally, the
work does not detail in depth the methodology used to generate
the proposals. Likewise, it is limited to adult education, which
greatly differentiates it from the proposal for the use of serious
games in our research, which can be aimed at children, youth,
and adults.

In the local context, another similar study is presented
by [2], which concur with the gathering of its empirical
information and the results of our paper regarding to the high
accident rate in several cities of Ecuador. However, the study
is limited to the city of Guayaquil. Similarly, our research
coincides with the consideration of road education in Ecuador
as a national problem, which makes it necessary to generate
joint and multidisciplinary actions to reduce what they define
as a technological scourge. Regarding the methodology, they
are based on a training process through interactive websites
with 3D animations but are only aimed at young high school
students. Last, the study does not expose the methodology for
the development of the applications used. Nor does it detail
the results obtained in the implementation of the proposal.

In the same way, the authors in [3] agree with our study
regarding the approach of traffic accidents in Ecuador as a
public health problem, due to their accelerated growth in the
last two years. However, among the causes of this growth, the
authors point out the lack of government commitment to com-
plement effective politics in the mobility area. Whereas, in our
proposal, we have recognized mechanisms for road education
in the city of Cuenca in which we have involved public and
private, social, academic, and governmental actors. Also, the
analyzed research is limited to proposing the development of
road safety educational projects in the field of educational insti-
tutions. However, the components of the training or techniques
and instruments for its application are not exposed. As result,
the identification of accident statistics in the city of Guayaquil
stands out, in addition to the characterization of the training
undertaken by the educational units in road education.

Moreover, the authors in [16], address the city of Guayaquil
as a field of action and they have the same point of view as
previous and our investigations in considering that traffic ac-
cidents constitute one of the main causes of death in Ecuador,
mainly for young people. Another point of agreement between
the investigations has to do with affirming that the lack of road
education is a fundamental factor in accident rates. In relation
to the research proposal, revolves around marketing strategies
and is addressed only to students of Technological Institutes.
In the results, the research coincides with the data obtained in
our paper by pointing out recklessness, disrespect for traffic
signs, alcohol consumption, and the use of cell phones while
driving as causes of main accidents.
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TABLE II. COMMON QUESTIONS AN ITS ANSWERS FOR EACH SCENARIO USED FOR THE VALIDATION AND ACCEPTANCE OF THE PROJECT

Scenarios
Questions
Question 1

How much did you correctly appreciate and understand the theme of the accident presented in each scenario?
On a range from 1 to 3, where 1 is Nothing and 3 is Everything.

Option 1 Option 2 Option 3
Driving a vehicle under the influence of alcohol 0 0 30
Driving vehicles at high speeds 0 0 30
Users of bicycles and cycle paths 1 3 26
Users of the tramway system 0 8 22

Question 2
How did you find the Virtual Reality experience?

On a range from 1 to 5 (1 as very bad and 5 as very good)
Option 1 Option 2 Option 3 Option 4 Option 5

Driving a vehicle under the influence of alcohol 0 0 1 7 22
Driving vehicles at high speeds 0 0 1 4 25
Users of bicycles and cycle paths 0 0 7 10 13
Users of the tramway system 0 0 6 9 15

Question 3
Were you able to identify the sector of the city where you were?

Option Yes Option No
Driving a vehicle under the influence of alcohol 29 1
Driving vehicles at high speeds 29 1
Users of bicycles and cycle paths 22 8
Users of the tramway system 22 8

Question 4
How would you rate the experience of playing and learning through these virtual means?

On a range from 1 to 5 (1 as very bad and 5 as very good)
Option 1 Option 2 Option 3 Option 4 Option 5

Driving a vehicle under the influence of alcohol 0 0 0 3 27
Driving vehicles at high speeds 0 0 0 2 28
Users of bicycles and cycle paths 0 0 3 6 21
Users of the tramway system 0 0 0 7 23

VI. CONCLUSION

The use of ICTs to promote road education in Ecuador
evidences the development of several research papers in which
traffic accidents and their consequences are considered a public
health problem that cannot be addressed only by establishing
public policies, but with the cooperation of different sectors of
society (public and private). The research papers studied are
limited to the analysis of the causes and not the presentation
of innovative proposals that go beyond the traditional methods
of training in road culture. Similarly, the bibliographic review
found a diversity of research applied in Ecuador, however, most
are developed in the context of the city of Guayaquil, and for
the city of Cuenca, there is no evidence of research proposals
of great impact for reduce the number of accidents through
road education.

The development of road education proposals based on
virtual reality with a focus on serious games is currently a
highly relevant topic. Through our review of the theoretical
and empirical background of this research, it is evident that
first, traffic accidents have become one of the main causes
of death not only in Ecuador but also globally. Second, the
growing number of accidents in the city of Cuenca, Ecuador
is mainly generated by high speed, driving under the influ-
ence of alcohol, recklessness of drivers and pedestrians, and
ignorance of traffic rules and signals. Accordingly, the need
to articulate interinstitutional efforts is evident, a prerequisite
to generating proposals that mediated by new information and
communication technology, can contribute to the formation of
a road culture in the city of Cuenca.

The social impact of the project developed jointly by the
EMOV-EP and the GIPH4C, made up of professor-researchers
from Universidad Politécnica Salesiana, derives from the cre-

ation of a 3D virtual platform based on entertainment through
the simulation of environments. Its purpose is to train, educate
and raise awareness among citizens about the proper use of
roads for the prevention of the traffic accidents that according
to official statistics typically result in irremediable situations.
Hence, it is proposed that through the use of new technologies
for learning and the serious games approach, citizens will
understand and learn about traffic education in the city of
Cuenca.

For the structuring of this 3D virtual platform of traffic
education, the sites in the city of Cuenca where there is a
greater occurrence of accidents due to pedestrian agglomer-
ations or traffic incidents were identified. In each of these
scenarios, the various situations that lead to accidents or fines
for failing to comply with traffic regulations were simulated.
The virtual environments also included the “Tranvı́a Cuatro
Rios de Cuenca”, a means of mass transportation that has
been operational since 2020. Given the novelty of the service
it provides, citizens remain unaware of the rules for its proper
use and do not grasp that the failure to comply with them
carries fines and other penalties.

The validation of the virtual platform for road safety
education with an Social Group focus was carried out through
tests performed on citizens. A group of 30 randomly selected
people experienced the 4 virtual environments, witnessing
common situations related to mobility within the city. Once
their simulation was complete, these users of the platform
answered a series of questions about its operation, composition
and usefulness. The results of the survey show that 91 percent
of people fully understood the context presented in each sce-
nario. After the survey, the personnel in charge of the EMOV-
EP asked a question about road safety that was addressed in the
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scenarios presented and obtained 100 percent correct answers.
Thus, this project clearly has great educational, technological
and innovation potential; it can therefore be implemented as an
education and road awareness strategy in the city of Cuenca.

The results obtained in this first phase of the project
are considered theoretical and empirical background for the
continuity of this and other research that aims to promote
road culture through the use of immersive technology as an
education tool.

REFERENCES

[1] C. M. Pacheco Cortés, “Educación vial en la era digital: cultura vial y
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Abstract—Simultaneous mapping and localization or SLAM
is a basic strategy used with robots and autonomous vehicles to
identify unknown environments. It is of great attention in robotics
due to its importance in the development of motion planning
schemes in unknown and dynamic environments, which are close
to the real cases of application of a robot. This is why, in parallel
with research, they are also important in specialized training
processes in robotics. However, access to robotic platforms and
laboratories is often complex and costly, with high demands
on time and resources, particularly for small research centers.
A more efficient and affordable approach to working with
autonomous algorithms and motion planning schemes is often the
use of the ROS-Gazebo simulator, which allows high integration
with customized non-commercial robots, and the possibility of an
end-to-end design (E2ED) solution. This research addresses this
approach as a training and research strategy with our ARMOS
TurtleBot robotic platform, creating an environment for working
with navigation algorithms, in localization, mapping, and path
planning tasks. This paper shows the integration of ROS into the
ARMOS TurtleBot project, and the design of several subsystems
based on ROS to improve the interaction in the development of
service robot tasks. The project’s source code is available to the
research community.

Keywords—End-to-End design; localization; navigation; path
planning; robotics; SLAM

I. INTRODUCTION

Robotics is a field of research in constant growth, the need
for support, cost reduction, safety, and reliability drives the
development and study of problems related to its application
in real tasks. There are major unsolved problems that hinder
its wide use in applications such as service robotics (the area
closest to our research), in general, related to interaction,
autonomy, safety, and reliability [1]. Many research centers
around the world are actively working in these niches, but
in many cases, access to robotic platforms and specialized
laboratories is restricted for reasons of cost, availability, and
resources related to this activity. A working scheme of good
acceptance in the scientific community is the use of high-
performance simulators, which can replicate very faithfully the
behavior of a robot, one of the most popular platforms today
in this regard is ROS OS (Robotic Operating System).

The operating system has more than 10 years of growth and
interaction in robotic programming, and its particular details
such as interoperability and open source generation provide
services comparable to those of an operating system, such as
hardware abstraction, low-level device control, inter-process
message passing and packet management [2]. Though is not

an operating system, it provides the same services to its users
as an operating system does.

In today’s social development, the implementation of mo-
bile robots for problem-solving in industrial and non-industrial
environments is of great relevance [3]. Applications in rural or
agricultural areas, as well as those involving direct interaction
with humans [4], [5], are of great current interest. In this
respect, mobile robotic platforms have been proposed that
can be used in a greenhouse to transport vegetables [6], [7],
in some cases with safe interaction systems with humans.
Another study proposes the control and tracking of trajectories
based on simulations and experiments in real-time on the ROS
platform, where the objective is to validate the effectiveness of
the proposed control algorithm and compare it with a modified
hybrid PID dynamic controller with feedback [8]. In these
cases, ROS was fundamental in the design and performance
evaluation stages. As for the concrete problem of mapping and
navigation, whether in the land, water, or air vehicles, ROS
allows SLAM simulation in the working environment, thus
reconstructing the map and dynamically planning a trajectory
to the target destination [9], [10].

The use of this type of software tool becomes essential
when control schemes integrate a large variety of sensors
[11]. Not only does it facilitate the preliminary performance
evaluation of the scheme (reducing costs and implementation
time), but it also speeds up the overall implementation time
of the schemes. In assistive robotics, this is key, as new
interaction schemes and control algorithms are continually
being developed and need to be evaluated quickly [12]. These
applications involve both the interaction problem and the
navigation problem, which in many cases involve complex
control algorithms, whose performance and coordination must
be evaluated before implementation on real platforms [13],
[14]. The emulation under ideal conditions, therefore, allows
having an additional design tool that guarantees time and
design reduction throughout the whole process [15].

Our research project is part of a macro project aimed
at the development of robotic solutions for assistance tasks,
particularly in applications related to the care of people (elderly
and children). In previous years, we have developed a modular
mobile platform with load capacity for integration with a
manipulator robot (industrial application) and/or an anthro-
pomorphic robot for services [16], [17]. Previous prototypes
of this robot had been integrated with ROS to provide ease
of handling and simulation of behaviors [18], [19]. At the
time, the use of the platform with ROS in structured motion
planning applications was justified due to the simplification
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in the integration of navigation algorithms. This project seeks
the same benefit in a more complex robot, which additionally
requires greater availability of access for members of the
research group. However, the application of ROS in more
complex robot also opened the door to new problems [20].

Similar projects to the one proposed in this research have
been previously developed on other platforms [21]. ROS is
commonly used to facilitate the design, analysis, and tuning
of control algorithms by taking advantage of its modularity and
master-slave scheme of work. Our work differs from some of
them, such as [22], [23], in the sense that it prefers coding in an
open environment with Python support, unlike MatLab, which
conforms to a closed platform with expensive licensing. Still,
as in its previous uses, it allows the easy use of simulators such
as Gazebo. We did not solve all the issues mentioned above,
but we did accomplish our goal: We programmed robots using
the ROS framework.

II. PROBLEM STATEMENT

The ARMOS TurtleBot robot is a robotic platform designed
and implemented by the ARMOS research group to develop
assistance tasks and human support (service robot) (Fig. 1).
Although it was conceived as a mobile platform for other
systems, it has load restrictions (maximum value defined as
10 kg), and movement restrictions derived from its structure
and motors. It has four 9 V DC motors with geared motors,
driving a caterpillar on a differential structure. Each of the
motors has a starting torque of 9.5 kg, no-load speed of 150
RPM (revolutions per minute), starting current of 4.5 A, and
nominal working current of 1.2 A (200 mA no-load). These
motors have a Hall sensor for shaft position estimation.

Fig. 1. ARMOS TurtleBot Robot.

The working model of the motors is in pairs, i.e., the same
control signal activates simultaneously the two motors on the
right side, and another signal activates simultaneously the two
motors on the left side. This scheme improves the robot’s total
torque while also simplifying its model and control scheme
without sacrificing displacement capacity.

The structure is composed of an aluminum base, a material
chosen for its lightweight, which reduces the total weight of the
platform. Object detection is done through sensors around the
robot. The robot has nine SHARP GP2Y0A21YK IR infrared
sensors, which are distributed throughout the robot structure.
Other peripherals included in the robot are:

• Four contact buttons, that function as impact detectors.

• A TCS3200 color sensor located at the bottom of the
robot.

• An inductive sensor LJ12A3-4-Z/BY located in the
lower part of the robot to detect metallic elements.

For the control system, two STM32L432KCU6 microcon-
trollers are used to process sensor and actuator signals, and
a Raspberry Pi 4 card is used as the control unit, which will
also have the ROS OS operating system.

The ARMOS TurtleBot robot was designed with diversity
and a wide variety of peripherals capable of interacting and
communicating with each other through the master-slave level
configuration. In addition, it allows the simple integration of
new peripherals with a LiDAR sensor. The initial tasks of
the robot contemplate navigation problems in dynamic and
unknown environments, the reason why in this project we
intend to implement ROS in the platform and evaluate its
performance in basic navigation tasks that contemplate the use
of these peripherals in a real environment.

III. METHODS

The ARMOS TurtleBot vehicle platform can be analyzed
by separating it into two sections. The first one is composed
of position sensors. These are in charge of identifying bodies
or objects close to the trajectory performed by the robot.
Additionally, the drives of these devices prevent damage to
the robot’s electronic circuits (Fig. 2).

Fig. 2. Proximity Sensor Connection.

The second section is composed of proximity sensors. The
main purpose of these devices is to specify the characteristics
of the materials that are in the path (floor) and that could
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modify their behavior according to the programmed task. There
is the detection of metallic materials, and the characterization
of materials according to their color (Fig. 3).

Fig. 3. Connection of Color and Inductive Sensors.

To integrate ROS into the robotic platform we have sought
to replicate its structure within the software. All the physical
components, considering their specific capabilities, as well
as the communication, signal collection, and handling capa-
bilities, have been programmatically replicated on ROS. The
correct description of the robot requires a correct description of
each peripheral, which was linked to specific laboratory tests.
In this way the robot architecture was developed, starting from
its control unit, the Raspberry Pi 4 board, which is responsible
for managing all the information. Fig. 4 shows the complete
architecture of the main systems and subsystems involved in
the robotic platform.

The first step is to establish serial communication with the
devices or peripherals of the ARMOS TurtleBot platform. To
start the interaction with the ROS OS framework, the following
command is entered in a Raspberry Pi 4 terminal (on the
robot):

$ roscore

In this way, the operating system starts the communication.
The initial part corresponds to the user generated to work
on this terminal (pi@raspberrypi:). Thus, if the connection is
successful, the system responds as shown in Fig. 5.

This corresponds to the workspace and communication
verification process of the master node in ROS OS. At this
moment is when the communication or start of the ROS OS
system is successfully obtained. The next step is to continue
with the opening of the workspace defined for the nodes and
commands that are entered, this can be done through the
command line as follows.

$ cd ˜/catking_ws/ &&source devel\setup.bash
$ cd rosrun rosserial_server serial_node _port:=dev/ttyACM0

The command line corresponding to rosserial is the one that
indicates the communication through language or programs
generated through Arduino IDE 18.2, which is the version
implemented for the project.

The next step consists of the communication of the pe-
ripherals or sensors, both position, and proximity. For this
mobile application, the programming is done under the C++
language, where it should be noted the confirmation of one
of the main objectives of the ROS OS system, the recycling
of code and interoperability between the various programming
options available at the moment.

For the inductive sensor LJ12A3-4-Z/BY whose function,
as detailed above, is to enable the robot to determine the
existence (detection) of metallic material on the surface on
which the ARMOS TurtleBot robot is moving (floor), the
corresponding command line is as follows:

$ rostopic echo inductive_sensor

The metal detection and the message received by ROS OS
are shown in Fig. 6.

The contact sensor or pushbutton has the objective of
detecting contact with an object, which should produce a
change in the speed and direction of the robot according to the
navigation strategy. The command line to control this sensor
is as follows:

$ rostopic echo switch_limit

The response or communication by ROS OS in case of
contact detection is shown in Fig. 7.

The proximity sensor used is the Sharp GP2Y0A21YK IR.
There are a total of nine of these sensors, which are in charge
of establishing the distances to obstacles or objects around the
robot. Their signal is visualized through a graph generated by
the operating system, the tool is called rqt plot. The following
are the lines of code and their corresponding response for three
sensors (Fig. 8 and 9).

$ rqt_plot / sensor3/range: /sensor4/range: /sensor5/range

The last sensor coupled to the system is the TC3200
color sensor. The color identification method consists of 64
photodiodes equally distributed in four colors (red, green, blue,
and white). Its operating principle is based on the conversion
of signals (electronic circuit) from current to frequency, where
a specific frequency is assigned to the detected color, thus with
the constant determination of three frequencies (red, green, and
blue) and the determination of the frequency range during the
three readings, the conditions to be programmed in the control
unit are obtained. The frequency ranges are specified in Table I.

TABLE I. FREQUENCY RANGE FOR COLOR DETERMINATION BY THE
SENSOR

Colors according to frequency range
Red R<50 V>90 A>90
Blue R>85 V>80 A<50

Green R>90 V<120 A>58

In the robot, the color sensor is managed by a
STM32L432KCU6 microcontroller. This microcontroller es-
tablishes the communication with ROS OS. To query the
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Fig. 4. Control Scheme: Hardware and Software.

Fig. 5. Roscore Start.

reading, a message is sent from ROS similar to the one shown
below.

$ rostopic echo color_sensor

Actuator management is also configured from ROS. The
monitoring and instructions of the DC motors, as well as the
Hall effect sensors coupled to each of them, can also be easily
managed from this environment. These sensors prove to be an
essential tool that allows the feedback of the movement of each
motor, thus reducing errors in autonomous navigation tasks in
real environments. Three basic commands were designed for
its operation: go forward, stop and reverse. These commands
are translated into specific movements performed by each of
the motors, and controller through Hall effect sensors. The
instruction for their execution is as follows:

$ rostopic pub forward std_msgs/empty

Fig. 6. Metal Detection Report from the Inductive Sensor.

IV. RESULTS AND DISCUSSION

To evaluate the performance of the system, a test en-
vironment was built to assess the behavior of each of the
robot’s sensors, as well as its actuators and communication
characteristics. The following is a brief description of this
test environment, as well as the expected interaction with the
ARMOS Turtlebot robot, its displacement parameters, and the
defined trajectory path.

The scenario where the peripheral integration tests are
performed on the ARMOS Turtlebot robot has a flat surface
(Fig. 10). In the center of the area, there is a box composed
of different materials with characteristics recognizable by the
devices embedded in the robot. The navigation of the robot
was programmed with restrictions on its displacement, to
evaluate the interaction of sensors and actuators in the ROS OS
operating system. The navigation conditions for the execution
of the experiment are detailed below.

The displacement of the robot starts with the control
signal generated from the control unit installed on the robot

www.ijacsa.thesai.org 913 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 13, No. 6, 2022

Fig. 7. Impact Report from the Contact Sensor.

Fig. 8. IR Sensors Report.

itself. From there, the ROS connection is established with the
peripherals as described above. As soon as the communication
is established and the work folder is opened, the trajectory is
started with the instruction from the corresponding command
line. At this point, the ROS connection has been established
between the control unit and other peripherals.

The specific mechanism to intervene during the whole test
is the caterpillar wheels equipped with geared motors and
coupled to Hall effect sensors. These devices are used to

Fig. 9. Distance Curves Reported by the IR Sensor

Fig. 10. Test Environment Setup.

move the robot to carry out the trajectory. The path is defined
on a surface adapted with characteristic colored materials,
recognizable by the TC3200 color sensor. The first zone
corresponds to the blue material, the sensor acquires this
information and transmits it directly to ROS OS, which is in
charge of processing the data and sending a color detection
message. In this case, the text specifying the color of the
detected object is displayed on the terminal.

Sharp GP2Y0A21YK IR infrared proximity sensors have
a maximum detection range of 80 cm. For the proposed test
application, this detection is conditioned to a maximum of
20 to 25 cm, and the control is done graphically in real-time
through the rqt plot tool of ROS OS, making the recognition
of object or obstacle and its distance. Once this condition is
met, the programmed instruction is the change of direction, and
to perform this action by the robot, a rotation is performed on
its axis (right) which occurs whenever the motors on each side
rotate at the same speed and in opposite directions (one side
of the robot moves forward and the other backward).

Starting up in the new direction, the surface on which it
is running is colored green, which is detected by the TC3200
color sensor. Thereupon the system and its programming will
issue a message on the terminal indicating that the second
green area has been detected. While the vehicle is running, a
green-colored area is detected by the TC3200 color sensor.
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When a metallic material is detected, it is time for the
intervention of the inductive sensor LJ12A3-4-Z/BY, which
causes two different interactions in the programming and
control of the robot. The first consists of the ROS instruction
that indicates the detection of metal, performing a change of
direction or rotation on the axis. Additionally, the data of the
metal material is sent so that a message is transmitted to the
terminal indicating the detection of this element.

It changes direction in a 90-degree turn with a new rotation
on its axis in relation to its previous position. The robot is
moving over a third displacement zone, this time in red. As
before, this information is reflected through ROS OS using a
message indicating the detection of a colored area.

The test or experiment ends with the intervention of the
contact sensors that aim to detect the impact of an obstacle on
the robot. These are activated when changing state (bi-valued
sensor), which complements the reading of the distance sensor
formed by the nine infrared sensors IR Sharp GP2Y0A21YK,
or even substitute it when the obstacle is below the line of
sensing of the infrared. The action defined at this point is that
the robot stops immediately.

This navigation circuit was developed by the robot multiple
times to verify the consistency of operation and results. One
of these tests can be seen in the following link (Fig. 11).

https://youtu.be/uh5wzhIwi6g

Fig. 11. ROS-Controlled Robot Performance Test.

Communication between ROS OS and the sensors allows
it to know where they are and allows for these devices to
communicate between them automatically, as a message that
is generated by one device will be transmitted automatically to
all other devices. When running all the peripherals and devices
associated with the robot, it is evident that the communication
between ROS OS and these works correctly because there are
no crashes or failures when all these devices are communicat-
ing at the same time in the system. This feature guarantees
the robustness of the system and allows for validating it for
evaluation tests of more complex navigation algorithms.

The inductive sensor detects the metal correctly, and the
message display transmitted by ROS OS through the terminal
shows the warning message approximately one second after
the sensor detected the metal surface. In the case of the
contact sensor, it was triggered immediately when the robot

had a collision with the obstacle that was not detected by
the IR ranger sensors located at the front of the robot. The
warning message displayed by the ROS system was almost
instantaneous when the collision occurred (about a 120 ms
delay).

As for the motors, when the command was executed in
ROS OS on the terminal to move the wheels of the robot and
produce forward motion, it was evident in all tests that there
was a delay in the response of the motors of approximately
three seconds after the command was executed. The same
was true for moving the wheels backward or for stopping
the movement of the motors completely. After almost three
seconds of waiting to start or stop the movement, the motors
responded appropriately.

The most important sensor in the reactive control tasks is
the ranger IR sensor. Each sensor in the system was individu-
ally tested for interaction with ROS OS. The object detection
tests were verified in the rqt plot tool that is integrated in ROS
OS, which allows to view two-dimensional plots. In this tool,
a distance vs. time graph is displayed, where a continuous line
appears referring to the distance in cm, in which the ranger
sensor is detecting an obstacle. The individual tests showed
that the sensors detected the objects acceptably with an error
of approximately one to two centimeters. Back in the test
application, where the sensors were acting in conjunction with
the other devices on the robot, it was found that the reading
accuracy error increased to almost three centimeters for some
sensors. When trying to visualize the nine signals detected
by each of the sensors in the rqt plot tool, the operating
system of the raspberry pi generated delay in the response
and sometimes even total crash of the system. So to avoid this
problem, it was decided to visualize in the rqt plot tool only
some of the IR, but to use all of them for mapping tasks. In
the tests, the response of the three ranger sensors located at
the front of the robot is visualized. The ranger sensors were
programmed to detect objects within a range of 0.2 to 0.25
m, and then instantly generate action on the robot’s motors.
Furthermore, when they detected an object in this distance
range, the motors reacted within two to three seconds after the
sensor had detected the object.

The color sensor was evaluated individually with ROS
OS before being incorporated with the other devices and
sensors on the robot. The ROS readings were accurate over
the three colors that the sensor measures. When the sensor
was incorporated into the test task, the color readings began
to differ significantly from the previous ones, resulting in
erroneous readings in the application. The possible interference
of communication delays on the performance of this sensor is
evaluated in this case.

In this study, the results of implementing ROS as a handling
strategy for the ARMOS TurtleBot robot were achieved and
shown. The strategies used can be generalized and further
investigated on this platform as well as on other custom robotic
platforms not initially designed with ROS in mind. This work
can be further enhanced with the use of navigation algorithms
and optimization techniques that reflect the comparative per-
formance of each case. This study shows that ROS can be used
as a suitable programming environment for a robot and should
be the one platform from which further work is don
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V. CONCLUSION

The constant innovation in design, programming, and con-
trol in mobile robotics leads to the generation of a wide variety
of algorithms, compromising the understanding and suitability
of robotic applications as a whole. A design methodology
already proven and widely studied is the versatility offered
by the ROS OS operating system in the different stages of
the development of control schemes for robots. This tool
combines the ease of code recycling and the interaction and
communication of different types of programming languages.
This paper presents and explains the integration of the ROS OS
(Melodic) operating system on the ARMOS TurtleBot mobile
robot and its peripherals. The platform is designed to perform
navigation tasks or activities, thus obtaining synchronization,
data transfer, and information management in real-time on
surfaces with suitable characteristics to be detected by the
different devices that make up the robot. The proposed purpose
corresponds to the integration of the devices that make possible
the displacement and recognition of the robot in a given
environment. The systems involved according to the archi-
tecture are Raspberry Pi OS, ROS OS (Melodic), and some
microcontrollers as embedded systems that directly manipulate
sensors and motors, with this architecture the compatibility
and possibility of integration of peripherals are confirmed.
The simultaneous interaction of the proximity peripherals and
position sensors through the ROS OS operating system is
visualized through windows or terminals utilizing messages
or interactively in 2D graphics, confirming the interoperability
and real-time control of the environment surrounding the
robot when it performs navigation tasks. The presence of
windows and graphic interfaces for its control demonstrates
the possibility of remote real-time observation and monitoring,
providing immediate feedback about the robot’s environment.
No communication problems are detected that could prevent
its use as a general strategy in the development of navigation
algorithms. On the contrary, the possibility of integrating
additional peripherals such as a LiDAR sensor or a digital
camera onboard is observed.
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using ros,” Tekhnê, vol. 18, no. 2, pp. 19–24, 2021.

[20] A. Yilmaz, E. Sumer, and H. Temeltas, “A precise scan matching
based localization method for an autonomously guided vehicle in smart
factories,” Robotics and Computer-Integrated Manufacturing, vol. 75,
p. 102302, jun 2022.

[21] S. Abdul-Rahman, M. S. A. Razak, A. H. B. M. Mushin, R. Hamzah,
N. A. Bakar, and Z. A. Aziz, “Simulation of simultaneous localiza-
tion and mapping using 3d point cloud data,” Indonesian Journal of
Electrical Engineering and Computer Science, vol. 16, no. 2, p. 941,
2019.

[22] Z. Chen, S. Yan, M. Yuan, B. Yao, and J. Hu, “Modular development of
master-slave asymmetric teleoperation systems with a novel workspace
mapping algorithm,” IEEE Access, vol. 6, no. 1, pp. 15 356–15 364,
2018.

[23] N. Sadeghzadeh-Nokhodberiz, A. Can, R. Stolkin, and A. Montazeri,
“Dynamics-based modified fast simultaneous localization and mapping
for unmanned aerial vehicles with joint inertial sensor bias and drift
estimation,” IEEE Access, vol. 9, no. 1, pp. 120 247–120 260, 2021.

www.ijacsa.thesai.org 916 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 13, No. 6, 2022

Identifying Community-Supported Technologies and
Software Developments Concepts by K-means

Clustering

Farag Almansoury, Segla Kpodjedo, Ghizlane El Boussaidi
Department of Software Engineering and Information Technology, École de Technologie Supérieure(ETS)
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Abstract—Working on technologies that have community sup-
port is one of the most important factors in software development.
Software developers often face difficulties during software devel-
opment, and community support from other software developers
help them significantly. This paper presents an approach based on
K-mean clustering technique to identify the level of community
support for software technologies and development concepts using
Stack Overflow discussion forums. To test the approach, a case
study was performed by gathering data from SO and preparing a
dataset that contains over a million of Java developers’ questions.
Then, K-mean clustering was applied to identify the community
support levels. The goal is to find the best features that group
community-supported software technologies and development
concepts and identify the number of groups to determine the
community support levels. Statistical error, clustering and classi-
fication evaluation metrics were applied. The results indicate that
the best features to formulate community supported technologies
and development concept levels are Failure Rate and Wait Time.
The results show that the approach identifies two groups of
community supported and development concept levels based on
the best silhouette index value of 97%. According to the results
the majority of Java technologies and development concepts
are labeled with less community supported technologies and
development concepts (Cluster 2). Random Forest classifier was
applied to indirectly evaluate the approach to detect the identified
community support class. The result shows that RF classifier
presents a good performance and shows high accuracy value of
99.49% which indicates that the identified groups improve the
performance of the classifier. The approach can be utilized to
assist software developers and researchers in utilizing the SO
platform in developing SO-based recommendation systems.

Keywords—Stack overflow; unsupervised machine learning; k-
means clustering; empirical study; machine learning; random for-
est; software development; Java; classification; community support

I. INTRODUCTION

Developing a software from scratch with standard libraries
is no longer a viable option for most meaningful software
projects. Thus, some of the key decisions for a software project
are about which technology to turn to, or which APIs or
projects to depend on. Choosing the right technology is very
important as it can significantly impact a project’s quality and
velocity. Depending on the particularities of their projects,
software developers may have to sift through a wide range of
rapidly evolving technologies (be it frameworks or libraries)
across various platforms (PC, Mobile, Web). To inform their
decision, they try to get guidance from online articles or
blogs about which technologies are the best. For example,
a developer may be looking for an IDE for his project and

end up on a website or a forum post about the “10 Best IDE
Software”1. These online resources, though valuable, often
provide opinion-driven commentary, sometimes informed by
the experience of a single writer or blogger. Moreover, they
run the risk of being outdated, given the fast pace of many
technologies. For up-to-date, interactive discussions, develop-
ers sometimes turn to Stack Overflow (SO), the leading Q&A
website for software development. However, their questions
about API or technology recommendations are systematically
dismissed as seeking opinions2, which is explicitly banned by
Stack Overflow. For example, “What IDE to use for Python?”3,
“What good, C++ programming IDE is available for Linux?”4,
“What is the best IDE for PHP?”5, and “What programming
language to create and format book?”6

Community-supported technologies used among software
developers are important and help speed up software produc-
tivity. For this reason, we have turned to SO since it contains
big data from software developers’ discussions. SO has more
than 20,000,000 questions related to different topics dealing
with developers’ issues in different domains and platforms.
Hence, it become a target to developers since it enables them
to find solutions for their problems. SO has also been utilized
by researchers to carry out their studies [1], [2], [3], [4],
[5]. Software developers and researchers are trying to find
a mechanism to organize the data to facilitate and speed
up the search processes and find the appropriate answers to
the questions raised [6]. Thus, we turned to SO to identify
which technologies and software development concepts have
community support.

This study aims to provide an approach that help software
developers and the software engineering research community
to identify the technologies and development concepts that
have the most and least community support by leveraging
SO and the unsupervised machine learning technique k-means
clustering. The study aims to answer the two following ques-
tions:

1https://websitesetup.org/best-ide-software/
2There are good reasons to ban opinion and recommendation-seeking

questions on a Q&A forum as they may devolve into never-ending discussions
or be fodder for bitter arguments about which technologies are the best.
Moreover, entities behind those technologies may participate and recommend
their own products.

3https://stackoverflow.com/questions/81584
4https://stackoverflow.com/questions/24109
5https://stackoverflow.com/questions/116292
6https://stackoverflow.com/questions/68275077
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RQ1:What are the features that identify clusters of tech-
nologies and software development concepts that have com-
munity support?

RQ2:What is the clusters quality and if the identified
clusters consistent to increase the ability to differentiate be-
tween community-supported technologies and development
concepts?

To gain more insight into the potential application of the
approach, it has been applied to all Java-related postings on SO
from 2014 to 2021 and studied the distribution of technologies
and development concepts among community support levels.
We chose to concentrate on Java ecosystem to demonstrate
that the technique is applicable. If the approach is effective,
it is simpler to generalise it to a wider range of domains and
technologies than to determine that a technique designed for
multiple domains at once would not work.Java ecosystem was
utilized as a case study since Java is one of the programming
language that is gaining the most traction among software
developers on SO.

To apply the approach and analyze data, we turned to the
most useful and popular library for machine learning in Python
Scikit-learn [7] and the full-featured AI and ML integrated
tool that supports multiple scripting languages and is easy
to work with huge datasets Tableau [8]. Scikit-learn ML is
a high-level API built on data frames and datasets that allows
pipelines and is easier to build. Tableau features an analytics
pane with drag-and-drop machine learning that allows us to
forecast future outcomes based on historical data, discover fu-
ture trends for your data using multiple models, or understand
the relationships between data points using clustering. Cluster
validity technique for the k-means clustering algorithm had
already been proposed in the literature, thus, statistical error
techniques the sum of squares within each cluster (WSS) and
the sum of squares between clusters (BSS) in addition to and
silhouette index were used.

The paper’s primary contributions can be summarised as
follows:

• The novel approach introduced in this paper can
be used as a decision support based on K-Mean
Clustering, for community-supported techniques and
development concepts detection.

• We built a clustering model to identify community-
supported software technologies and development
concepts level of community support based on new
features namely Failure rate (FR) and wait time (WT).

The rest of the paper is organized as follows: Section II
introduces the theoretical background. Section III reviews the
literature related to the study. Section IV outlines the approach
overview and its application on Java ecosystem. Section V
evaluates the approach based on clustering evaluation tech-
niques. Section VI provides results and discussion. Section VII
provides concluding remarks. Finally, Section VIII provides
the future work.

II. THEORETICAL BACKGROUND

A. Stack Overflow and its Tagging System

“Stack Overflow (SO) is a question and answer website for
amateur programmers and professionals programmers”7. It is
a privately owned website that was established in 2008 by At-
wood and Spolsky. Users are encouraged to participate as they
can earn points towards their reputation and other privileges
(e.g. editing), for being actively involved on the site. Users
can vote for questions and answers, both upvotes (positive
feedback) and down votes (negative feedback) are allowed.
The number of the upvotes minus the number of downvotes
represent the score.It is the largest Software development Q&A
community, according to the SO Annual developer survey
20198 which reported that SO had 80 million visit, of which
25% are developer professionals and university students, and
more than 80% rely on SO for educational purposes and also
65% of Stack Overflow’s professional developers contribute to
open source projects.

Tagging System: According to Stack Overflow’s tagging
system, a question must have between one and five tags. A tag
is a single word or compound words (for example, WebGL,
vertex-shader, respectively) that define the technical term at the
centre of the question [9] (see Fig. 1 for an example). Tags
on Stack Overflow include a broad variety of technical termi-
nology [10], [11], from definitions to programming languages,
IDE, frameworks, libraries/tools/, and individual APIs (at class
or module level). Researchers frequently use these tags as a
starting point for investigating the issues addressed on SO.

B. Clustering

Clustering is the breaking down of a set of data or objects
into a number of clusters. Each cluster consists of a group of
similar facts that behave identically. Clustering is equivalent to
classification, except that the classes in clusters are not defined
and determined in advance, and data grouping is performed
with no supervision [12], [13]. Different techniques used
for clustering include partitioning based, hierarchical, density
and grid [14]. K-means [15], which is the most basic and
widely used partitioning procedure among scientific clustering
algorithms [16], [17] was utilized.

C. Classification

Classification is an important aspect of data mining as
a technique for forecast modelling. Simply put, classifica-
tion is the process of breaking down data into dependent
or independent categories [18]. Based on previous decisions,
classification is utilised to make some future decisions. Differ-
ent techniques used for classification include Random Forest,
support vector machine,decision tree learning, neural networks,
nearest neighbour, and Naves Bayes method [19]. In the
experiment, the Random Forest classifier was employed.

III. RELATED WORK

In recent years, Stack Overflow questions and answers have
been the topic of extensive research. One of the goals of

7https://stackoverflow.com
8https://insights.stackoverflow.com/survey/2019
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Fig. 1. Post Example ob Satck Overflow.

these studies is to track developers’ interest in various topics
and how it evolves over time, as well as their relationship to
current technology trends[10], [20]. The majority of research
also emphasizes how challenging it is to maintain the quality
of SO Q&A [11].

Stack Overflow has received a lot of attention from the
research community in the recent years. The rapid increase
in the number of studies are a result of two main reasons:
1) the influx of new technologies that generated discussions
on Q&A forums/websites; and 2) the increased use of these
technologies by software developers due to their capability of
solving problems, knowledge sharing, and learning.

The popularity of SO and its sheer volume of questions and
answers have made it a platform of interest for research on spe-
cific areas such as mobile development [1], web development
[21], [22], [3],web 3d [23], security [24], [4], [25]. In [21],
for instance, used data from Stack Overflow to obtain a better
understanding of the challenges faced by web developers.
Their results show there was an increase in the number of
questions related to web-development, concurrently with a
downtrend for cross-browser related posts. In particular, [21]
used data from SO to get a better understanding of the chal-
lenges faced by web developers. It extracted questions tagged
with JavaScript, HTML5, CSS and found that cross browser
issues were trending down. Another study in [22] investigated
web developers’ concerns pertaining to Web APIs. It found
that ”known issue/bug” is a dominant topic of discussion, and
observed that discussions are majoritarily (three times out of
four) about occasional concerns that disappear quickly, which
would suggest that “Web API providers tend to timely address
most problems encountered by client developers”. Finally, [3]
focused on popularity and difficulty of issues related to the
web frameworks Laravel and Django and found that half the
issues are shared by both, with installation being a popular

but difficult issue for both. The study by [9] reported that the
key technologies that the question is about can typically be
deduced from the question tags. These research studies are the
basis for the approach, which uses Stack Overflow’s crowd
sourced expertise to answer information needs in technology
community support inquiries.

IV. THE APPROACH OVERVIEW AND ITS APPLICATION
ON JAVA ECOSYSTEM

The aim of this research consists of two parts, the first
part is to what extent we can leverage K-means clustering
to distinguish and group the community-supported technolo-
gies and development concepts based on the stack overflow
platform to identify Which features contribute significantly
to the the clusters formation. The second goal is to exam-
ine to which extent is the discovered community supported
level consistent enough to increase the ability to distinguish
between community-supported technologies and development
concepts? it can be used as a detection tool based on machine
learning classifier model. Fig. 2 introduces the approach that
starts from select targeted technologies to identify the commu-
nity supported technologies and development concepts. Then
data from the questions tagged with the targeted technologies
was extracted after the topics based on tags co-occurrence with
the target technologies were grouped. We then identified the
most important features to be used as an input to the model.
Later, the K-mean Clustering algorithm was applied and the
model was evaluated to check the quality of the resulting
clusters based on the classification and evaluation-clustering
quality techniques. In the next section, we demonstrated the
approach on 1297109 Java questions asked by Java developers
as a case study to examine it.
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Fig. 2. An Approach to Identify Community Supported Techniques and
Development Concepts.

A. Data Extraction and Preparation

In this step, data preparation refers to reprocessing the
dataset for the modelling phase. We present a dataset obtained
by analyzing 1297109 questions from the SO platform. The
data set used in this study includes all Java discussions on SO.
Over 782 topics of the million questions found, are unique
to Java ecosystem. Since we are interested in identifying
community-supported technologies and development concepts
of the java ecosystem, hence tags with more than 30 questions
were included. Table I shows data set information. Table II
present the list of features to be used during clustering should
be revised.

B. K-mean Clustering to Identify Supporting Level

Clustering analysis is a well-known concept in the field
of data mining [26].Clustering is a popular method for group-
ing data based on shared patterns or similarities. Numerous
applications [27], [28], including science, technology, biology,
social science economics, medicine, smart farming, geospatial,

TABLE I. GENERAL INFORMATION OF THE DATA-SET USED

Data set info Items Description
Java Questions 1297109 All questions related to the java

ecosystem on SO from 2015 to 2021
All paired tags (Topics) 980 All co-occurrence topics with java

questions related to software technolo-
gies and development concepts

paired tags >=30 Questions 794 All co-occurrence topics with java
questions that have at least 30 ques-
tions as threshold related to software
technologies and development con-
cepts

TABLE II. FEATURES AND MEASURES.

Features and metrics Description
Questions The number count of the questions related to tag x.
Tag Name keywords provided for the questions by developers that

define the technical term at the center of the question.
Views Number of views for the question, extracted by metadata

ViewCount attribute of the post.
Score Number of upvotes minus number of downvotes, extracted

by metadata upvotes and downvotes attributes of the post.
Favorite Number of Favorites For the question, extracted by meta-

data Favorites Count attribute of the post.
Comment Number of comments For the question, extracted by meta-

data CommentCount attribute of the post.
Answers Number of answers For the question, extracted by metadata

AnswerCount attribute of the post.
Failure rate (FR) The percentage of questions that do not have an accepted

answer.
Wait Time (WT) The median time for satisfactory answers (in these cases

where the question got an answer that its asker accepted).

stock market, and many more, have made extensive use of
cluster analysis.

In this paper k-means clustering was performed. The K-
Means algorithm is an unsupervised learning approach for
classifying/grouping objects based on their features. The tech-
nique splits the data into k clusters for a specified number
of clusters k. Each cluster has a centre (centroid), which
is defined as the mean value of all its points. K-means
locates cluster centres iteratively by minimising the distance
between individual cluster points and the cluster centre. K-
means requires the specification of cluster centers from the
outset. The method begins with a single cluster and selects
a variable whose mean is used as a threshold for splitting
the data in half. The centroids of these two components are
then utilized to initialize k-means in order to optimize the two
clusters’ membership. Following that, one of the two clusters
is chosen for splitting and a variable within it is picked whose
mean is utilized as a threshold for splitting the cluster in half.
K-means is then used to partition the data into three clusters,
each of which is initialized with the centroids of the two split
clusters and the remaining cluster’s centroid. This procedure
is repeated until a predetermined number of clusters has been
attained [29], [30].

To compute the k-means clustering for each k. Assume
a given a sample dataset T = {Tw|w = 1, 2, 3, . . . , n}.
Each sample data in T contains f features of continuous data,
denoted by f1, f2, f3. . . , fn. The algorithmic approach used
in K-Means is as follows: To begin, k initial clustering centres
are chosen at random from T , denoted by Ci(1 < i < k).
The Euclidean distance betweenCi and the sample data is
then calculated and divided by Ciin T , and find the sample
data closest to Ci. The sample data is then assigned to the
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Fig. 3. Covariance Heatmap.

cluster corresponding to Ci, and the average of the sample
data in each cluster is recalculated as the new clustering centre.
Repeat these steps until the Cluster centre no longer changes or
the maximum number of iterations is reached. The Euclidean
distance computation formula is as follows:

d (t, Ci) =

√√√√ n∑
i=1

(tj − Cij)
2 (1)

Note: T is the sample data, Ci is the ith cluster center,
n is the number of features, tj and Cji, are the jth attribute
values ofT and Ci respectively. The result of clustering can be
judged by the sum of square error of the data set. The formula
for calculating the sum of squares of errors is as follows:

SSE =

n∑
i=1

∑
n∈Ci

|(t, Cii)|2 (2)

Before applying k-means clustering, the scale and variance
of the features, as well as the multi-linearity between the
features must be examined as significant correlations between
features may lead to erroneous conclusions by overemphasiz-
ing one or more underlying components.Pearson correlations
between features were calculated, and it was determined that
the current data set has a multilinearity effect. A 2D correlation
matrix was shown in Fig. 3 to show the relationships between
the features.

K-means cluster analysis was carried and the number of
clusters was chosen as two. the number of software tech-
nologies and development concepts are 353 for the most
community supported ones (Cluster1) and 441 of software
technologies and development concepts. The distance between

the centers of the clusters was determined to FR be 49.45% and
62.79%for of the clusters1 and cluster2, respectively. where
the WT the centers are 89.44 minutes and 365.77 minutes for
Clusters 1and 2, respectively. After deciding on the number of
clusters, some tests must be carried out to check stability, the
relative size of the clusters, and external validity.

V. CLUSTER EVALUATION

A good clustering algorithm should achieve high similarity
between the data points within the same cluster. To assess
cluster quality: The criteria for determining the appropriate
number of clusters were as follows: two strategies were em-
ployed to assess the quality of the clustering based on criteria
for determining the appropriate number of clusters, including
Cohesion and Separation metrics, classification and Silhouette
index.

A. Cluster Cohesion and Separation

Separation and Cohesion are internal metrics. Cluster Sep-
aration quantifies how distinct or well-separated one cluster is
from others. Whereas Cluster Cohesion measures the degree
to which objects inside a cluster are connected. Separation
is calculated by the sum of squares between clusters (BSS).
Cohesion is measured by the sum of squares within each
cluster (WSS). We can therefore take WSS to be the measure
of density and BSS to be the measure of separation. For
clustering to be effective, a lower WSS and a larger BSS [31]
are required.

B. Silhouette Index

The silhouette index [32] is used to study validity of the
separation distance between the generated clusters. It is one
of the most well-known techniques for clustering validation
[33], [34], [35].It shows the closeness of points in one cluster
is to points in nearby clusters and thus provides a visual
way to examine factors such as cluster number. The range
of this metric is [-1, 1]. Silhouette coefficients of near +1 (as
these values are known) suggest that the sample is far distant
from the surrounding clusters. A value of 0 denotes that the
sample is on or very near the decision boundary between two
neighbouring clusters. However, negative values suggest that
the samples might be assigned to the incorrect cluster [36],
[37]. This is how the silhouette index is computed:

d(i; j) represents the distance between cluster Ci data
points and j. We read a(i) as an indication of how well I is
allocated to its own cluster (the smaller the value, the better
the assignment).

a (i) =
1

|ci| − 1

∑
j∈Cii

di 6=i (i, j)
(3)

Then, we present the mean dissimilarity b(i) of point i to a
cluster Ck as the average distance between i and all Ck points
(where Ck 6= Ci). For each data point, i ∈ Ci.

b (i) = mink 6= i
1

|ck|
∑
j∈C

dk (i, j) (4)
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The value of silhouette of one data point i is defined as
follows:

S (i) =
b (i)− a (i)

max {a (i) , b (i)}
, jf |ci| > 1 (5)

Consequently, the s(i) present in the dataset is a measure
of the clustering accuracy of the data.

1) Evaluation by Classification : Clustering is performed
on unlabeled data to label each cluster. After data has been
clustered into groups, a classification technique can be em-
ployed. When each cluster’s classification model is built sep-
arately, there’s a good probability of getting better results in
terms of accuracy.

Classification based on the clustering process can be indi-
rectly used to evaluate the quality of the clustering process. The
evaluation uses the set of Java technologies and development
concepts to train model that automates the classification of
java technologies and development concepts topics using the
supervised machine learning algorithms Random Forest (RF)
[38]. RF was chosen since it has been effectively used in
many research-related tasks. As a result, the RF approach
will be utilised in this study to classify and discriminate
between supported and less supported java technologies and
development concepts.

VI. RESULTS AND DISCUSSION

In this section reports results of the clustering formulation
based on test analysis of variance (ANOVA) and the quality
of clustering using the statistical error and silhouette score
techniques. Additionally, the clustering assessed indirectly by
a classification technique, namely, RF.

A. Features to Formulate K-mean Clustering

Fig. 4 shows the result of k-mean clustering. It is important
to note that before the application of cluster analysis, the scale
and variance of the variables and multilinearity among the
variables should be checked. According to the results, the
calculated Pearson correlations between the features proved
that multilinearity effect exists in the current data set. The
correlation matrix is presented in Table III.

The results show that there are features that significantly
contribute to the formation of the clusters.The failure rate
and Wait time features were found to be the best features
that formulate the community support technologies and de-
velopment concepts clustering. The ANOVA results depicted
in Tables X and V and the model Summary diagnostics as
shown in Table III and VIII demonstrate the features that
significantly contribute to the formation of the clusters. In
Table III when clustering model was fed with all features
(Views,Score,Favorite,Comment,Answers,FR and WT) there
was a high correlation with these features and the clustering
model. We further found that Within-group Sum of Squares
(WSS) is higher than Between-group Sum of Squares(BSS).
As mentioned before that WSS means the sum of distances
between the points and the corresponding centroids for each
cluster and BSS means the sum of distances between the
centroids and the total sample mean multiplied by the number

TABLE III. INPUTS FOR CLUSTERING AND DIAGNOSTICS BASED ON FR
AND WT

Inputs for Clustering

Features Sum of FR
Sum of WT

Summary Diagnostics
Number of Clusters: 2
Number of Points 794
Between-group Sum of Squares 10.039
Within-group Sum of Squares 9.3994
Total Sum of Squares 19.438

TABLE IV. THE AVERAGE VALUE WITHIN EACH CLUSTER BASE ON FR
AND WT

Centers Cluster1 Cluster 2
Number of Items 353 441
Sum of FR 49.45 62.798
Sum of WT 89.446 365.77

of points within each cluster. After performing the experiments
by inserting the features into the model, the best results were
obtained only when using the two features FR and WT after
achieving a value of WSS lower than BSS as shown in Tables
III and VIII. It is also noted that the Table VIII has a value of
WSS greater than BSS, and this indicates that the features that
achieve the best results for the k-mean clustering formation to
determine the levels of community supported technologies and
development concepts are FR and WT. Cluster 1 represents
the best community supported technologies and development
concepts for java developers. Whereas Cluster 2 represents
the less community supported technologies and development
concepts for java developers. Table IV shows that 44% of the
technologies and development concepts in cluster 1 are more
supported than the items in cluster 2 that comprises 55.5% of
the Java technology and development concepts. The majority
of the technologies and development concepts in cluster 2
have less wait time and failure rate. the result help developers
gain insights about the community supported technologies and
development concepts.

B. Assets the Quality of K-means Clustering

Extra evaluation technique was used to examine the co-
hesiveness of the quality matrices that is computed using the
findings of the average global silhouette. Fig. 5 illustrates a
silhouette curve for estimating the ideal number of clusters,
gauging each cluster’s quality cohesiveness. Fig. 5 reveals that
the average silhouette score is (97%). This is a reasonable
value because the clustering is predicated on the silhouette
index, which is already high. The result shows that the two
group clustering is an optimal number, thus the resulted
clustering can be used as a new feature as an input of the
classification models.

TABLE V. ANOVA ANALYSIS OF K-MEANS CLUSTER ANALYSIS BASED
ON FR AND WT

Model Error
Variable F-statistic p-value Sum of Squares Sum of Squares
FR 498.6 0.0 9.703 15.41
WT 66.05 1.67E-15 0.3357 4.026
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C. Experimental Setup Using the RF classification

The RF model was run based on the most commonly-used
method to explore hyper-parameter configuration space called
Grid search (GS) [39] to tune the model to fit the best result
that is provided by the respective implementation of python.
GS operates by calculating the Cartesian product of a finite set
of user-specified values.The code developed by [40] was used,
which implements hyper-parameter optimization for machine
learning algorithms, the values for the parameters of the RF
ML algorithm considered in this paper are summarized in
Table VI.

TABLE VI. RF CONFIGURATION HYPER-PARAMETER SPACE.

Hyper-parameter Type Search Space best values
n estimators Discrete [10,100] 20
max depth Discrete [5,50] 15
min samples leaf Discrete [1,11] 1
criterion Categorical gini, entropy gini

This study will employ a different metric of evaluation to
assess this RF algorithm. These metrics are calculated based
on four primary areas. In a supervised classification issue, a
true output and a predicted or model-generated output exist.
Therefore, each data point’s result will be categorised as one
of the following:

• True Positive (TP): both the label and the prediction
are positive.

• True Negative (TN): both the label and the prediction
are negative.

• False Positive (FP): describes a situation in which the
label is negative but the prediction is positive.

• False negative (FN): although the label is positive, the
prediction is negative.

These four categories are the foundation of the majority
of classification evaluation metrics. Performance parameters
were used to evaluate the model: Accuracy, precision, recall
and F-measure.

• Accuracy: It represents the proportion of correctly
classified supported technologies and development
concepts. It is technically defined as:

Accuracy =
TP + TN

(TP + FN) + (FN + TN)
(6)

• Precision: It is the proportion of correctly identified
supported technologies and development concepts rel-
ative to the total number of supported technologies
and development concepts in a X class. The range of
values is from 0 (poor precision) to 1 (high precision).
The weighted average precision is determined as the
mean of Precision of the true class and false class in
relation to the number of tags predicted for each class.
It is described as:

Precision =
TP

TP + FP
(7)

• Recall: It is the proportion of successfully classified
tags relative to the number of observed true instances.

The values vary from 0 (poor recall) and 1 (high
recall). The weighted average recall is derived as the
mean of recall of the true class and recall of the false
class, weighted by the number of tags tagged with
each class.

Recall =
TP

TP + FN
(8)

• F1-Measure: It denotes a performance indicator that
considers both the precision and recall of the classifi-
cation obtained. The formula is as follows:

F −Measure =
2 ∗ recall ∗ precision
recall + precision

(9)

• Area under ROC-Curve (AUC): It’s a measure of the
classifier’s predictive strength, essentially telling us
how well the model can distinguish between classes.
AUC of 1 shows the best performance, while 0.5
indicates that the performance is comparable to that
of a random classifier.

The dataset was divided into a training set and a testing
set. In the training phase, cross validation is used 80% of the
time, and 20% of the time in the testing phase. Cross-validation
of 20% is used to test the model. RF algorithm was found
to be achieving an average accuracy score of 99.49%. Table
VII summarizes the results of the RF classifier based on these
results, the configurations are shown in Table VI

TABLE VII. DETAILED ACCURACY BY CLASS

Precision Recall F-Measure ROC Area Class
0,994 0,994 0,994 0,999 Cluster 1
0,995 0,995 0,995 0,999 Cluster 2

Weighted Avg. 0,995 0,995 0,995 0,999

VII. CONCLUSION

In this paper, we introduced an approach based on K-mean
clustering techniques to identify the level of community sup-
ported software technologies and development concepts lever-
aging software developer’s discussions on SO. The approach
is based on tags explicitly assigned to questions. we identified
how community supported and development concepts of java
technologies based on java developers questions on SO. First,
we created data set and used it to automate the clustering
of software technologies and development concepts. In the

TABLE VIII. INPUTS FOR CLUSTERING AND DIAGNOSTICS BASED ON
ALL FEATURES.

Inputs for Clustering

Features

Sum of FR
Sum of WT
Sum of Answers
Sum of Comments
Sum of Views
Sum of Favorites
Sum of Score

Summary Diagnostics
Number of Clusters: 2
Number of Points 794
Between-group Sum of Squares 10.188
Within-group Sum of Squares 21.245
Total Sum of Squares 31.433
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TABLE IX. THE AVERAGE VALUE WITHIN EACH CLUSTER BASED ON
ALL FEATURES

Centers Cluster1 Cluster 2
Number of Items 355 439
Sum of FR 49.535 62.79
Sum of WT 88.6 367.71
Sum of Answers 5892.7 1693.9
Sum of Comments 10657 3275.3
Sum of Views 7.06E+06 2.55E+06
Sum of Favorites 1398.2 444.91
Sum of Score 5132.5 1588.6

TABLE X. ANOVA ANALYSIS OF K-MEANS CLUSTER ANALYSIS BASED
ON ALL FEATURES

Model Error
Features F-statistic p-value Sum of Squares Sum of Squares
Sum of FR 492.3 0.0 9.58 15.41
Sum of WT 67.47 8.88E-16 0.3429 4.026
Sum of Answers 21.21 4.80E-06 0.04448 1.661
Sum of Comments 20.09 8.48E-06 0.0437 1.723
Sum of Score 17.47 3.24E-05 0.06513 2.952
Sum of Favorites 17.27 3.60E-05 0.0549 2.518
Sum of Views 14.44 1.56E-04 0.05726 3.141

first approach, we identified which feature can formulate clus-
tering the community supported and development concepts.
We implemented correlation analysis, ANOAVA and diagnosis
the K-mean model to get the best features to formulate the
levels of groups of community supported and development
concepts. we found that features that formulate the two clusters
to determine the community supported software technologies
and development concepts levels are failure rate, that is the
percentage of its questions that do not have an accepted answer,
and its median wait time, that is the median time to get
accepted answers;are the best features. We found that the
majority of Java technologies and development concepts are
labeled with cluster 1 most community supported technologies
and development concepts and cluster 2 less community sup-
ported technologies and development concepts.The approach
was evaluated in two steps. The quality of clustering shows that
the best value is 97%, the higher the silhouette index value,
the more effective the construction of clusters. To assess the
approach, the identified technologies and development concept
groups were added as new features to the dataset and then RF
was applied. The evaluation with the java data set showed that
the approach outperforms the RF with an average precision
and recall of 0.995 and 0.995, respectively.

VIII. FUTURE WORK

In the future, we are planning to apply and compare the
classification of results based on different types of clustering
algorithms to choose the right supported technologies. Also
building detailed user interface development to maximize the
benefits of a decision support system (DSS) in the software
development sector.
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Abstract—Due to highly unstructured and noisy data, analyz-
ing society reports in written texts is very challenging. Classifying
informal text data is still considered a difficult task in natural
language processing since the texts could contain abbreviated
words, repeating characters, typos, slang, et cetera. Therefore,
text preprocessing is commonly performed to remove the noises
and make the texts more structured. However, we argued that
most tasks of preprocessing are no longer required if suitable
word embeddings approach and deep neural network (DNN) ar-
chitecture are correctly chosen. This study investigated the effects
of text preprocessing in fine-tuning a pre-trained Bidirectional
Encoder Representations from Transformers (BERT) model using
various DNN architectures such as multilayer perceptron (MLP),
long short-term memory (LSTM), bidirectional long-short term
memory (Bi-LSTM), convolutional neural network (CNN), and
gated recurrent unit (GRU). Various experiments were conducted
using numerous learning rates and batch sizes. As a result,
text preprocessing had insignificant effects on most models such
as LSTM, Bi-LSTM, and CNN. Moreover, the combination of
BERT embeddings and CNN produced the best classification
performance.

Keywords—Natural language processing; bert embeddings; deep
neural network; text preprocessing

I. INTRODUCTION

Societies often generate informal texts in the form of
complaints, aspirations, and ideas. Therefore, it is crucial to
follow up on most of the reports received by the various
applications to increase service quality. However, the fluid,
social, and dynamic written language that continues to develop
becomes a challenge in natural language processing (NLP)
research field. Furthermore, other challenges in text data such
as typos, slang words, and informal vocabularies, followed by
various hashtags and emoticons, remain to continue.

In order to overcome these problems, text preprocessing
is performed to manage text data before building an NLP
model using machine learning. For example, removing hash-
tags, URLs, stopwords, punctuations, @annotation, ASCII, and
duplicate characters in a word is common in text mining
[1]. Furthermore, tokenization, case-folding, stemming, and
lemmatization were also performed preprocessing texts [2].
These steps are important in conventional machine learning
since preprocessing can decrease vocabulary size by removing
unhelpful parts of data or noise [3]. Thus, it can reduce the

text data size and enhance the effectiveness and efficiency of
the machine learning algorithms.

However, these approaches could be problematic. Some
preprocessing steps could make semantic meaning between
tokens or words in sentences disappear. For example, remov-
ing some stopwords could affect the contexts and generate
ambiguous results. Sometimes, emoticons and hashtags could
be helpful when analyzing emotions or sentiments within texts.
Moreover, mistakes could be made if done manually or even
automatically. To the best of our knowledge, no stemmer has
100% accuracy. Thus, in addition to losing the meaning, over
stemming and under stemming could occur.

There are several techniques for extracting text features.
Within text mining, feature extraction means converting texts
to vectors. In conventional machine learning, the Bag-of-
Word (BOW) method and Term Frequency-Inverse Document
Frequency (TF-IDF) are commonly used [4]. The deficiency
of these approaches is that they do not capture the position
in the text, co-occurrences in different documents, and the
semantics. Some of these problems were solved with word
embeddings, which are learned text representations in which
words with related meanings are represented similarly. It is
considered one of the breakthroughs in deep learning. Studies
in [5], [6], [7] suggested the Word2Vec approach to extract text
features, while others suggested Glove [8]. Nevertheless, both
approaches are context-independent, and they could not catch
all semantic information such as Out-Of-Vocabulary (OOV)
and some opposite word pairs.

Now-a-days, the NLP model that could perfectly capture
almost all semantic contextual meanings is the Bidirectional
Encoder from Transformers (BERT) [9]. It takes a sequence
(typically a sentence) as input rather than a single word to
generate contextual embeddings. Before BERT can build word
embeddings, the context provided by surrounding words has to
be shown. Word2Vec generates only one vector representation
for each word. If there are any different word meanings, they
are combined into one single vector. Meanwhile, BERT gener-
ates different vectors of a single word in different contexts. It is
a leap in text mining techniques where pre-trained models are
utilized in transfer learning with Transformers network [10].
Some pre-trained BERT models are already available in some
languages other than English, such as AnchiBERT for ancient
Chinese language [11], PhoBERT for Vietnamese [12], and
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IndoBERT for the Indonesian language [13], [14].

In previous studies, BERT has been applied in text classi-
fication and generated passably result [15], [16], [17], [18],
[19]. With many noises in the data, such as slang words,
non-standard abbreviations, and typos, experiments conducted
in [20] to analyze the sentiments of flood disaster-related
texts using a pre-trained BERT model showed promising
results. The study claimed that the noises had great effects
on accuracy. However, the authors did not experiment with
text preprocessing to prove that claim. We hypothesized that
choosing the suitable word embeddings approach and DNN
architecture makes most text preprocessing steps no longer
required.

The contribution of this study is twofold. First, we investi-
gated the effect of text preprocessing in the BERT embedding-
based deep neural networks (DNNs) when classifying informal
texts. While NLP studies suggested that text preprocessing
was required most of the time, we argued that these tasks do
not affect classification performance nowadays. Second, we
also aimed to find and propose DNN architecture with the
best classification performance in fine-tuning BERT embed-
dings. Therefore, we conducted experiments with or without
most text preprocessing tasks using five DNN architectures,
including long short-term memory (LSTM), bidirectional long
short-term memory (Bi-LSTM), convolutional neural network
(CNN), multi-layer perceptron (MLP), and gated recurrent unit
(GRU). In addition, each model was also tuned with various
optimization methods and hyperparameters, such as learning
rate and batch size.

The remainder of this paper is organized as follows.
First, Section II presents the dataset and research methods.
Then, the results and discussions are explained in Section III
and Section IV, respectively. Finally, conclusions and future
research recommendations are provided in Section V.

II. MATERIALS AND METHODS

The research method in this study is shown in Fig. 1.
First, we collected a dataset in the Indonesian language from
society reports taken from a Citizen Relation Management
(CRM) application in the Water Resources Agency of Jakarta,
Indonesia. There were 3,217 instances obtained from 1 Jan-
uary to 31 July 2021. Initially, the CRM administration staff
performed the manual classifications of the text reports into
five handling categories, namely flood mitigation, waterways,
drain closure, infiltration well, and others. The distribution of
data is displayed in Table I.

TABLE I. NUMBER OF LABELED DATA

Category Amount of Data
Flood mitigation 1360

Waterways 1071
Others 423

Drain closure 343
Infiltration well 20

We performed text preprocessing semi-automatically be-
fore conducting one of our sequences of experiments. Cor-
recting abbreviated vocabulary, removing repeated syllable
alphabet, repairing typos, and formalizing slang words to

standard words based on Indonesian dictionary rules were done
manually. Meanwhile, case-folding and removing numbers,
mentions, hashtags, as well as emoticons were performed
automatically.

The IndoBERT model released by IndoNLU [13] was used
to create the BERT embeddings of the dataset. The model
was pre-trained using Masked Language Modelling (MLM)
and Next Sentence Prediction (NSP), consisting of 124.5M
parameters in the base architecture. A text data collection
which consists of 4 billion words called Indo4B with a size of
23.43 GB, was used to train the model.

Furthermore, we divided the dataset into 70% training data,
15% validation data, and 15% test data. Training data used to
build model, validation data used to test the trained networks
to validate model, and testing data used to test model that was
built. Validation and test data used were not part of training
data to produce an objective evaluation result. Moreover, five
DNN architectures were trained. The LSTM, Bi-LSTM, CNN,
MLP, and GRU were chosen since they performed well in
previous studies [1], [8], [21].

TABLE II. HYPERPARAMETERS OF DNN ALGORITHMS

Parameter Parameter Value
IndoBERT Indobenchmark/indobert-base-p1
Max length 512

Neuron 1024, 512, 256
Batch size 16, 32
Dropout 0.2

Activation function ReLu
Output function Softmax
Loss function Categorical crossentropy

Epoch 20
Number of layer 1-5

Type of layer LSTM, BiLSTM, CNN, GRU, MLP
Optimization Adam
Learning rate 5x10-5, 3x10-5, 2x10-5

TABLE III. MODELS’ ARCHITECTURE

Architecture Layer
MLP One input layer, three dense layer (neuron 1024, 512,

256), dropout layer (0.2), one output layer
LSTM One input layer, one lstm layer (1024), two dense

layer (512, 256), dropout layer (0.2), one output layer
BiLSTM One input layer, one bi-lstm layer (1024), two dense

layer (512, 256), dropout layer (0.2), one output layer
CNN One input layer, one convolutional layer (1024), one

pooling layer, two dense layer (512, 256), dropout
layer (0.2), one output layer

GRU One input layer, one gru layer (1024), two dense
layer (512, 256), dropout layer (0.2), one output layer

Hyperparameter values such as maximum length, the num-
ber of neurons, learning rates, batch sizes, and epochs were
determined based on previously conducted research related to
BERT fine-tuning [15]. Moreover, the ReLu activation function
was used on the hidden layer and the Softmax activation
function on the output layer. The categorical cross-entropy was
used as a loss function since target label classification has more
than two classes. The dropout value was set to 0.2 used on the
last hidden layer before the output layer to regularize the model
to decrease overfitting from happening on the model.

Each model was built and experimented with a variation
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Fig. 1. Research Method.

amount of batch size of 16 as well as 32, learning rates of
5x10-5, 3x10-5, 2x10-5, and an epoch of 20. Moreover, Adam
is used to optimizing the model since it is the best adaptive
optimizer in most cases. The summary of the hyperparameter
values is shown in Table II. Meanwhile, all DNN architectures
were composed of one input layer, one output layer, and at least
one hidden layer. The detail of the five architectures and the
used parameters on the layers is represented in Table III.

Standard performance metrics, such as TP (True Positive),
TN (True Negative), FP (False Positive), and FN (False
Negative), were used as primary building blocks to evaluate
classification models. A TP is measured when the model
predicts the positive class correctly. A TN , on the other hand,
is a result in which the model correctly classifies the negative
class. Conversely, a FP occurs when the model predicts the

positive class inaccurately. Meanwhile, a FN is an outcome
in which the model classifies the negative class inaccurately.

Furthermore, other classification metrics, such as accuracy,
F1-score, precision, and recall, were used to evaluate the mod-
els’ performances. The accuracy, calculated using Equation 1,
is the ratio of the number of correct predictions divided by the
total number of input samples. Meanwhile, recall, calculated
using Equation 2, measures the model’s ability to detect
positive samples. On the other hand, precision, calculated
using Equation 3, measures the model’s accuracy in classifying
a sample as positive. Lastly, F1-score, which summarizes a
model’s predictive performance by combining two previously
opposing variables — precision and recall, is calculated using
Equation 4. F1-score could be considered the best metric in
this study since the dataset has an uneven class distribution.
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TABLE IV. TEXT PREPROCESSING RESULTS

Without Text Preprocessing With Text Preprocessing English Version
mohon bantuannya got mampet, sudah saya
bersihkan sebagian kotorannya tapi masih mam-
pet dan sampai mengalir ke jalan #gotmampet
#gotkotor

mohon bantuannya got mampat, sudah saya
bersihkan sebagian kotorannya tetapi masih
mampat dan sampai mengalir ke jalan.

please help the gutter is clogged, i have cleaned
some of the dirt but it is still clogged and the
water flows into the street

jl Taman malaka selatan 3, duren sawit, jakarta
timur

jalan taman malaka selatan tiga duren sawit
jakarta timur

street of south malaka park three duren sawit
east jakarta

laporan pak .di wilayah Cakung tepat nya di
keluarahan rawa Terate kali sudah dangkal
pak mohon untuk segera di keruk lumpur bir
dlm.sudh mengadu ke lurah rawa Terate ttp blm
ada tanggapan smpi skrng

laporan pak, di wilayah cakung tepatnya di kelu-
rahan rawa terate kali sudah dangkal pak. mo-
hon untuk segera di keruk lumpur biar dalam.
sudah mengadu ke lurah rawa terate tetap
belum ada tanggapan sampai sekarang.

sir, in the cakung area, to be precise, in the rawa
terate sub-district, the river is already shallow.
please immediately dredge the mud. i have com-
plained to the village head, still no response until
now

jln cipinang lontar rt13rw06 deket bekas hotel
ahmad mas ..
mohon solusi nya bapak ibu yg terhormat karena
setiap hujan kami kebanjiran karena GOT yg
susah untuk di bersihkan nya karena sebagian
warga depan rumah nya itu di tinggikan di atas
GOT

jalan cipinang lontar rukun tetangga 013
rukun warga 006 dekat bekas hotel ahmad
mas. mohon solusinya bapak ibu yang terhor-
mat karena setiap hujan kami kebanjiran karena
got yang susah untuk di bersihkannya karena
sebagian warga depan rumahnya itu ditinggikan
di atas got.

cipinang lontar street, rt 013 rw 006 near the
former hotel ahmad. please provide a solution,
because every time it rains we are flooded. the
sewers are difficult to clean because the front
part of some of the residents’ houses are elevated
above the sewers.

@TMCPoldaMetro @RadioElshinta @DKI-
Jakarta Kerusakan penutup gorong-gorong
yang sama yang diperbaiki tgl 5 maret lalu.
Jelek banget kualitasnya, bikin macet panjang
di pertigaan Tipar Cakung - RGTC sampai 1
KM @DKIJakarta kok tidak ditindak lanjuti
kerusakan penutup gorong-gorong ini?

kerusakan penutup gorong-gorong yang sama
yang diperbaiki tanggal 5 maret lalu. jelek
banget kualitasnya, bikin macet panjang di perti-
gaan tipar cakung rgtc sampai satu kilometer, ko
tidak ditindak lanjuti kerusakan penutup gorong-
gorong ini?

same damage to the culvert cover which was
repaired on 5 march. very bad quality, causing a
long traffic jam at the tipar cakung rgtc junction
for up to one kilometer, how come no action is
taken to fix the damage on this culvert cover?

Pak, mohon dibuatkan sumur resapan disepan-
jang jalan ini, selalu rawan banjirrrrrr

pak, mohon dibuatkan sumur resapan di sepan-
jang jalan ini, selalu rawan banjir.

sir, please make an infiltration well along this
road, it is always prone to flooding.

Fig. 2. Representation of BERT Embeddings and CNN.
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Accuracy =
TP + TN

TP + TN + FP + FN
(1)

Recall =
TP

TP + FN
(2)

Precision =
TP

TP + FP
(3)

F1− score =
2× precision× recall

precision + recall
(4)

Finally, the performance results of DNN models with
and without text processing were compared to see if there
is a significant difference between both approaches using a
statistical t-Test, Paired Two Sample for Means. The test
statistic is calculated using Equation 5 where d̄ is the sample
mean of the differences, s is the sample standard deviation
of the differences, n is the sample size, and t is the Student
t quantile with n-1 degrees of freedom used to define the p-
value. In statistical significance testing, it is the likelihood of
receiving a test statistic at least as extreme as the observed one,
assuming that the null hypothesis is true. The null hypothesis
is rejected when the p-value is smaller than the predetermined
significance level, suggesting that the observed result would
be highly implausible under the null hypothesis.

t =
d̄

s/
√
n

(5)

III. RESULTS

Some of the results of text data after processing with and
without text preprocessing used in building models are shown
in Table IV. The performance results of various experiments
without text preprocessing are shown in Table V, where the
highest values are printed bold. The fine-tuned DNN architec-
ture with IndoBERT base model to text data of society reports
without text preprocessing produced the best accuracy and
precision using the CNN algorithm model architecture with
a learning rate of 3x10-5 and a batch size of 16. The best
accuracy and precision obtained were 83.85% and 88.76%,
respectively. However, the best result on F1-score and recall
was achieved using a learning rate of 5x10-5 and a batch size of
16. The best F1-score and recall yielded 85.44% and 83.95%,
respectively.

Meanwhile, the performance results of various experiments
with text preprocessing are represented in Table VI, where the
best values are boldly printed. The fine-tuned deep learning
model with text preprocessing obtained the best accuracy, F1-
score, and recall using the CNN algorithm with a learning rate
of 5x10-5 and batch size of 16. The best accuracy, F1-score,
and recall yielded 84.47%, 85.92%, and 85.54%, respectively.
However, the best precision of 87.37% was produced using a
learning rate of 2x10-5 and a batch size of 32.

From the two tables, it can be seen that the CNN algorithm
produced the best performances compared to other algorithms.
CNN even produced better results using text preprocessing.
With a learning rate of 5x10-5 and a batch size of 16, the

accuracy, F1-score, precision, and recall were improved by
1.45%, 0.48%, 0.06%, and 1.59%, respectively. However, these
values indicated that the text preprocessing made minimal
performance improvements.

Moreover, in order to make statistical comparisons of
performance results of fine-tuned DNN model between with
and without text preprocessing, the t-Test was performed. The
statistic test can determine whether the differences between
two approaches are significant. If the p-value is less than a
significant level, the null hypothesis, which states no significant
differences between the models, is rejected. The results are
shown in Table VII, where p-values less than a significant level
of 0.05, which indicated significant differences, are printed
bold. It can be seen that text preprocessing had no significant
effect on most architectures, such as in CNN, LSTM, and
Bi-LSTM. Meanwhile, the text preprocessing significantly
affected the performances of GRU as well as the accuracy
and the precision of MLP but not the F1-score.

IV. DISCUSSION

The result of insignificant performance differences between
DNN architectures with and without text preprocessing is in
line with the study conducted by [22]. It performed various
experiments with three preprocessing tasks: lowercasing, lem-
matizing, and multiword grouping. It concluded that simple
tokenization was generally adequate in DNN architectures, par-
ticularly CNN. Furthermore, the simple preprocessing worked
equally or better than more complex techniques in most cases,
except for domain-specific texts, such as in the medical field,
where apparent differences were needed to classify cardiovas-
cular disease.

We proved that the study conducted by [20] claimed that
removing noises in the text data would significantly improve
the accuracy of a pre-trained BERT model could be gone
wrong. Instead, a BERT model applied to heavily cleaned
text data could make things worse because the contextual
information would be lost. This finding is supported by a
study conducted by [23] when profiling authors from their
writings. When no preprocessing method was used, the study
found that BERT best predicted an author’s gender. In the best
scenario, the model was 86.67% accurate in estimating the
writers’ gender.

One possible reason for the excellent performance of the
model without text preprocessing in this study was the suitable
choice of the word embeddings approach. The IndoBERT was
trained on an extensive Indonesian text dataset that includes
formal and slang language, such as tweets. The results could
differ if the pre-trained BERT models were trained using
Wikipedia corpus only, like the BERT-Base multilingual pre-
trained model [16]. A study conducted in [19] showed that
preprocessing steps and further preprocessing processes were
needed when using BERT multilingual pre-trained model
to improve the classification performance of a DNN. The
more data BERT pre-train, the less the negative impact of
misspellings and slang words would be because the model
has more examples of typos, abbreviated vocabularies, ortho-
graphic errors, et cetera.

Furthermore, CNN managed to perform best when utilizing
the BERT embeddings compared to the other DNN architec-
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TABLE V. PERFORMANCE RESULTS OF MODELS WITHOUT TEXT PREPROCESSING

Architecture Learning Rate Batch Size Accuracy (%) F1-Score (%) Precision (%) Recall (%)
MLP 5x10-5 16 78.26 60.49 66.62 56.87

3x10-5 16 77.02 60.43 67.04 56.02
2x10-5 16 76.40 61.24 66.47 57.58
5x10-5 32 76.81 62.95 65.71 61.08
3x10-5 32 76.19 58.19 66.86 53.88
2x10-5 32 73.91 59.56 65.92 54.98

LSTM 5x10-5 16 69.98 54.17 54.93 54.09
3x10-5 16 72.26 65.14 77.95 61.06
2x10-5 16 69.36 52.68 57.14 50.20
5x10-5 32 72.67 55.91 58.63 54.20
3x10-5 32 72.26 56.38 57.16 55.87
2x10-5 32 71.01 53.07 55.30 51.40

BiLSTM 5x10-5 16 81.37 79.87 87.92 74.74
3x10-5 16 79.71 83.19 84.84 82.15
2x10-5 16 80.54 73.58 84.01 69.85
5x10-5 32 81.16 79.99 86.28 75.56
3x10-5 32 80.33 72.34 86.02 67.90
2x10-5 32 79.50 76.09 82.67 72.10

CNN 5x10-5 16 83.02 85.44 87.20 83.95
3x10-5 16 83.85 75.56 88.76 70.15
2x10-5 16 80.12 79.33 86.86 73.99
5x10-5 32 82.61 80.19 86.65 75.73
3x10-5 32 79.92 72.41 85.84 66.93
2x10-5 32 80.54 73.27 87.29 67.17

GRU 5x10-5 16 72.05 65.44 75.55 62.15
3x10-5 16 74.33 68.36 80.40 64.28
2x10-5 16 72.26 66.01 79.09 60.98
5x10-5 32 72.05 67.26 76.99 65.57
3x10-5 32 74.12 57.74 61.37 54.99
2x10-5 32 70.81 56.67 60.62 54.36

TABLE VI. PERFORMANCE RESULTS OF MODELS WITH TEXT PREPROCESSING

Architecture Learning Rate Batch Size Accuracy (%) F1-Score (%) Precision (%) Recall (%)
MLP 5x10-5 16 74.74 59.55 63.70 56.61

3x10-5 16 74.95 60.20 63.39 57.43
2x10-5 16 73.91 59.27 65.61 54.93
5x10-5 32 75.36 60.43 63.86 58.34
3x10-5 32 76.40 59.60 66.27 55.93
2x10-5 32 73.08 58.44 64.25 54.29

LSTM 5x10-5 16 68.32 51.08 53.48 50.20
3x10-5 16 73.50 57.67 59.59 56.18
2x10-5 16 70.19 54.02 57.58 52.07
5x10-5 32 69.98 61.68 79.68 55.77
3x10-5 32 71.22 55.08 57.27 54.62
2x10-5 32 68.32 52.42 54.58 50.74

BiLSTM 5x10-5 16 80.75 79.32 83.81 76.47
3x10-5 16 79.30 78.14 82.33 75.37
2x10-5 16 80.33 74 85.77 69.58
5x10-5 32 79.50 78.70 84.25 75.27
3x10-5 32 79.50 72.02 83.10 68.04
2x10-5 32 80.33 78.59 83.12 76.16

CNN 5x10-5 16 84.47 85.92 87.26 85.54
3x10-5 16 82.61 74.59 85.14 70.83
2x10-5 16 81.57 80.71 86.60 76.56
5x10-5 32 83.64 82.40 87.35 79
3x10-5 32 83.23 65.75 68.06 64.39
2x10-5 32 80.95 74.43 87.37 68.86

GRU 5x10-5 16 72.67 66.35 78.86 61.16
3x10-5 16 71.64 56.96 58.05 56
2x10-5 16 71.43 56.67 59.42 54.64
5x10-5 32 71.84 57.40 59.34 55.88
3x10-5 32 70.60 56.60 58.70 55.16
2x10-5 32 69.15 54.67 57.10 52.87
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TABLE VII. P-VALUES OF SIGNIFICANT TEST RESULTS

Architecture Accuracy F1-Score Precision Recall
MLP 0.0124 (sig.) 0.8727 (not sig.) 0.00519 (sig.) 0.29054 (not sig.)

LSTM 0.10471 (not sig.) 0.31956 (not sig.) 0.48675 (not sig.) 0.16681 (not sig.)
BiLSTM 0.10323 (not sig.) 0.25638 (not sig.) 0.10761 (not sig.) 0.43984 (not sig.)

CNN 0.06955 (not sig.) 0.38748 (not sig.) 0.14476 (not sig.) 0.10301 (not sig.)
GRU 0.04053 (sig.) 0.02643 (sig.) 0.03164 (sig.) 0.02431 (sig.)

tures. It could be because the CNN algorithm might extract
local and global features very well from the vectors using
the convolutional, the pooling, and the fully connected (dense)
layers, which can maintain semantic context meaning on text
data. This finding supports studies on sentiment analysis of a
commodity review and stance detection for credibility analysis
of information on social media conducted by [24], [25]. These
studies showed that BERT embeddings and CNN obtained
better results than single CNN that ignores relation contextual
semantics on text.

BERT’s input embeddings are composed of three differ-
ent embeddings: Token Embeddings, Segment Embeddings,
and Position Embeddings. Before being passed to the Token
Embeddings layer, the input text is tokenized using a method
called WordPiece tokenization. It is a data-driven tokenization
strategy that balances vocabulary size and OOV words. Extra
tokens are also added to the beginning and the end, namely the
classification token ([CLS]) and the NSP token ([SEP]). These
tokens have two functions: one serves as a representation input
for classification tasks, and the other is to split a pair of input
texts. Then, the sentence number is converted into a vector in
Segment Embeddings. Meanwhile, the Position Embeddings
create a vector for the word’s position within the sentence.
Finally, the three embeddings are summed up to generate a
single shape representation passed to BERT’s encoder layer
[9]. Our proposed architecture is shown in Fig. 2.

V. CONCLUSION

This study showed that most text preprocessing tasks such
as formalizing slang, fixing typos, case-folding, et cetera
were not absolute things to do with transfer learning if the
word embeddings method and DNN architecture were chosen
correctly. There were insignificant differences between models
with or without text preprocessing on most DNN architectures
such as LSTM, Bi-LSTM, and CNN when utilizing BERT
embeddings. Furthermore, combining BERT embeddings and
CNN produced the best classification performance. Rather than
wasting time preprocessing text data, researchers should focus
on finding a suitable word embeddings approach and DNN
architecture. Future studies should investigate the significance
of each text preprocessing step since there were significant
differences in performance results between the model with and
without text preprocessing using GRU and MLP.
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Abstract—Developing a bypass parallel processing block is
one of the emerging and exciting research areas in the system
encrypt/decrypt application areas. A Partial Pseudo-Random-
based Hashing VIHS is the most suitable methodology for
designing the system to encrypt/solve a block in cryptography.
For this purpose, various VIHS and register techniques have been
developed to process the storage system data. But, it is limited
by the problems of reduced efficiency, increased computational
complexity, high area consumption, and cost consumption. Thus,
this research intends to develop a novel dynamic system register
with hashing with optimal Hash Signature design to process the
system’s encryption /decrypt data. The main intention of this
paper is to analyze the transfer characteristics of the current
based on the pseudo-differential pair for a proficient system
detection. Then, a system window can be created and adjusted to
obtain an optimized power flow with less data loss sensitivity.
The major stages involved in the proposed block design are
register, partition design, and VIHS design. The dynamic system
register is designed at first for getting a fast decision and to
enable a low input-referred offset value. Then, the partition is
formed concerning the output of the register, and the VIHS
is used to produce the high proportional logical work. During
performance evaluation, various measures have been utilized to
analyze the performance of the proposed dynamic system register-
based hashing with optimal Hash Signature design. In addition
to that, the estimated results are compared with the proposed
technique to prove its efficiency.

Keywords—Cryptography – partial pseudo-random based hash-
ing technique; logical to sequential VIHS; system encrypts/decrypt
data; dynamic system register; bypass parallel processing

I. INTRODUCTION

Internet of Things (IoT) [1] [2] is one of the most widely
used networking paradigms for establishing reliable and se-
cured data transmission, which contains different intelligent
devices that help exchange the data across the network in a
secure way. Especially in the medical healthcare systems, the
patients’ information must be protected and secured against
unauthenticated access, which guarantees the security and
authenticity of the networking system. The Electrocardiogram
(ECG) signals [3] [4] are mainly used to monitor the patient’s
health information, which providing security to this type is also
one of the crucial factors. For this purpose, various techniques
[5] [6] have been developed to secure the patients’ medical
healthcare information. Hence, disparate security frameworks
and architectures have been deployed in the proposed work.
This paper mainly focuses on developing the lightweight data
security model for the medical ECG signal transmission system
incorporated with the IoT network.

For this purpose, the Viterbi Integrated Hash Signature
(VIHS) based architecture of the ECC encryption method is
implemented. Here, the random keys have been generated
based on the integrated architecture of Hashed signature tech-
nique. It is mainly used to reduce the complexity of the
model with an enhanced working speed of the algorithm. The
reduction of iteration count can reduce the size of architecture,
resulting in a lightweight encryption system. Novel lightweight
data encryption with an optimal key generation system is pro-
posed for the IoT Network transmission system to overwhelm
these problems. This can be achieved by extracting the signal
peaks using the Viterbi algorithm to select the best value for
random key generation and the fast switching process. This can
be processed by referring to the parameters of distance and
the phase angle-based reference properties. This will collect
information about the pattern of the signature and the size
of critical formation in the batch mode of the process to
retrieve the topology in parallel [7] [8]. In the encryption
process, a light-weighted cryptographic system by using the
ROTR Messaging technique. The proposed encryption process
reduces the buffer size and reduces the power consumption
due to the optimal key size of the cryptographic technique. We
developed the VIHS algorithm and integrated it with ROTR in
the ECC encryption method. The random critical formation is
referred to from the look-up table of the ECC model, and this
can generate the public and private keys for the encryption
process [9]. The algorithm’s implementation is in progress
to enhance the performance of the encryption system [10]
compared to the other traditional encryption model.

The primary objectives behind this research work are as
follows:

1) To develop the lightweight security model for pro-
cessing the medical ECG signals in the IoT frame-
work.

2) To ensure the system’s increased security and reduced
complexity, the Viterbi Integrated Hash Signature
(VIHS) verification scheme is utilized.

3) The Randomized Off-the Record (ROTR) based mes-
saging technique is employed to reduce thOff-the-
Recordand power consumption of signal transmission
yet.

4) To validate the proposed security framework’s per-
formance, various evaluation indicators such as error
rate, throughput, transmission delay, and key selec-
tion time have been used.

The rest of the sections present in the paper are struc-
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turalized as follows: Section II discusses some of the existing
security techniques used for securing the ECG signals with
their advantages and disadvantages. Section III presents a
detailed description of the proposed methodology with its
flow illustration. The performance and comparative results
of both existing and proposed techniques are validated using
Section IVs performance measures. Finally, the overall paper
is concluded with its future work in Section V.

II. LITERATURE SURVEY

This section presents the literature review of various exist-
ing techniques used for ensuring the security of ECG signal
processing and transmission systems. Also, it discusses the
advantages and disadvantages of each method based on its
operating principles.

Wang et al. [11] employed a logistic mapping-based en-
cryption model for improving the security of WBAN. The
main intention of this paper was to ensure the security and
computing ability of biomedical sensors with restricted user
access by using the quantized logistic mapping-based encryp-
tion technique. Here, the different types of parameters such
as Power Spectral Entropy (PSD) and Peak-to-Average Power
Ratio (PAPR) have been utilized to evaluate the performance
of the suggested mechanism. Moreover, the Lyapunov factor
has been considered in this work for analyzing the chaotic
characteristics with respect to the random property of the
system. In addition to that the normalized spectral entropy
was computed based on the parameters of pseudo-random
sequence, power spectrum, total power, sequence spectral
entropy, and normalization of entropy. At last, binary quantiza-
tion was also applied for increasing the retention accuracy of
the overall security system. The major drawback of this work
was, it has an increased complexity in designing algorithms
that limits the performance of the entire system. Hameed et
al. [12] implemented the lossless compression mechanism with
Huffman coding scheme for ensuring the security of broadcast
transmission in WBAN. It comprises the stages of estimating
the buffer blocks, compression, and encryption, which helps
to establish the secured transmission in the network. Also,
this work intends to obtain the quality control compressed
data by employing the cipher block-based chaining encryption
algorithm. During the block creation, the QRS complex has
been estimated for detecting the peak count of the signal.
Consequently, the bandpass filtering technique was applied to
eliminate the noisy contents based on the integer coefficients.
The advantage of this work was, it efficiently reduced the error
rate between the signals by estimating their similarity with high
reliability.

Janveja et al. [13] designed an efficient AES algorithm
for securely transmitting the ECG signals by deploying the
modified folded architecture. Here, the key description module
has been additionally incorporated with the standard AES
technique with reduced functional units. Djelouat et al. [14]
utilized a lightweight encryption scheme for developing the
secured health monitoring architecture. The main consider-
ations of this work were as follows: to obtain the reduced
load on data transmission, and to establish the secured data
transmission with increased reliability. For this purpose, the
Compressing Sensing (CS) platform has been incorporated

with this framework, which helps to perform remote moni-
toring in a secure way. The benefits of this framework were
low transmission power, low coherence, reduced complexity
in designing, and simple acquisition. Qiu et al. [15] suggested
the selective encryption mechanism with the supervised ma-
chine learning technique for increasing the security of data
privacy and effectiveness in BSNs. Here, the wavelet-based
transformation technique has been utilized for compressing
the sensor information efficiently. Moreover, the SVM-based
machine learning classification technique was employed to
classify the disease based on the frequency bands.

Mathivanan et al. [16] employed a QR code-based encryp-
tion algorithm for processing the ECG signals with increased
security. The main factors of this paper were to obtain an
increased embedding capacity and ensured security for the
complete data retrieval. Moreover, the quick response code has
been utilized in this work for storing the hidden information for
ensuring data security. The advantages of this paper were better
error correction, maximum storage efficiency, and increased
data retrieval capacity. Hameed et al. [17] recommended an
AES-based encryption algorithm for ensuring the properties of
authentication, confidentiality, and integrity of the ECG signal
transmission system. Here, the encryption and decryption
processes were carried out based on the Electronic Code Book
(ECB). Yet, the major disadvantages of using AES techniques
were increased computational overhead and complexity in
handling. Awasarmol et al. [18] utilized the DWT technique
with the scrambling matrix formation approach for transmitting
the ECG signals in a secured way. The main intention of this
paper was to extract the secret message with the help of DWT
mechanism and to eliminate the noisy contents by using the
band pass filtering technique. The stages involved in this work
were signal decomposition, de-noising, DWT based feature
extraction, scrambling matrix formation, encryption, and de-
cryption. The merits of this work were reduced computational
time, complexity and increased accuracy.

Hameed et al. [19] utilized a lossless compression mecha-
nism incorporated with the hybrid cryptography technique for
securing the ECG signal processing systems. This incorporated
the functionalities of Huffman coding scheme with the AES
encryption mechanism for enabling a lossless data compres-
sion. Also, the Diffie-Hellman based key exchange mechanism
was utilized to ensure the increased security of signal transmis-
sion. However, it requires more time for signal compression
and transmission, which degrades the entire performance of
the system. Shaikh et al. [20] employed an improved data
encryption algorithm for establishing the secured ECG signal
transmission. In which, the homomorphic encryption mech-
anism was utilized to encrypt the ECG signals of patients
with ensured reliability and confidentiality. Still, this work
limits with the issue of increased information that reduces
the performance of this security system. Karthikeyan et al.
[21] recommended the Secure Force (SF) based cryptographic
technique for improving the security of WBANs. Here, the
DWT and Daubechies wavelet-based feature extraction tech-
niques have been utilized for signal decomposition and noise
removal, because the performance of the signal processing
system was highly dependent on the quality of signals. The
main factor of this work was to utilize the simple cryptographic
technique with reduced complexity, low power consumption,
and computational devices.
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Premkumar et al. [22] recommended an enhanced encryp-
tion approach with a scrambling matrix construction technique
for hiding the confidential information of patients. Also, the de-
terministic algorithm named, Pseudo-random binary sequence
generation algorithm was employed in this work for ensuring
the security of the private healthcare information system. Then,
the Elliptic Curve Cryptography (ECC) technique was applied
for encrypting and decrypting the user data with ensured confi-
dentiality and reliability. L.Zheng et al. [23], a detailed study
has been conducted on various data encryption mechanisms
used for securing the internet of medical things application
system. Here, the performance of standard DES and ECC
techniques has been validated based on the terms of accuracy,
time consumption, and stability. From this paper, it is studied
that the desired properties of security and efficiency could be
addressed by the cryptographic techniques for guaranteeing the
secured communication of the signal processing system.

Sivasangari et al. [24] suggested the lightweight selective
encryption mechanism for guaranteeing the confidentiality and
authenticity of the users’ data. The main consideration of
this paper was to minimize the computational overhead of
the WBSN by optimizing the energy level of nodes. Also, it
aims to improve the security of the system by establishing the
three-layered communication in the network. Yet, it has the
limitations of requiring more time consumption, and reduced
performance outcomes.

From this review, it is observed that the existing security
approaches are mainly focusing on establishing reliable signal
transmission by incorporating the functions of standard cryp-
tographic mechanisms. However, it faces the major challenges
of increased complexity in designing the algorithms, requires
more time consumption for transmission, increased loss of
information, and reduced accuracy. In order to solve these
problems, this research work intends to develop a novel
algorithm for securing the ECG signal processing system.
The major key points that are observed from these existing
methods are to provide a secure data transmission system for
the medical ECG signal and its data. For that, these algorithms
are consumed more bit size to generate the key-value due to
the precision of signal amplitude and its parameters. This leads
to an increase in the energy consumption of the overall system
and reduces the transmission rate. Further to improve the
security service, the key size is increased to the corresponding
size of data and its length. This becomes the motivation of
the proposed work to implement the lightweight cryptographic
system for ECG signals. According to this, the key pattern
generation and the encryption model are enhanced for the high
precision of amplitude and improve the Quality of Service
(QoS).

Security is a core quality of an IoMT system and is linked
to certain security aspects frequently required for allowing
Trust and Privacy qualities in a system. IoMT Security focuses
on securing connected devices and protecting data and net-
works on the Internet of Medical Things. Further IoMT devices
are more prone to attack from the attackers. We proposed a
new method of mechanism to protect the data from the IoMT
devices.

III. PROPOSED METHOD

This section presents the overall description of the pro-
posed bypass parallel processing optimal Hash Signature-
partition design with its clear illustration. The main aim of this
work is to develop an optimal Hash Signature VIHS with a new
register design for storing data in the system and validate the
data with a reduced error rate compared to another application
process. In this, the peak value of ECG signal was extracted
for the reference to generate the random key value. Here,
this implementation reduces the amount of data required to
be stored in various stages, and the amount of time essential
for processing. According to that, an appropriate low-power
hardware architecture has been designed to implement a real-
time high performance and low-cost optimal Hash Signature
block with the proposed decoder algorithm. This block design
is highly more suitable for mobile applications. In which, the
distinct data can be simulated based on the random data gen-
eration, where the sampling rate of 360Hz is relevant to clock
frequency. The overall block representation of the proposed
architectural design of VIHS hashing in the cryptography is
represented in Fig. 1.

Fig. 1. Block Diagram of Proposed Hashing Technique of ECG
Cryptography.

In this figure, the architecture represents the flow architec-
ture of input ECG data and the block design of the encryption
and decryption flow line. The block architecture represents
the binary transmission of data to the encryption module to
retrieve the hash signature and to form the encoded data.
Initially, the input data are passed in bit sequence in accordance
with the clock pulse that are synchronized with the encoders.
Here, the Hash signature generator is to generate the random
address and the key patterns based on the VIHS model. This
transmit to the encoder block to encode the block that are
indexed with the address of data. From that, the data got
encoded and passed to the transactional system to transmit
data through transmission channel. In the decryption process,
the clock synchronizer predicts the data sequence and the
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address of it. This provide the reference to Hash Signature
Regenerator. The main parameters that are considered for the
lightweight architecture of ECG signal secure transmission
were the number of bit size, key initialization and the random
integer number generation, energy parameter of the overall
system, and the Quality of Service (QoS). From this, the
data was decoded and reconstructed to the actual ECG signal
pattern. The major stages comprise of the proposed register
design are as follows:

1) VIHS design
2) Hashing Model.
3) Data Transfer Architecture

A. VIHS Design

The register used in this block design is one of
the essential component in electronic block after each Hash
Signature connected with the latches. Typically, it is a major
building block for most of the applications, in which the
logical information has to be recovered from the sequential
data specifically in optimal XORs. Moreover, this register is
more suitable for the logic blocks, where the latch provides the
large and fast output data. Then, its waveform and amplitude
are independent of input data. Generally, two types of registers
have been used named as static and dynamic, in which each
gate output is connected with flags through a decrypt line path
by the static registers. Similar to that, the dynamic registers
could rely on the temporary storage of data values on the
binaries of high sensitive block nodes. Moreover, the static
registers are more suitable medium speed applications, and
the dynamic registers are more suitable for high sensitive
block nodes. But, it is highly sensitive to noise, in which
varying sampling rates can be used for different applications.
When compared to the static registers, the dynamic regis-

ters gained a significant attraction in medium to high-speed
applications. Furthermore, it is energy efficient owing to the
non-consumption of static current contrast. Fig.2. shows the
schematic representation of the Hash Signature and register
allocation flow with corresponding output units. In this, the
arrangement of XOR and the Registers was formed to extract
the Hash Key pattern. The dotted block indicates the Optimal
placement using VIHS for the single-bit pattern. This it will be
arranged as the sequential order to construct the ‘N’ number
of bit size for the input signal amplitude. The final output
data was arranged in the output register to get the ‘OUTr’. It
comprises the following stages: pre-amplifier, track and latch,
where the pre-amplifier is larger than the input data and is
not large sufficient to drive the logical block. Then, a track
and latch stages are used to amplify the data to logic with
the use of positive feedback loop. The major benefits behind
this register design are high input sensitive, no static power
consumption, full swing outcome, and fast decision rate.

B. Hashing Model

The proposed hashing with optimal Hash Signature
design is fully based on the binary search algorithm, where
the partition is a kind of logical controller block that has
responsibility to run the binary search procedure. Also, the
output of hashing with optimal Hash Signature can be deter-
mined with the respect to the register output. So, it has the
momentous effect on improving the overall performance of

optimal Hash Signature design. This register contains N bit
optimal Hash Signature, which contains three possibilities for
each bit that is either 0 or 1. At first, the MSB can be set as
1 and other bits can be reset by 0, and the logical word is
converted with respect to the sequential value via the VIHS
unit. Then, the output of sequential data can be inserted to
the input of register, and is compared with the sampled input.
Based on this outcome, the partition controller can estimate
the value of MSB, where if the input is higher than the VIHS
output the value of MSB can be set as 1; else, set as 0. During
the last cycle, the converted logical word is stored, and N+1
clock cycles could be performed for conversion. Moreover,
the partition can be designed with the use of register and
the controlling block for encoding the Key to cryptography,
and the conversion process can be continued only when the
Hash Signature input is low. Fig. 3 shows the
schematic representation of the hashing with optimal Hash
Signature logic. In that, the (a) shows the block architecture
for encryption process and the (b) represents for the decryption
flow. The registers and the indexing block are used to find the
encoded data samples that are passed through shift registers
and count the repeated pattern of data samples. While at the
decryption stage, the synchronizer detect the data samples with
the clock pulses to reconstruct the data from the decryption
block. The major building blocks of this block are dynamic
latched register and inverters. The Algorithm I represents the
steps for proposed hashing model for random Key generation.

Algorithm 1 VIHS based Data Encryption
Input: Plain text ‘M’
Output: Encrypted text ‘E’

1: procedure ENCRYPTION
2: Initialize:

Elliptical Curve Equation: y2 ← x3 + ax+ c
▷ ‘x’and ‘y’are the coordinate points of curve.

▷ ‘a’and ‘b’are the constant coefficients.
3: x← 0
4: Estimate the maximum limit of ‘x’value that satisfy the

selected curve line equation as ‘p’
5: while x < p do
6: Calculate ‘y’value from the selected curve equation

for each ‘x’value in the loop
7: Estimate modulo division of y with p as Zp

Zp = mod(y,p)
8: if Zp == 0 then
9: C ← (x,

√
y), (x,−√y).

10: x = x+ 1
End loop

11: Calculate
QA(x,y)= A * C(x,y)
QB(x,y) = B * C(x,y)
Sender and Receiver respectively.

▷ Where,
▷ ’A’ - Sender

▷ ’B’ - Receiver
12: Calculate

RA(x,y) = A * QB(x,y)
RB(x,y) = B * QA(x,y)
Sender and Receiver respectively to satisfy RA = RB .

13: Find the median of RA and RB to form Secrete key ‘S’.
14: Find the median of S and M to get encrypted text ‘E’.
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Fig. 2. VIHS Register Allocation Design.

Fig. 3. Block Diagram for Key Passing in Encrypt/Decrypt Process.

Let the input binary bits for the system stream can be
represent as In. For the random Key generation, the Key
should be regenerative based on the input matrix. Select
a random number between 0 to ‘p’as ‘A’from sender and
‘B’from receiver.

Algorithm 2 VIHS based Data Decryption
Input: Encrypted text ‘E’
Output: Decrypted plain text ‘M’

1: procedure DECRYPTION
2: Collect Secrete Key ‘S’ generated in encryption stage.
3: Estimate the median of ‘S(x,y)’ and ‘E(x,y)’.
4: Decrypted text

M |(x, y)=C{2.(E(x)-S(x)),2.(E(y)-S(y)}.

This cross computing generates the random Key for the
system storage which can be represent as RV . The reverse
process can regenerate the random Key to encrypt the data
from Key location in cryptography.
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C. Data Transfer Architecture

Typically, the VIHS is a kind of device that is mainly
used to convert the logical input data into an sequential output
data. Then, its result is highly proportional to the logical
value, in which the conversion tool can be acts as an interface
between the logical and sequential blocks. Moreover, it serves
a feedback data to correct the errors and estimates the reference
data sequence during the process of conversion. During the
design of VIHS, the values of supporting blocks should be
determined based on the manual estimation process. Then,
it can be adjusted further during the time of simulation, where
some of the parameters can be considered with respect to
the AMS technology. The architecture process can be defined
according to the AMS technology as follows:

1. Arrangement of Hash Signature blocks.

2. Combination of Registers and Hash Signature.

Fig. 4. State Flow for VIHS Generator.

The schematic illustration of VIHS design is depicted in
Fig. 4. which comprises three stages. These are all combined
with the architecture of XOR and the Register block arrange-
ment. The state flow starts from the idle state of overall design.
In this, the CNOI represents the count of number of Instant
from the input ECG data samples. This was passed to the
XOR combination flow and the flag CNOI are updated each
time with respect to the data flow line. The decision was taken
that according to the satisfactory level of encryption model and
it flow in loop of updating CNOI to make the data pattern in
random manner. This was also updated as the edge count
that indicates the amount of loop that is running for the data

encryption. Then this was encoded by the indexing method
and get the encrypted and encoded data samples.

IV. RESULTS AND DISCUSSION

Since findings suggest that IoT security requires substantial
improvement before it is suitable for wide consumer accep-
tance. There are still many security issues. The most prominent
were computation capability, memory, and time issues, and
a lack of management mechanisms. Computation capability
is critical within the Internet of Medical Things since the
devices utilized frequently capture private, sensitive data, such
as health information.

The simulation and Key implementation results have been
validated for the proposed bypass parallel processing hashing
with an optimal Hash Signature model with the output wave-
forms in the MATLAB 2011b platform. The data samples that
are used for the testing of the proposed model was Physionet
MITDB database. In that, the ECG signals are pre-processed
and saved it in the ‘.mat’ file format. In that file, ECG Data is
a structure array with two fields: Data and Labels. Data is a
162x65536 matrix. This indicates there are 162 number of data
samples present in the matrix. This time length are represented
in terms of time samples with the size of 65536 measured
for the length of 1 hour. Moreover, the results are compared
with the state-of-the-art models by using the measures of
frequency, Gates utilization count, power, area, sampling rate
and propagation delay.

TABLE I. BIT SIZE COMPARISON FOR VIHS MODEL

Methods Message count Bit size
Mutual authentication 2 1184 bits

Efficient authenticated key for TMIS 2 1184 bits

Enhanced TMIS 2 1344 bits

Burrows–Abadi–Needham logic 3 1600 bits

TMISs 3 1280 bits

MQTT protocol 2 800 bits

Proposed 2 763 bits

Table I evaluates the comparison of the existing random
number generation block in the hashing Memory design and
proposed technique of VIHS in Cryptography with respect to
the measures of components size based on the number of
2-input Hash Signature’s, 3-Input Hash Signature’s and the
number of Flip-Flops that are referred from the paper [25]. For
this analysis, some of the existing hashing with optimal Hash
Signature designs have been considered. These results stated
that the proposed dynamic system register-based hashing with
optimal Hash Signature provides the better size in components,
when compared to the existing model of VIHS.
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TABLE II. COMPARISON OF TIME TAKEN FOR ENCRYPTION AND
DECRYPTION (MS)

Methods Time taken (ms)
Mutual authentication 13.38 ms

Efficient authenticated key for TMIS 13.4 ms

Enhanced TMIS 15.6 ms

Burrows–Abadi–Needham logic 11.17 ms

TMISs 8.9 ms

MQTT protocol 8.9 ms

Proposed 7.4 ms

Table II compares the values of area consumption in the
unit of (µm2) in the existing [25] and proposed hashing with
optimal Hash Signature methodologies. For the proposed work,
the power consumption is reduced to the range of 25%. From
the evaluation, it is evident that the proposed hashing with
optimal Hash Signature could efficiently reduce the power and
area consumption when compared to the existing technique of
the VIHS model. Then, its corresponding graphical illustration
of the area consumption is shown in Fig. 6 and Fig. 7 shows the
comparison chart of FFs, LUT, and Slices utilization count for
the existing [26] and proposed design of the VIHS generator.

TABLE III. COMPARISON TABLE OF MESSAGE COUNT AND BIT SIZE FOR
THE VIHS KEY GENERATOR

Methods Message count Bit size
Dey and Hossain scheme 5 1312 bits

ECC-CoAP 4 1024 bits

Proposed 4 926 bits

Fig. 5. Delay (ns).

Fig. 6. Throughput (Gbps).

Table III illustrates the utilization count of throughput and
delay rate of the existing and proposed VIHS technique. The
corresponding graphical illustrations of these measures are
represented in Fig. 5 and Fig. 6. From the analysis, it is
proved that the proposed hashing with optimal Hash Signature
provides better results, when compared to the other register
techniques.

TABLE IV. DELAY RATE (NS) AND THROUGHPUT (GBPS) COMPARISON
TABLE

Methods Delay (ns) Frequency (MHz) Throughput (Gbps)
Behavioral CAG 3.503 285.47 9.135

Primitive Instantiation 2.67 374.53 11.99

Proposed 2.31 432.9004 12.34

Fig. 7. Frequency (MHz).

Table IV and Fig. 7 shows the delay (ns) along with the
frequency (MHz) and the throughput (Gbps) of various existing
referred from [26] and the proposed technique of VIHS. In that
comparison, the propagation delay is reduced to 2.31 ns by the
proposed hashing with optimal Hash Signature design. These
results stated that the proposed register could efficiently reduce
the delay, when compared to the other techniques. Based on the
overall analysis, it is evident that the proposed dynamic system
register based hashing with optimal Hash Signature is more
suitable and efficient for processing the system encrypt/decrypt
applications.
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V. CONCLUSION

In this paper, we presented a new register design with
hashing with optimal Hash Signature for processing the system
encrypt/decrypt data. The main aim behind this work is to
encrypt/decrypt data in the system with a reduced amount
of error rate. This designing methodology will reduce the
amount of data required to be stored in various stages, and the
time required for processing the data. Moreover, the proposed
dynamic system register adopts the current controller, which
generates both the polarity outputs and bypass trigger data
during the same conversion. Here, a pseudo-differential pair
is constructed to simulate the transfer characteristics. In this
design, the charging speed can be adjusted with the process
variation, component mismatch, and parasitics along the paths.
After that the reference data sequence and binaries data se-
quences can be modified with respect to the bypass window
size. In addition to that the bypass window size and speed of
the register have been analyzed for architecture power-saving
application area. The hashing with optimal Hash Signature
provides low data sequence sensitivity, increased efficiency,
and low power consumption. The VIHS could provide a
residual data sequence with respect to the linear feedback of
the conversion data. During the experimental evaluation, there
are metrics have been validated to analyze the performance of
the proposed register design. From the results, it is proved that
the proposed technique provides better results when compared
to the traditional techniques.

Future enhancement, this type of security system for
medical applications is integrated with a new register design
structure for the logical functionalities to generate the random
number formation for a real-time application. This will im-
prove the time complexity and the space complexities of the
overall system.
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Abstract—The palm tree is considered one of the most durable
trees , and it occupies an advanced position as one of the most
famous and most important trees that are planted in different
regions around the world, which enter into many uses and have
a number of benefits. In the recent years , date palms have been
exposed to a large number of diseases. These diseases differ in
their symptoms and causes, and sometimes overlap, making the
diagnosing process with the naked eye difficult, even by an expert
in this field. This paper proposes a CNN-model to detect and
classify four common diseases threatening palms today, Bacterial
leaf blight, Brown spots, Leaf smut, white scale in addition
to healthy leaves. The proposed CNN structure includes four
convolutional layers for feature extraction followed by a fully
connected layer for classification. For performance evaluation, we
investigate the performance of the proposed model and compare
to other CNN- structures, VGG-16 and MobileNet, using four
evaluation metrics: Accuracy, Precision, Recall and F1 Score.
Our proposed model achieves 99.10% accuracy rate while VGG-
16 and MobileNet achieve 99.35% and 99.56% accuracy rates,
respectively. In general, the performance of our model and other
models are very close with a minor advantage to MobileNet over
others. In contrast, our model characterized by simplicity and
shows low computational training time comparing to others.

Keywords—Palm trees diseases; convolutional neural networks;
mobileNet; VGG-16

I. INTRODUCTION

The date palm is considered one of the most important
fruit trees in the Arab and Islamic world, as Arab countries
account for 71% of its trees in the world, and 81% of the
total global production, while this percentage rises to 99%
(103.95 million trees) of the number of trees. The world’s date
palm, amounting to 105 million, when combining the Arab
and Islamic worlds, according to the Food and Agriculture
Organization of the United Nations. According to the latest
statistics adopted in the world, including the statistic conducted
by the Egyptian Embassy in Brazil in 1990 as shown in
table I, it was found that the palm tree is one of the main
agricultural products produced by the Arab countries and is
considered a major element in supporting the macro economy
in these countries, so it is very important to pay attention
to the quality and quantity of production Palm trees, but

unfortunately, the quality, quality and quantity of palm trees are
greatly threatened with confinement due to the common palm
diseases these days, where in general palm trees are threatened
by 4 main types of diseases, which are, Bacterial leaf blight,
Brown spots, Leaf smut, white scale, the nature and symptoms
of these diseases are different in their form, in the area of
their appearance and distribution on palm trees, so it is very
important to reveal modern techniques that contribute greatly
to discovering them before they cause tremendous pressure on
the quality and quantity of palm trees produced.

Symptoms of leaf smut Small irregular brown to black
spots occurred on the upper and bottom surfaces of rachis
and fronds, ranging in size from 3 to 7 mm [1]. Bacterial Leaf
blight symptoms were elongated brown to black patches that
grew in size and spread across a considerable region, creating
cankers on the midrib [1].

Brown spot disease is characterized by the appearance of
non-specific dark spots, and as the infection progresses, the
center of the spot turns to a pale color, but the edges remain
brown to gray. The spots appear on the leaves, thorns, and the
middle vein (the leaves). The size of the spots ranges from
one to several centimeters, but their size and color may vary
according to the fungus that causes them..Another serious risk
is a lethal pest called white scale .White palm Scale is a species
of armoured scale insect. This means that they produce a hard
outer coating that covers the body, which protects them from
pathogens. They’re also well protected from topical pesticides.
White Scale insects attack palm by sucking the sap through
a fine, thin feeding-tubes. Infestations rarely kill plants but
can impact vigour [2]. The methods usually used by farmers
depend mainly on observing the affected foliage with the naked
eye by experts. Unfortunately, this method is not effective
because of the distance of the palm tree from the ground and
at the same time due to the somewhat similarity between the
symptoms of the four palm diseases mentioned previously.
In addition to that, the manual examination of palm leaves
is time-consuming, especially in the case of large farms. In
this paper, a CNN-based model is proposed to detect four of
the most frequent palm illnesses is suggested. These illnesses
are, Bacterial leaf blight, brown spots, Leaf smut, white scale.
The proposed model model characterized by simplicity( easy
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TABLE I. STATISTICS DONE BY THE EMBASSY OF EGYPT ECONOMIC
AND COMMERCIAL OFFICE IN BRAZIL,: MARCH 18, 2019 [1]

Top 10 Largest Date Producers in the World
Rank Country Production (1000 Metric Tons)
1st Egypt 1,373,57
2nd Saudi Arabia 1,122,82
3rd Iran 1,016,61
4th United Arab Emirates 900,00
5th Algeria 690,00
6th Iraq 619,18
7th Pakistan 557,28
8th Oman 268,01
9th Tunisia 180.00
10th Libya 165.95

to train) and the efficiency comparing to the sate of the art
techniques. Our model achieves 99.10% average accuracy rate
to detect Bacterial leaf blight, brown spots, Leaf smut, white
scale diseases and healthy leaves. 56

The remainder of this paper is organized as follows: Section
II presents a summary of related work. Section III illustrates
System architectures including our proposed model in details.
The next section presents the experimental results of our model
and compare it with other models. Finally, the conclusion in
addition to the feature work are given in Section V.

II. RELATED WORK

This section shows the previous studies that dealt with
the problem of palm tree diseases. In [1], The researchers
used various classifiers to detect the three most frequent palm
illnesses today: leaf spot, blight, and red palm weevil. CNN
was used to distinguish between Leaf Spots and Blight Spots
illnesses, and SVM was used to distinguish between the Red
Palm Weevil pest and the Leaf Spots sickness. The Kaggle
dataset (about 90k photos) was utilized as-is, resulting in a 65
percent accuracy for the first CNN model. The data set was
split into two parts: 70% for training and 30% for testing. The
accuracy ratio success rates for the CNN and SVM algorithms
were 97.9% and 92.8%, respectively.

In [3], the illnesses in tomato fruit were detected using
multiple classifiers, the first of which was CNN and LVQ. Leaf
blight, bacterial spot, late blight, sitoria leaf spot, and yellow
curved leaf disease are among the illnesses he classified. The
dataset utilized in this experiment was divided into 400 photos
to train the model and 100 images to assess the quality and
efficiency of the model, which had a size of 512 x 512 and
an accuracy of 86%. The only difficulty this study faces is the
degree of symptom similarity among the illnesses that affect
tomato fruit.

Jiang et al. [4] proposed a system to identify apple leaf
illnesses using deep learning algorithms. To identify and
categorize alternate leaf spot, brown spot, mosaic, spot Gray,
rust, and eventually brown apple leaf disease, the proposed
system employed a new CNN based technique called INAR-
SSD based on a framework called Caffe on the GPU platform.
Set of data The data utilized is made up of 26377 photos that
were separated into two groups: one for training the model
and the other for verifying the model. The model speed was
23.13 frames per second, and the accuracy of the findings was
78.80 percent mAP.

The proposed work by [5] investigated the ability to
identify chimera and anthracnose infections in palm trees. The
detection procedure began with the use of a digital camera
to capture photographs of the damaged palm trees, which
were then subjected to a series of image processing processes
following segmentation using the k-mean method. The Gray
Correlation Matrix was created by applying the characteris-
tics extraction phase on the segmented pictures using gyro
compatibles (GLCM). The accuracy of the findings proved the
effectiveness of the support vector machine (SVM) in such
circumstances, with Chimera having a 97 percent accuracy and
anthracnose having a 95 percent accuracy.

In [6], The authors used a program called Therma CAM
Researcher to analyze pictures collected with an uncooled
infrared thermal camera linked to a microbolometer sensor in
this work. To obtain credible maps of leaf temperature, this
software was enhanced with local climatic variables and leaf
emission. Each experiment had 4-5 duplicates of control trees
and 8-10 replicates of infected trees in each group. The Crop
Water Stress Index (CWSI) was produced, and the damaged
trees were identified with up to 75% accuracy using this value.
In[7], The authors of this article wanted to see if they could
tell the difference between healthy palm trees and palm trees
afflicted with the red palm weevil by using water stress and
temperature rates. Aerial photos were taken using an uncooled
infrared thermal camera and a microbolometer connected to
begin the procedure. The palm canopy was separated from
the soil using a set of image processing techniques, and
the watershed method was used to build the palm canopy
diagram using the photos. This study yielded no numerical
data, however it did show that various palm plants had variable
water stress levels.

III. SYSTEM ARCHITECTURE

A. Data Preprocessing

Since the resolution and size of acquired 2D images are
usually inconsistent, using them directly as training data is
not applicable. In addition, using very high resolution images
is time-consuming and may lead to high computational cost.
Therefor, all images are resized to 60 x 60 resolution. Further-
more, The correlation between data within the image can slow
down the learning process. To address this, we apply image
whitening [8] based on Zero Component Analysis (ZCA) to
reduce the correlation between data and make key features
such as edges and curvatures more prominent, and thus easy
to detect by CNN. To achieve that the pixel values in each
image is normalized to be between 0 and 1 as the following:

X̂ = X/255 (1)

, where X and X̂ are the image before and after normaliza-
tion, receptively. After that the image is mean normalized by
defining the mean value along each feature dimension (pixel
position) of training images and then subtracted from the image
as the following:

X̄ = X̂ − µ (2)

, where µ represents the mean vector across all the features
of X̂ while X̄ represents the mean normalized image. Finally,
the whitened image XZCA is defined based on Singular Value
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Fig. 1. An Overview of a Convolutional Neural Network (CNN)
Architecture [21].

Decomposition (SVD) of the covariance matrix of X̄ as the
following

XZCA = U.diag(1/
√
diag(S) + ε ).UT .X̄ (3)

The function diag(.) returns the diagonal matrix of the
input matrix. The variable U and S represent the Eigen vector
and Eigen value of the SVD of covariance matrix while the
hyper-parameter ε represents whitening coefficient.

B. Convolutional Neural Networks

The Convolutional Neural Network CNN [9], [10] is a deep
learning model capable to achieve both feature coding (feature
extraction) and classification in a single coherent architecture.
In contrast, traditional neural networks are limited for clas-
sification task and require well-defined feature (engineered
features) to achieve high performance [11], [12]. In general,
CNNs are widely applied in many computer vision applications
such as face recognition [13], object detection [14], Natural
language processing [15], medical image analysis and others
[16]. Fig. 1. shows the basic architecture of the CNN which
involves three different set of layers, namely, ‘Input Layer’,
‘Feature Learning Layers’ and ‘Classification Layers’. The
first set is a single layer, includes the input image (usually
colored image). The second set is a sequence of successive
Convolution and Pooling layers which resulting in extracted
features. The last set usually involves fully connected layers
to achieve classification tasks. The main advantage of CNN
is the ability to define local features such as horizontal edges
through convolution layers by maintaining the same structure
of the input image whilst using a small number of parameters.
For example, regardless of the size of the input image, the
number of parameters depends on the size and the number of
filters (e.g., 10 filters of [3 x 3] size).

In the resents years, numerous attempts have been made
to enhance CNN’s initial design (by Lecun et al. [9]) in order
to achieve better performance. A popular examples of CNN
architecture are AlexNet [17], VGG-16 [18], ResNet [19] and
MobileNet [20]. In this work, a simple CNN architecture is
firstly proposed for the problem of Palm Trees Diseases clas-
sification and then the performance of our CNN is compared to
two well-known CNN structures: “VGG-16” and “MobileNet”.

1) Proposed CNN: In this section, we introduce a simple
CNN architecture for efficient learning especially with limited
training data size. The proposed architecture includes four
convolutional layers followed by fully connected layer and
softmax as output layer as shown in Fig. 2.

Fig. 2. The Architecture of Proposed CNN.

The input layer includes the input image with dimensions
[60, 60,3] where the first two represent the width and the height
of the image while the last value represents the number of
channels (three channels for red, green and blue). The first
convolutional layer includes 32 filters of each [3 x 3] size,
followed by a maxpool of 3x3. In the next three convolutional
layers, 64 filters [3 x 3] are used for the second layer, while
28 and 256 filters are used for the third and forth layers,
respectively. Each of these convolutional layers is followed by
a maxpool of 2x2. Finally, a flatten process is applied, resulting
in a layer with 25600 features, fully connected to a dense layer
with activation function “softmax”.

2) VGG-16: VGG-16 was originally proposed by Si-
monyan and Zisserman [18] in 2014. The basic idea behind
VGG-16 is to increase the depth of the network by adding more
convolutional layers while using very small [3 x 3] convolution
filters in all layers. Fig. 3 shows the The architecture of VGG-
16.

Fig. 3. The Architecture of VGG-16.

During the training phase, the only preprocessing step is
to subtract the mean RGB value (calculated over the training
set) from each pixel. After that, the image is passed through a
set of convolutional layers with small filters ([3 x 3] size). To
preserve the spatial resolution the same after the convolution,
the stride and the spatial padding are both set to one pixel.
Some of the convolutional layers are followed by a max-
pooling layer, so a total of five max-pooling layers are applied
in the whole network.

3) MobileNets: MobileNet is deep learning model, pro-
posed by Howard et al. [20] of Google Research team. This
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Fig. 4. (a): Standard Convolution Filters. (b): Depthwise Convolutional
Filters. (c): Pointwise Convolutional Filters [20].

model was presented to effectively maximize the performance
of CNN under limited resources which is ideal for mobile and
embedded vision applications. MobileNets is characterized by
light weight and hyper-parameters (small number of required
wights comparing to other CNN models), which allows to
trade-off between latency and accuracy. To achieve that, the
standard convolution filters [Fig. 4(a)] replaced by two layers:
depthwise convolution [Fig. 4(b)] and and pointwise convolu-
tion [Fig. 4(a)].

The computational cost C of the standard convolutional
layer can be represented as:

C = F · F ·M ·N ·H ·W (4)

In contrast, MobileNets is capable to reduce the computa-
tional cost as:

C = F · F ·M ·H ·W +M ·N ·H ·W (5)

which includes the cost of the depthwise convolution
plus the cost of the pointwise convolution. By comparing
the ratio between Eq. 4 and 5 based on [3 x 3] depthwise
separable convolutions, MobileNets can achieve 8 to 9 times
less computational cost than standard convolutions [20].

IV. EXPERIMENTAL RESULTS

In this section, the performance of the proposed CNN
model, in addition to VGG 16 and MobileNet, are eval-
uated by combining two datasets, ‘Date Palm’ [22] and
‘Leaf Disease 3’ [23].

A. Dataset

Table II gives a summary of each dataset. In our experi-
ments, Date Palm [22] and Leaf disease 3 [23] datasets are
combined to build a new dataset (DP-disease dataset). In more
details, Date Palm dataset includes two types of diseases:
Brown Spots with 470 samples and White Scale with 958
samples. In addition to that, the dataset also includes 1013
samples of Healthy leaves. In contrast, Leaf disease 3 dataset

TABLE II. THE CHARACTERISTIC OF APPLIED DATASETS

Dataset type Total images Training images Testing images
Date Palm 2631 Not partitioned Not partitioned
Leaf disease 3 102360 82200 20160
Combined dataset
(DP-disease dataset) 4471 4023 448

Fig. 5. Samples from: (a) Leaf Smut Disease and (b) Bacterial Leaf Blight
Disease.

includes three different types of diseases: Bacterial Leaf Blight,
Brown Spot and Leaf Smut. The dataset is partitioned into
training and testing sets where 82,200 samples are used for
training and 27,360 samples are used for testing. The number
of samples for each disease is 27,360 in the training set
and 9120 in the testing set. By combining samples from
both datasets, it allows use to include more diseases (four
different disease) in addition to the healthy case.As a result,
the classification task in all experiments embeds five classes:
1) Bacterial Leaf Blight, 2) Leaf Smut, 3) Brown Spots, 4)
White Scale and 5) Healthy leaves.

Fig. 5(a) shows samples from Bacterial Leaf Blight disease
where 1,013 images with dimension 3081 x 897 are included
in our experiments. Fig. 5(b) shows samples from Leaf Smut
disease where 827 images with dimension 510 x 383 are
included in our experiments.

Samples from Brown Spots disease and White Scale dis-
ease are shown in Fig. 6(a) and (b) where 470 images and 958
images are used in our experiments for Brown spots disease
and White scale disease, respectively. For the case of healthy
leaves, Fig. 6(c) shows sample of Healthy leaves where 1,203
images are included in our experiments.

B. Experiment Configurations

In our experiments, 4023 samples from different type of
diseases were used to train each CNN model while 448
samples from different type of diseases were used to test the
performance of each CNN model. The size of input images are
unified in all experiments to be 60 x 60 x 3, where the first
two dimensions represent the width and height while the last
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Fig. 6. a)Samples from Brown Spots Disease. b)Samples from White Scale
Disease. c) Samples from Healthy Leaves.

TABLE III. THE HYPER-PARAMETERS OF PROPOSED CNN MODE

Hyper Parameters Proposed CNN Model
Convolution Layers 4

Number of neurons for each convolution layer

First Layer 32
Second Layer 64
Third Layer 128
Fourth Layer 256

Max Pooling Layers 4
Fully Connected Layer 1
Dropout Layer value NaN
Activation function Relu Softmax
Train Split 0.8
Test Split 0.2
Batch Normalization 4
Kernal window size (3,3) (2,2)
Pool size (3,3) (2,2)
Trainable params 395,13
epochs 25
Batch size 10
Optimizer Adam

one represent the number of color channels (R G B). During
the training phase, Batch Gradient Descent were applied in all
experiments. In addition to that, the number of epochs sets to
10 which compromises between sufficient training process and
over-fitting. More details about the hyper-parameters of each
CNN model are shown in Table III, IV and V.

C. Performance Evaluation

The performance evaluation of each model was analyzed
using four known evaluation metrics: Accuracy, Precision,

TABLE IV. THE HYPER-PARAMETERS OF VGG-16 MODE

Hyper Parameters VGG16 Model
Convolution Layers 13

Number of neurons for each convolution layer

First Layer 64
Second Layer 64
Third Layer 128
Fourth Layer 128
Fifth Layer 256
Sixth Layer 256
Seventh Layer 256
Eighth Layer 512
ninth Layer 512
Tenth Layer 512
eleventh Layer 512
twelfth Layer 512
Thirteenth Layer 512

Max Pooling Layers 5
Fully connected Layer 3
Dropout Layer value NaN
Activation function Relu Softmax
Train Split 0.9
Test Split 0.1
Kernal window size (3,3)
Pool size (3,3)
Trainable params 15,245,125
epochs 25
Batch size 10
Optimizer Adam

TABLE V. THE HYPER-PARAMETERS OF MOBILENET MODEL

Hyper Parameters MobileNet Model
Conv2d Layer 14
Depthwise Conv2D 13

Number of neurons for each convolution layer

First Layer 32
Second Layer 64
Third Layer 128
Forth Layer 256
Fifth Layer 512
Sixth Layer 1024

Global Average Pooling 1
Fully connected Layer 2
Dropout Layer value 1
Activation function Relu Softmax
Train Split 0.9
Test Split 0.1
Kernal window size (3,3)
Pool size (7,7)
Trainable params 5,249,29
epochs 25
Batch size 10
Optimizer Adam

Recall and F1 Score. The Accuracy of each CNN model at
each type of disease is defined as the following:

Accuracy =
TP + TN

T
(6)

, where TP and TN represent number of True Positive and
True Negative classifications, respectively, while T represents
the total number of samples. Table VI reports the performance
of each model based on accuracy. We can notice that Mo-
bileNet achieved 99.56% accuracy rate in average which is the
best performance. In contrast, our model and VGG16 achieved
99.10% and 99.35% accuracy rate, respectively. It is clear that
the performance of the three models are relatively very close
with slight variations less than 0.5% .

The Precision of each CNN model at each type of disease
is defined as the following:

Precision =
TP

TP + FP
(7)
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TABLE VI. THE PERFORMANCE OF EACH MODEL BASED ON ACCURACY

Diseases Our model MobileNet model Vgg16 model
Brown Spots 99.55% 100.00% 100.00%
white Scale 99.35% 99.75% 99.35%
Bacterial Leaf Blight 98.79% 98.98% 98.99%
Leaf Smut 99.20% 98.88% 99.5%
Healthy 98.90% 99.90% 98.90%
Average 99.10% 99.56% 99.35%

TABLE VII. THE PERFORMANCE OF EACH MODEL BASED ON RECALL

Diseases Our model MobileNet model Vgg16 model
Brown Spots 100.00% 100.00% 100.00%
white Scale 98.55% 98.55% 99.75%
Bacterial Leaf Blight 96.27% 96.20% 97.27%
Leaf Smut 98.73% 98.73% 98.86%
Healthy 99.15% 99.67% 99.55%
Average 98.54% 98.63% 99.08%

, where TP and FP represent number of True Positive and
False Positive classifications, respectively. Table VII reports
the performance of each model based on Recall. The highest
average precision rate is 99.08% reported by MobileNet,
followed by VGG16( 98.63%) and our model (98.54%). It
is clear that the performance of the three models are relatively
very close with slight variations less than 1%.

The performance of each CNN model based Recall and
F1Score are defined as the following:

Recall = TP
TP+FN

F1Score = 2× Precision×Recall
Precision+Recall

(8)

, where TP and FN represent number of True Positive
and False Negative classifications, respectively. Table VIII and
IX report the performance of each model based on precision
and F1Score, receptively. The reported results show that the
performance of the three models in both measures are very
close with variations less than 1%.

From the previous reported results, the performance of
VGG16 and MobileNet in addition to the proposed model very
close with a slight advantage to MobileNet over others. We
believe that VGG16 can achieve better performance with huge
training data. However, in several applications, huge training

TABLE VIII. THE PERFORMANCE OF EACH MODEL BASED ON PRECISION

Diseases Our model MobileNet model Vgg16 model
Brown Spots 100.00% 100.00% 100.00%
white Scale 98.55% 99.75% 98.75%
Bacterial Leaf Blight 99.55% 99.55% 98.93%
Leaf Smut 99.33% 99.33% 99.63%
Healthy 98.73% 97.73% 98.88%
Average 99.23% 99.27% 99.23%

TABLE IX. THE PERFORMANCE OF EACH MODEL BASED ON F1 SCORE

Diseases Our model MobileNet model Vgg16 model
Brown Spots 100.00% 100.00% 100.00%
white Scale 98.55% 98.87% 98.98%
Bacterial Leaf Blight 99.27% 99.27% 99.65%
Leaf Smut 98.94% 98.94% 98.54%
Healthy 99.15% 99.67% 99.65%
Average 99.18% 99.35% 99.36%

Fig. 7. Avg Training Time per Epoch for each Model.

data is not always available. In contrast, MobileNet and our
model showed more capability to deal with limited resources
such as training data and training time. Fig. 7 shows the
average training time of each model. Note that our model
achieved the lowest average training time of 20.048s/epoch
while MobileNet achieved 343.85s/epoch average training time
followed by VGG16 with a huge rise (2559s/epoch). Thus, the
proposed model is capable compromise between the perfor-
mance (high) and the complexity (simple structure with low
training time).

V. CONCLUSION

This paper presented an efficient CNN-model for detecting
and classifying palm tree frequent diseases, including Bacterial
leaf blight, Brown spots, Leaf smut and white scale. The
proposed model consists of three stages. Firstly, data prepro-
cessing was applied on all images by normalizing them using
Whitening Transform to reduce the correlation among data
within the image. The second stage included four convolutional
layers with max pooling to extract distinctive features. Finally,
the classification stage was defined using fully connected layer
with softmax to detect the type of palm disease. Furthermore,
this work investigated the performance of two will-known
CNN- models, namely MobileNet and VGG-16, for classifying
palm tree diseases. To evaluate the performance of proposed
CNN-model and other models, a new dataset (DP-disease
dataset) was built by combining data samples from Date Palm
and Leaf disease 3 datasets. This combination allowed us to
detect four deferent diseases in addition to healthy cases.
A set evaluation metrics was then applied to evaluate the
performance of each model including accuracy, Precision,
recall and F1 score. Our experimental results showed that the
performance of the three models were very close. However, our
model characterized by simplicity and low computational train-
ing cost (20.048s/epoch ) comparing to others (343.85s/epoch
and 2559s/epoch for MobileNet and VGG-16, respectively).

Future avenues of work include integrating the proposed
model with object segmentation methods such R-CNN for
accurately identifying the affected parts of palm trees.
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Abstract—Advances in the field of Neural Networks, especially
Graph Neural Networks (GNNs) has helped in many fields,
mainly in the areas of Chemistry and Biology where recognizing
and utilising hidden patterns is of much importance. In Graph
Neural Networks, the input graph structures are exploited by
using the dependencies formed by the nodes. The data can also
be transformed in the form of graphs which can then be used
in such models. In this paper, a method is proposed to make
appropriate transformations and then to use the structure to
predict diseases. Current models in disease prediction do not fully
use the temporal features that are associated with diseases, such
as the order of the occurrence of symptoms and their significance.
In the proposed work, the presented model takes into account
the temporal features of a disease and represents it in terms of
a graph to fully utilize the power of Graph Neural Networks
and Spatial-Temporal models which take into consideration of
the underlying structure that change over time. The model can
be efficiently used to predict the most likely disease given a set of
symptoms as input. The model exhibits the best algorithm based
on its accuracy. The accuracy of the algorithm is determined
by the performance on the given dataset. The proposed model
is compared with the existing baseline models and proves to be
outstanding and more promising in the disease prediction.

Keywords—Spatial temporal graph convolution network; disease
prediction; graph neural network; graph convolutional network;
deep learning; knowledge graph

I. INTRODUCTION

In recent times, Machine Learning has become very popu-
lar in the field of Medical Sciences, especially when it comes to
detecting patterns that are associated with health and diseases.
Disease prediction is one of the most sought after applications
here, and the reason for that is the patterns that are associated
with each disease, be it physical illness or mental well-being.
Diseases are often associated and known for the symptoms
that occur when a person is infected, therefore a study of
the underlying structure of the symptoms, their behaviour, etc.
is important for predicting them. These underlying structures
usually have a temporal nature to them as the symptoms don’t
occur all at once, but they do in more or less sequential order.

It is common to see the use of ML models such as Naive-
Bayes, Decision Trees and other classifiers to be used in these
scenarios. The most common source for obtaining information
about symptoms is by referring to Electronic Health Records
(EHRs). Often these are used to extract features for input.
In [1], the authors make a heart disease prediction model
using ML techniques. They utilize features such as Age, Sex,

Pain levels, etc of patients as input. In [2], it was found
that most people tackled this problem using Support Vector
Machines (SVM) and Naive-Bayes models. However, this did
not prove to be efficient when dealing with huge volumes of
Electronic Medical Records (EMRs) data without processing
it and simply feeding it to these models, nor can these models
take advantage of the temporal structure of the symptoms.
To overcome these many researchers have started utilising
Deep Learning, as a neural network can detect and represent
the hidden and latent features more efficiently. In [3], the
authors proposed a graph convolution network with mutual
attention networks, to learn from EMR’s directly and diagnose
the patient. The author obtained an accuracy of 63.46% from
the MIMIC-III dataset [4], which was better compared to
all the other models in the paper like Convolutional Neural
Networks (CNN), Graph Convolutional Network(GCN), etc.
The authors in [5] use an Artificial Neural Network (ANN)
to develop a model for Parkinson’s disease and boast almost
perfect accuracy. A method proposed in [6] uses Cascading
Neural Networks in order to detect Melanoma, a form of
skin cancer. In [7], the authors have developed a model
called InceptionGCN for disease prediction and tested it out
on various datasets. Thus it can be concluded that neural
networks, especially Graph Neural Networks play an important
role in the new and upcoming models of disease predictions.

However, most of the above-mentioned papers fail to utilise
the temporal features of the symptoms that are associated
with the diseases. Some papers [8],[9] make use of GNNs
tailored for this specific purpose especially in [9],[10] where
the authors use patient data to first construct a dependency of
the patient with symptoms on each visit and a final diagnosis
and then model a graph from which is fed to the network
proposed by them. This model could achieve an accuracy of a
little over 85% at the most favourable conditions.

So while the use of spatial-temporal networks is not new
to this problem, a new architecture that models symptoms of
a patient into a graph is quite novel. This paper proposes a
method to model the input data by changing the underlying
structure of the graph at each timestep, so as to utilise the
temporal features of the input. Knowledge graph for diseases
by [11] is utilized for proposed architecture. In this, the authors
employ probabilistic models such as logistic regression, naive
Bayes classifier, to derive features of various diseases from
many EHRs. The authors feature a knowledge graph built on
these features and so in the presented work a knowledge graph
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based Spatial-Temporal GCN is proposed.

The major contributions of the paper are:

• A temporal approach to predicting diseases in order
to make the models more robust and potentially ex-
ploiting such dependencies to enhance the quality of
the proposed model.

• Graph Convolutional Network(GCN) model is pro-
posed which exploits the spatial dependencies of the
input first then uses these to explore the temporal
dependencies of the input. This will help to un-
derstand how the symptoms relate to each other at
each timestep and how that underlying relationship
changes. The model will exploit this to predict and
classify diseases.

• A graph model of the input data in the form of diseases
and the symptoms that occur alongside proposed as
well. Each symptom is associated with a probability
which indicates how likely the symptom is to occur (as
compared to all other symptoms for the same disease).
Data is convert into a graph.

II. RELATED WORKS

Disease prediction has been difficult with a lack of patient
history and noisy data. The work tries to overcome the
difficulties and improve efficiency by using knowledge graphs
obtained from medical ontology. Further, mechanism is also
discussed to predict diseases using symptoms via a spatial-
temporal Graph Convolutional Network.

Xuedong Li et al. [12] takes an innovative approach
to overcome the lack of medical history by using medical
knowledge. The lack of medical history of patients owing to
the nature of rare medical diseases makes it a challenging
process even for machine learning approaches to recognize the
diseases. They have developed a text classification algorithm
to create a bag of knowledge terms from the medical ontology
to develop a knowledge graph that can be leveraged for
the disease classification task. It works efficiently even if
the knowledge graph of medical history is incomplete. The
limitation of this approach is that the dataset being used is
extremely imbalanced.

Rotmensch, M., Halpern, Y. et al. [9] has directed a
review observational investigation utilizing recently gathered
information from Electronic Medical Records (EMR) in order
to develop a knowledge graph that relates indications to
sicknesses and assessed competitor knowledge graphs against
physically curated knowledge graph given by (Google well
being knowledge graph, or GHKG) and also the expert opinion
of physicians. However, the purpose of the knowledge graph
was to test how efficiently a given algorithm could recover
unknown causal relationships between the diseases and their
symptoms. A drawback is that any approach that infers causal
relations from observational data has major limitations inher-
ently. The algorithms should be seen as a method of providing
casual relations between the entities.

Zhenchao Sun, Hongzhi Yin et al. have introduced an
innovative model [13] using GNNs for disease prediction. It
uses multiple knowledge bases in order to obtain sufficient

EMR data to learn highly representative node embeddings of
medical concepts graph and the patient record graph (which
include entities such as, the patients, diseases and symptoms),
and are thus constructed from the medical knowledge base
and EMRs. This results in accurate disease prediction for new
patients under sparse data in an inductive manner.

Li, Y., Qian, B et al. have proposed GNDP, a disease
prediction model which is based on a graph convolutional
network. It exploits the spatial structure of the EHR data
and the temporal dependencies of the entities to predict the
patient’s future diagnosis which is similar to [8,10]. Sun, Z.,
Dong, W. et al. propose a Reinforcement Learning mechanism
that would take random walks over the knowledge graph
with respect to the patient’s symptoms and then propose the
most likely disease. The authors have manually constructed
the knowledge graph using the Mimic-III PLAGH dataset. A
single knowledge graph has been made for all diseases. It is
limited in terms of accuracy, as accuracy could be improved
by using efficient methods. GNN models can be considered as
the structure of the data is a graph and the performance can
be improved using GNN algorithms.

Yuan, Q., Chen, J., et al. have constructed an elaborate
GCN model [3] in which they have extracted symptoms from
a given diagnosis in the form of a string. Then they embed
the diseases first in the D-D GCN layer and attach symptoms
(features) to the diseases in the next D-F GCN layer. Less
important features have been pruned from the knowledge
graph in this model. Finally, these features are given to a
convolutional network modelled using attention, so that the
most important disease corresponding to the symptoms is
obtained. The accuracy obtained is only 63%. The limitation is
that the model is not interpretable and complex to understand.
Potential change or simplification of algorithms can lead to
better accuracy. It only considers the features extracted from
diagnosis and not the temporal relations between the features.

III. METHODOLOGY

In this section, the proposed architecture of spatial-
temporal graph convolutional networks(STGCN) in elaborately
discussed. STGCN is made up of spatial-temporal convolu-
tional blocks that are arranged in a “sequential” structure
with one sequential convolution layer and one spatial graph
convolution layer, as shown in Fig. 1. The following sections
go over the specifics of each module.

A. Data Collection and Preparation

One authentic medical dataset is experimented on to eval-
uate the proposed model. knowledge graph from electronic
medical records [3], a public accessible benchmark dataset
for diseases knowledge graphs with high-quality knowledge
bases linking diseases and symptoms derived from the EMRs.
These electronic records represent medical concepts collected
from over 270,000 patient visits to the Emergency Department
at Beth Israel Deaconess Medical Center (BIDMC), thus
the knowledge graphs was automatically constructed using
maximum likelihood estimation of three probabilistic models.

From the learned parameters, a graph of disease-symptom
connections was elicited, and the developed knowledge graphs
were assessed and approved, with consent, against Google’s
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Fig. 1. Example of the Anemia Disease Dynamic Knowledge Graph that Generated in Preprocessing of the Dataset. a) Knowledge Graph at T = 0 b)
Knowledge Graph at T = 3 c) Knowledge Graph at T = n, where n is Length of Disease Trajectory

manually built knowledge graph and master doctor supposi-
tions. The graph records all 156 diseases and 491 symptoms,
all edges between diseases and symptoms, and the significance
scores given to each edge.

Temporal patterns in patient disease trajectories are either
disregarded or only taken into account by assessing the tem-
poral directionality of identified co-morbidity pairs [14], [15],
[16], Which concludes naturally patients undergo different
symptoms at different time instances on disease trajectories
(stages of the disease). In this experiment, the temporal pattern
for each disease as the preliminary basis of a disease prediction
model is utilized.

Provided in Table I are the sample dataset values which
includes a given disease and its symptoms along with the prob-
ability of a given symptom occurring. In Table II, important
statistics of the dataset itself are given.

TABLE I. SAMPLE DATASET

Diseases Symptoms
abscess pain(0.318), fever(0.119), ..
anemia lethargy(0.096), weakness(0.087), ..

common cold chills(0.083), sorethroat(0.075), ..

Before applying the STGCN model to knowledge graphs
extracted from electronic medical records [11], the existing
knowledge graph must go through a series of steps to create
a dynamic graph structure by leveraging temporal features for
each disease knowledge graph.

As the dataset is not available with time element related
with disease symptoms, a suitable time feature is created for
the knowledge graph collected from electronic medical records
[11]. This was done by generating all possible permutations
of order symptoms that will occur in the patient’s disease
trajectories.

Then using the importance scores associated with each
edge of symptoms, the top ten symptoms were selected with
the highest probability of occurrence inpatient disease trajecto-
ries for all possible permutations. Since the disease prediction

is a multi-class classification task, more than one data point is
needed on each class but dataset have only one data point on
each class. To overcome this top k permutations were selected
with the highest importance scores associated with each edge
of symptoms.

Time

....

....

d t

d t + 1

d t + n

Fig. 2. Graph-Structured Disease Data. Each dt Indicates a Frame of
Current Disease Trajectory at Time Step t, which is Recorded in a Graph

Structured Data Matrix.

To generate different graphs for each time instance with
available data, by introducing a new initial node with the label
as patient and linking new edges between each symptom node
and patient node for each disease trajectory growth as shown
in the figure.

This results in T unique graphs with the temporal patterns
for each disease, where T represents the length of the disease
trajectory. Nodal features of each node as initialized with a
unique label code of symptoms and each edge weight of each
edge assigned based on the importance score of symptoms
associated with it.

After preprocessing the knowledge graph extracted from
electronic medical records [11], ‘n’ disease classes of ‘k’
top permutations were generated with the highest importance
scores associated with each edge of symptoms and each
permutation contains ‘T’ unique dynamic graphs with the
temporal patterns for each disease. The dimension of each
dynamic graph data will be [Number of disease classes ‘x’
number to permutations ‘x’ length of disease trajectory].

STGCN disease prediction was a spatial-temporal graph
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classification task, hence the final dataset will contain, Adja-
cency matrix with the shape of (length of disease trajectory x
number of nodes x number of nodes), Nodal features (length
of disease trajectory x number of nodes), graph label (1 x 1).

TABLE II. IMPORTANT STATISTICS OF THE FINAL DATASET

Features
Size of the Dataset 2000

Unique Diseases 100
Features per Disease 10
Unique Symptoms 308

IV. PROPOSED MODEL

In this section, the proposed architecture of Spatial-
Temporal Graph Convolutional Networks (STGCN) is dis-
cussed in more detail. STGCN is made up of spatial-temporal
convolutional blocks that are arranged in a “sequential” struc-
ture with one sequential convolution layer and one spatial
graph convolution layer, as illustrated in Fig. 2. Each module’s
specifics are as follows.

Fig. 1 depicts an overview of knowledge-based STGCN
and Fig. 2 depicts the convolution process. When importing
disease data into STGCN in temporal graph format. Two
convolution layers comprise the STGCN unit shown below.
By broadcasting the features of each node along with the
graph edge via the property of graph convolution, the first
layer performs spatial graph convolutional operation parallelly
on each dynamic graph of a different time instance, then node
features vectors containing the aggregation label information of
their neighbours can be extracted [17]. The next layer employs
the temporal layer to capture the temporal relations of the
resultant feature vectors of each entity in the graph.

The entire architecture of the model is depicted via Fig.
3 and Fig. 4. In the former it can be observed how samples
of different timestamps are given as input to the network and
how they are processed in the spatial layer, while in the latter
the input obtained is processed by the temporal layer and the
fully connected layer to lastly obtain the output.

A global attention pooling layer [18] is used after the
STGCN unit and the output is reshaped in order to achieve
proper feature dimension before the output is given to the
Fully Connected unit. This unit consists of two linear layers.
The first linear layer has an input channel of 55 and an
out channel size of 128. The output of the first linear layer
was passed through the batch normalization layer, activation
function and dropout layer (p=0.3). The following second
linear layer has an input channel of 128 and an output channel
of n, where n is the number of diseases. Finally, a Softmax
layer is applied to predict the final output which is then used
for classification. This model is capable of being trained in an
end-to-end scenario and the configuration is unified.

A. Spatial Graph Convolution Layer

The spatial graph convolution layer performs the first
convolution operation on incoming data. Using the adjacency
matrix A and the nodes feature vector F as inputs, the following

function defined by [17] can perform an effective and effective
convolution operation. Adjacency matrix A was converted into
Edge Index Ei and Edge weight Ew for simplicity.

X ′ = (D′−1/2A′D′−1/2) ·X (1)

Where A’ = A + I denoted the adjacency matrix with
inserted self-loop and D′ii =

∑
A′ij its diagonal degree

matrix. The adjacency matrix can include other values than 1
representing edge weights via optional edge weight Ew tensor.

Its nodes wise formulation is given by:

X ′i =
∑

j∈N(v)
⋃
i

(
ei,j√
d′j · d′i

·Xj

)
(2)

with d′i = 1+
∑
j∈N(i) ei,j denoted the edge weight from

the source node j to target node i.

In this experiment, the temporal patterns for each disease
knowledge graph simulate changing nodal features and ad-
jacency matrix for each time instance by creating dynamic
graph data for each disease. To perform spatial convolution
operations for each time instance. The knowledge graph data
is passed to T parallel spatial convolution layers, where T
represents the length of disease trajectory (the number of time
instances recorded in the disease knowledge graph).

A tensor of (Nf , Ei, Ew) can be used to represent the
input feature of a spatial graph convolutional layer, where
Nf represents node features (symptom labels) of the dynamic
disease knowledge graph, Ei represents the edge index of the
dynamic graph data, and Ew represents the edge weight of the
dynamic graph data. A new tensor with the shape of (output
Channel, Number of nodes, dimension of node features) is
generated by using the Conv2D layer which is the standard
2D convolution layer. This is implemented using [1,1] kernel
size and (4,4) stride as features on the input tensor, which is
obtained by multiplying the input matrix with learnable weight
matrix W and adding the bias b. The graph convolution is the
result of the product of the normalised adjacency matrix A’
and the new tensor’s 2nd dimension. Finally, a tensor with the
dimensions (output Channel, Number of Nodes, Node Features
Dimension) can be created.

Fspatial = GCN(Fin) = A′ × F ′in (3)

F ′in =
∑

Fin ·W + b (4)

B. Temporal Convolutional Layer

The dynamic disease graph’s temporal aspect is created
by stacking the output of the spatial convolutional layer and
generating a feature matrix. The temporal axis is well-ordered,
with the duration of the disease trajectory limitation, allowing
for a straightforward convolutional process to extract temporal
information.

The input feature matrix Fspatial is implemented as a
tensor with the dimensions (T, Number of nodes, spatial Output
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Fig. 4. The Fspatial Denotes the Output Features of Spatial Convolutional Layer in Time Order, Ftemporal Denotes the Output Features of Temporal
Convolutional Layer, Y’ Denotes the Predicted Disease Class.

channel), where T is the length of the illness trajectory. The
temporal kernel size is a parameter that controls how many
timestamps are included in the disease graph sequence. The
temporal convolutional layer’s output channel dimension was
determined by parameter γ [19].

Output channel = (Input Channel − y) + 1 (5)

Thus, inspired by [20], [21], the temporal convolution
operation can be defined as

Ftemporal = TCN(Fspatial) =

γ−1∑
i=0

Fspatial ·W + b (6)

V. RESULT

A. Objective Function

Cross-entropy loss is used as the objective function because
disease prediction is a multi-class classification task. Using
cross-entropy loss, the loss is quantified between the ground
truth class d and the model output y’, represented by the
following formula:

loss(y′, d) =
1

n

∑
dT · log(y′) + (1− d)T · log(1− y′) (7)

where n is the total number of category classes.

B. Implementation Details

All the mentioned approaches are implemented using Py-
Torch 1.9.0, PyTorch-Geometric, PyTorch Geometric Tempo-
ral. All training processes are refined through Nvidia T4 GPU
of 8.1 TFLOPS Performance and CUDA 11.1 with Intel(R)
Xeon(R) processor. The dataset is then divided into various
proportions to assess the performance of the model. It is
haphazardly separated into training, validation, testing set in a
0.70 : 0.15: 0.15.

C. Baseline Methods

A comparison is established with the models given below in
Table 3, but since the other models work on different datasets a
direct comparison cannot be made. However their performance
is highlighted with respect to the proposed model in terms of
their accuracy, precision, recall, etc.. These models are:

• Graph Neural Disease Prediction model is proposed in
[9] which also implements STGCN blocks on patient
data for prediction.
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Fig. 5. Validation Accuracy and Test Accuracy Score for each Epoch

TABLE III. COMPARISON WITH OTHER DISEASE PREDICTION MODELS (CONSIDER METRIC AS ACCURACY IF NOT MENTIONED OTHERWISE)

Sr No. Model Dataset used Number of Classes Performance Metrics
1 Proposed EMR [11] 100 98.00%

2 DP-GNN [13] Proprietary EMR 71 Recall - 75.70%
Precision - 22.40%

3 Inception GCN [7] TADPOLE [22] 1 83.40%
2*4 2*RPL [23] PLAGH [24] 2*65 AUC - 74.30%

MIMIC [4] AUC - 63.9%
2*5 2*GNDP [9] MIMIC [4] 171 86.29%

EHR Database 154 87.49%
2*6 2*LPNL [25] TADPOLE [22] 2*1 91.85%

UKBB 63.91%
7 HRP [26] NHANES [27] 13 85.50%

8 GMAN [3] MIMIC [4] 50 Recall - 62.13%
Precision - 63.46%

• This is a GNN model for disease prediction proposed
in [13] (DP-GNN). The authors map a graph of
symptoms linked to the diseases and then use Graph
Neural Networks to test their model.

• The model InceptionGCN is proposed in [7]. The
author’s utilise GCN layers in their model, however
it is used to predict only one class of brain disease.

• The model proposed in [23] utilises Reinforcement
Path Learning (RPL) over knowledge graph to predict
diseases.

• This model, [25] makes use of simple Multilayer
Perceptrons and Latent patient Network (LPNL) in
order to predict diseases.

• The model given in [26] describes a method for rep-
resenting symptoms in the form of knowledge graphs
for health risk prediction (HRP).

• Graph Mutual Attention Network (GMAN) - This
model [3] makes use of attention layers over graph
convolution layers for disease prediction.

D. Evaluation Results

The model is trained to differentiate among 100 unique
diseases by using 308 unique symptoms. Using LabelEncoder
each disease is given a unique label id from 1-100, similarly the
symptoms are labelled. For batching, 10 dynamic knowledge
graphs are used per batch, and the spatialγ and temporalγ is
set to 6. Thus, the channel size and the temporal size will be
5.

After preprocessing, the data set is stratified based on
diseases label, and then passed to the Spatial layer. The input
here is of the size [10x10x11x5] (which is [batchsize x features
x nodes x channel size]), the output of which is passed to
the Temporal Layer which is of the size [10x10x11x5], where
LeakyReLU is used as the threshold function (with a negative
slope of 0.01). This is then passed through Global Pooling
Layer where the output dimensions are [10x5x11x1] (which
is [batch size x temporal size of features x nodes x new
aggregated channel size]) and is then concatenated to shape
[10x55].

The completely linked layer receives the output from here.
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The first layer, which is a Linear layer, has an input of
[10x55] and an output of [10x128]. This is normalised using
the received output via a BatchNorm1D layer and then ReLU
is used as the threshold function. Then a dropout layer is
initialised, with a probability of 0.3, before passing it to the
final Linear Layer which has an input of [10x128] and output
of [10x100]. Then finally, ReLU is used as the threshold
function so that whichever node has the highest value will
be the predicted label, and hence the predicted disease.

The model was trained for 10 epochs, in which the vali-
dation accuracy obtained is 98.00%, and the test accuracy is
98.66% for γ = 6.

This accuracy indicates that there is a lot of merit in using
temporal dependencies for disease prediction, especially by
using the proposed method. This model can be also used
practically in clinical sciences as a robust healthcare artificial
intelligence system.

In Fig. 5, the validation accuracy and the test accuracy is
plotted with respect to each epoch. It can be observed that there
is an increasing trend and the model achieves high accuracy
in a few epochs only.

E. Comparison with Baseline Models

A comparison is established with the given models in Table
III, and their features are highlighted, namely the dataset they
use, number of classes that were utilised and the accuracy (or
the precision, recall, Area Under the Curve [AUC]) of their
models.

The GNDP model [9] has been tested on the MIMIC-III
dataset [4], so a direct comparison cannot be made, but the
paper also makes use of Spatial Temporal Blocks to construct
their architecture. In their network, they implement 5 STGCN
units, pool the outputs at specific blocks, and then finally
pass the output to the fully connected layer. Compared to
that, the model only makes use of one STGCN unit before
passing the output to the fully connected layer. It is also
important to mention here that in GNDP, the input is processed
differently from how the model processes the input, and hence
the simplicity. GNDP model achieves a maximum accuracy of
86.29% on MIMIC.

VI. CONCLUSION

This paper proposes a novel deep learning framework
STGCN for disease prediction, integrating graph convolution
through Spatio-temporal convolutional blocks. GNDP solves
the constraints of earlier techniques by using GNNs to learn
spatial and temporal patterns from patients’ sequential graph
data, in which medical ontology knowledge and EMR in-
formation travel down distinct channels at different levels.
The proposed model beats other state-of-the-art methods on
datasets, demonstrating that it has a lot of potential in spatial-
temporal structures.

These features are quite promising and practical for schol-
arly development. Moreover, the proposed framework can be
applied to more general Spatio-temporal structured sequence
prediction scenarios, such as evolving drug linkage, and pref-
erence prediction in diagnosis systems, etc.

VII. FUTURE WORK

In this paper, a template and a model is proposed that
works well on that template, however the major challenge that
was encountered was the absence of medical datasets in the
structured format that is proposed. More work can be done to
devise a model which converts EMR or EHR reports into a
graph structure that [11] utilises and thus the temporal nature
associated can be better exploited.

There is also a need of further structured data for disease
prediction uses. The model can be better trained and would
definitely give us more accuracy if the temporal as well as
the sequential dependencies of the symptoms could be better
utilised. For example, a fever is associated with a cold, which
is associated with cough. These semantics and dependencies
give the symptoms a structure which can be then utilised by
the STGCN model directly.

Furthermore, methods could be devised to convert popular
EMR databases such as [4] can be converted to the format
that is proposed in order to establish better comparisons. This
is challenging due to varied nature of each database to store
information, and the diverse nature of writing reports.
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Abstract—In a security environment featuring subjects and
objects, we consider an alternative to the classical password
paradigm. In this alternative, a key includes a password, an object
identifier, and an authorization. A master password is associated
with each object. A key is valid if the password in that key
descends from the master password by using a validity relation
expressed in terms of a symmetric-key algorithm. We analyse
a number of security problems. For each problem, a solution
is presented and discussed. In certain cases, extensions to the
original key paradigm are introduced. The problems considered
include the revocation of access authorizations; bounded keys
expressing limitations on the number of iterated utilizations of
the same key to access the corresponding object; repositories,
which are objects aimed at storing keys, possibly organized into
hierarchical structures; and the merging of two keys into a single
key featuring a composite authorization that includes the access
rights in the two keys.

Keywords—Access authorization; key; password; revocation;
security

I. INTRODUCTION

We will refer to the classical security paradigm featuring
active entities, called subjects, that generate access attempts
to passive entities, called objects [15], [16], [20], [24], [29].
A subject can be a process, or the activity generated by the
occurrence of an event, e.g. a hardware interrupt. Objects are
typed. The definition of the type of a given object includes the
specification of a set of values, and a set of operations that
act on these values. For each operation, the type definition
specifies the access authorization, i.e. the set of access rights,
that is necessary to execute this operation successfully.

In an environment featuring subjects and objects, a basic
problem is to allow subjects to certify permission to access
objects, i.e. the subject should possess the corresponding
access authorization [6]. A classical solution is based on the
association of a number of passwords with each object, one
password for each significant access authorization [4], [13]. In
this solution, a subject that holds a password for a given object,
and is aimed at executing a given operation on that object,
presents the password to the object. If the password is valid,
and the access authorization associated with the password
includes the required access rights, then the execution of the
operation is permitted.

Password proliferation is an inherent problem in password
systems. Let us refer to an object type defining four access
rights, for instance. In this type, up to fifteen passwords are
necessary, if all access right combinations are meaningful.
Significant memory requirements follow from the necessity to
store these passwords within the internal representation of each
object. Alternatively, we can associate a password with each

access right. This solution reduces the memory requirements,
but is prone to significant complications of the whole password
management process. For instance, a subject that should be
granted a full access authorization that includes all the access
rights for a given object must possess all the passwords defined
for that object. The arguments of an operation requiring several
access rights must include as many passwords. A subject that
is aimed at passing an access authorization to a recipient
must transmit one password for each access right in the
authorization.

In a different approach, we associate a master password
with each object. This password is generated at random when
the object is created. Master passwords should be large and
sparse, according to the overall security requirements of the
system. A subject certifies its own right to access an object
whose identifier is id by presenting a key K referencing this
object. The key has the form K = (psw, id, au), where au
specifies an access authorization, and psw is a password.
The key is valid if the password is valid, i.e. if psw =
Emp(id || au), where the || symbol denotes a concatenation. In
this validity relation, E denotes a symmetric-key algorithm, the
password cipher, which is universally known. The password is
valid if it is the result of the application of the password cipher
to the concatenation of the identifier and the authorization.
The encryption key is the master password of the object
identified by id. If the password is valid, possession of the
key grants access to the object, to carry out those operations
that are authorized by the access rights in au, according to the
specification of the object type. The au field features one bit
for each access right. If a given bit is asserted, the authorization
includes the corresponding access right. Thus, for instance, an
au field of all 1’s corresponds to a full access authorization
including all the access rights. A subject certifies possession
of a full access authorization for the given object by a single
key, i.e. key (psw, id, 11 . . . 1).

In this approach, a single password, the master password,
needs to be stored into the internal representation of each
object, and a single key is necessary in each operation to certify
possession of the access authorization required by that oper-
ation. A subject that holds an access authorization expressed
in terms of a given key can transmit this authorization to a
recipient by copying the key to the recipient.

The rest of this paper presents the background, first (Sec-
tion II). Afterwards, with reference to a key-based method of
password specification and storage, a collection of significant
problems is analysed, which are connected with password
utilization and management. The problems considered include
the revocation of access authorizations (Section III); bounded
keys aimed at forcing upper limits to the number of successful
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key utilizations (Section IV); key repositories, which are
containers for collections of keys that can be connected to
form a hierarchy (Section V); and a mechanism to merge
two or more keys into a single key including all the access
rights in the respective authorizations (Section VI). For each
problem, we present a solution in terms of the corresponding
password treatment approach. Extensions to the key format are
introduced.

II. BACKGROUND

Password capabilities are a well-known implementation of
the password concept, which was introduced in Section I [5],
[9], [10], [14], [21]. Several computing systems implementing
an object referencing approach based on password capabilities
were designed and actually implemented in the past. Examples
are Annex [19], Walnut [4], Mungi [9], Opal [5], and the
Password Capability System [1]. In a password capability
environment, a set of passwords is associated with each given
object, one password for each significant access authorization.
A password capability is a pair (psw, id) where psw is a pass-
word, and id is an object identifier. A subject that possesses
a given password capability can access the named object to
carry out those operations which are made possible by the
access rights in the authorization associated with the password.
If passwords are sparse, large, and generated at random, it
is virtually impossible for an attacker to generate a valid
password capability from scratch. It follows that password
capabilities can be freely mixed in memory with ordinary
information items. In this respect, password capabilities are
an important improvement over the capability concept [12].
In a classical capability environment, the specification of the
access authorization is part of the capability [7], [17], [22].
Consequently, capabilities should be segregated, into reserved
memory regions [11], or by taking advantage of memory
tagging techniques [2], [3], [18], [28].

Password capabilities suffer from the password prolifera-
tion problem. For a type defining several access rights, many
passwords should be stored into the internal representation
of an object of that type, one password for each meaning-
ful access authorization. Negative effects follow in terms of
complicated password management and high memory costs for
password storage, especially for forms of fine-grained object
access security featuring small-sized objects.

Consider a subject that holds a password capability includ-
ing the password for a given access authorization. The subject
may transfer the authorization to a recipient by passing the
password capability to the recipient. In turn, the recipient can
transmit the authorization further, by new actions of a password
capability copy. Now suppose that the original subject is aimed
at revoking the grant from the recipients. If the subject owns
the object, it can modify the password. This form of revocation
extends automatically to all subjects that hold a password
capability expressed in terms of that password. However, we
cannot reduce the authorization by eliminating a subset of the
access rights associated with the password, and we cannot limit
the revocation to a specific subset of the subjects.

Of course, after changing a password, the object owner can
proceed to a new distribution of password capabilities with
the new password to selected recipients. The whole process is

much more complicated than implied by the desired effect.
This is especially the case for those subjects that received
the password capability through intermediate recipients, which
may well be unwilling, or even unable, to cooperate in the new
distribution. In fact, one of the main advantage of password
capability systems is simplicity in access right transmission
between subject. This simplicity should be also preserved for
revocation.

No bound exists on the transmission ability of a subject
that holds a given password capability. In fact, the subject is
free to pass the password capability to an unlimited number
of recipients. In turn, each recipient can transmit the password
capability further. In the original definition of the password
capability concept, no mechanism is provided to limit this form
of password capability proliferation.

The password capability format does not include an autho-
rization field. It follows that we cannot argue the authorization
granted by a given password capability by inspection of the
password capability itself. In fact, in the original password
capability paradigm, the association between a password for
a given object and the authorization granted by that password
is part of the internal representation of the object. An ad-hoc
operation would be necessary to convert passwords into the
corresponding authorizations.

III. REVOCATION

At the security system level, the key-based approach in-
troduced in Section I is supported by a collection of system
primitives for object and key management (Fig. 1). A first
example is K ← new(T, arg0, arg1, . . . ). In the execution
of this primitive, the constructor of type T is used to create
a new object of this type, according to the specifications of
the type. Arguments arg0, arg1, . . . are transmitted to the
constructor. The primitive returns a key referencing the new
object, with a full access authorization that includes all access
rights. Primitive delete(K) uses the destructor of the type
of the object referenced by key K to delete this object.
The execution terminates correctly only if K specifies an
access authorization that includes access right OWN. Primi-
tive exec(K, op, arg0, arg1, . . . ) executes operation op on the
object referenced by key K. Arguments arg0, arg1, . . . are
transmitted to op. The execution terminates correctly only
is K specifies an access authorization that includes all the
access rights required by op. Finally, let K0 = (psw0, id, au0)
be a key, and msk be a mask having the same size as an
authorization. Primitive K1 ← reduce(K0,msk) returns a key
K1 = (psw1, id, au1) referencing the same object as key K0,
with the reduced authorization au1 that results from relation
au1 = au0 & msk, i.e. the bitwise AND of authorization au0

and mask msk. The execution of this primitive uses the validity
relation and the master password of the object identified by id
to evaluate the new password psw1.

One of the main advantages of a password-based envi-
ronment is simplicity in access right distribution. Consider
a subject that holds the password corresponding to a given
authorization. The subject can grant this authorization to one or
more recipients by simply distributing a copy of the password
to these recipients. In turn, each recipient can grant the
authorization to additional subjects, by further password copy
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K ← new(T, arg0, arg1, . . . )
Uses the constructor of type T to create a new object of this type.
Arguments arg0, arg1, . . . are transmitted to the constructor. Returns
a key referencing the new object, with a full access authorization that
includes all access rights.
delete(K)
Uses the destructor of the type of the object referenced by key K to
delete this object. K should specify access right OWN.
exec(K, op, arg0, arg1, . . . )
Executes operation op on the object referenced by key K. Arguments
arg0, arg1, . . . are transmitted to op. K should specify all the access
rights required by op.
K1 ← reduce(K0,msk)
Returns a key K1 = (psw1, id, au1) referencing the same object
as key K0 = (psw0, id, au0), where au1 = au0 & msk, the &
symbol denotes a bitwise AND, and mask msk has the same size as
an authorization.

Fig. 1. Primitives for Object and Key Management.

actions. We will now consider the case that the original subject
modifies its own intention, and is aimed at revoking the grants
from the recipients. Revocation is especially useful to comply
with the principle of least privilege: at any given time, each
subject should possess only those access privileges that are
necessary at that time for its legitimate purposes [23], [25]–
[27].

Of course, by changing the password associated with
a given authorization we obtain a form of revocation that
includes only this authorization. The revocation involves all
the subjects that received the authorization in the form of that
password. Restricting revocation to a subset of these recipient
subjects is a problem that is hard to solve. We can modify
the password, and then proceed to a distribution of the new
password to the desired recipients. However, consider the case
of a recipient that was reached by means of two or more
distribution steps through intermediate subjects. Collaboration
will be necessary in the new distribution, but these intermediate
subjects may well be unwilling, or even unable, to cooperate.

In our key-based environment, consider a subject that holds
a key for a given object, and distributes a copy of this key to
one or more recipients. A form of total revocation that involves
all access authorizations can be obtained at little effort by a
system primitive having the form K1 ← mpReplace(K). The
execution of this primitive modifies the master password of
the object referenced by key K, whose authorization should
specify all access rights. The primitive returns a key K1

defined in terms of the new master password and including
all access rights. After the execution of this primitive, all keys
generated by using the old master password are revoked; it
will no longer possible to use these keys for successful object
accesses. However, it is impossible to take advantage of an
approach of this type to implement forms of revocation that
involve only a subset of the recipients, or only a subset of the
access rights. We will now introduce more flexible approaches
to the solution of the revocation problem.

A. Instances

A first approach is based on a different form of the access
authorization field. In au, we associate more than a single bit
with each access right. This means that we can have several

Fig. 2. An Access Authorization Field Featuring Four Instances of n Access
Rights.

instances of the same access right. Fig. 2 considers an example
of an access authorization field featuring four instances of n
access rights. For the i-th access right in the authorization,
these instances are named aui,0 to aui,3. If bit aui,j is asserted,
then the access authorization includes instance j of access
right i. The internal representation of each object is modified
to contain an authorization mask, which applies to all keys
referencing that object. The structure of the mask is similar to
that of an authorization field. If maski,j is cleared, then aui,j

is revoked.

When a subject generates an access attempt to a given
object, the key presented by the subject is considered to certify
the access. The access is permitted if, for each access right
required by the access, at least one instance is asserted in the
authorization field of the key, and this instance is not revoked
by the corresponding mask bits. Conversely, the object access
is negated if all instances of one or more of the required
access rights are cleared, or are revoked by the mask. Let eff
denote the effective authorization resulting from the bitwise
AND of the authorization field and the mask; thus we have
eff = au & mask. The i-th access right is granted by the key
if at least one instance of this access right is asserted in eff,
that is, for m instances, effi,0 ∨ effi,1 ∨ · · · ∨ effi,m = 1. In the
mask, the bits corresponding to instance 0 are always asserted
for all access rights. It follows that, in a key, an access right
in instance 0 is never revoked.

The primitives to create and access objects, introduced
previously and illustrated in Fig. 1, should be modified to deal
with effective authorizations. When primitive new is issued to
create a new object, the mask of that object is set to all 1’s,
to validate all access right instances. The key returned by new
features an access authorization that includes all access rights
in all instances. The execution of primitive delete(K) termi-
nates successfully only if the effective authorization granted
by key K includes access right OWN. In the execution of
primitive exec(K, op, arg0, arg1, . . . ), the effective authoriza-
tion should include the access rights required by the operation
specified by argument op.

The mask of a given object can be modified by issuing
primitive mask(K,msk). Argument K is a key referencing
the object, argument msk is the new mask, which should
specify all 1’s for instance 0. The execution accesses the
internal representation of the object to modify the mask. The
operation terminates successfully only if key K specifies all
access rights in instance 0.

B. Categories

In a different approach to access right revocation, we
extend the key format to include the specification of a category.
A key assumes the form K = (psw, id, t, au), where the t field
specifies the category. Each category has a degree. The degree
of a given category expresses a limitation on the access rights
granted by every key in that category.
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changeDegree(K, t, d)
Assigns degree d to category t of the object referenced by key K,
which should specify category 0.
K1 ← changeCategory(K, t)
Returns a new key in category t for the object referenced by key K,
with the same access authorization. K should specify category 0.

Fig. 3. Primitives for Category Management.

Let us refer to an object type featuring n access rights.
As seen in Section I, authorization field au is encoded in n
bits, one bit for each access right. If a given bit is asserted,
the corresponding access right is part of the authorization. The
internal representation of each object is modified to include a
category table featuring an entry for each category. The entry
for a given category contains the degree of that category. A
degree is encoded in n bits. For a given key, the effective
authorization results from the bitwise AND of the au field and
the degree of the category specified by the t field. It follows
that a degree of all 1’s for a given category implies that all the
access rights in the authorization of a key in that category are
effective. Conversely, a degree of all 0’s means that all these
access rights are revoked.

In an extended key environment featuring categories, the
primitives for object management, introduced previously and
illustrated in Fig. 1, should be modified to deal with degrees.
Primitive new assigns degree 0 to all categories, and returns
a key featuring category 0. This category is special in that its
degree always is all 1’s, and cannot be changed. The execution
of primitives delete and exec considers the effective access
authorization granted by key K, as follows from the compound
effect of the authorization field and the degree of the category
specified by the key.

Category management is supported by two primitives
(Fig. 3). Primitive changeDegree(K, t, d) makes it possible
to modify category degrees. Its execution assigns degree d
to category t of the object referenced by key K. The exe-
cution is successful only if K specifies category 0. Primitive
K1 ← changeCategory(K, t) returns a new key in category
t for the object referenced by key K, with the same access
authorization. The execution is successful only if K specifies
category 0.

C. Comparison

Let us refer to the classical properties of an access right
revocation system [8]. In the approach based on access right
instances, revocation is partial, that is, we can revoke any
desired subset of the access rights. To this aim, we clear the
mask bits corresponding to these access rights in all instances.
Revocation is selective, that is, we can revoke an access right
from a subset of the recipients of that access right. To this
aim, we clear the mask bits of the instances specified by the
keys held by these recipients. Revocation is independent, that
is, keys received from different distributors can be revoked
independently of each other, if these keys specify different in-
stances of the same access rights. Revocation is transitive, that
is, it propagates to all copies of the same key, independently
of the path followed by the copy to reach its recipient; and
in fact, a key copy cannot be distinguished from the original.

Revocation is temporal, as it can be reversed through the same
mechanism, i.e. the mask, by setting the mask bits that were
cleared for revocation.

In the category-based approach, we can obtain a partial re-
vocation by clearing the bits of the degree field corresponding
to the access rights to be revoked from the category. Selective
revocation is intrinsic in the category model, and will be
simply obtained by clearing the degree of selected categories.
Independent revocation can be obtained at little effort for keys
belonging to different categories, by modifying the degree of
only those categories that are involved in the revocation; the
other degrees will be left unaltered. Transitive revocation is
implicit in the key model. Finally, temporality can be obtained
by simply setting the bits of the degree that were cleared for
revocation to reverse the effects of the revocation.

Instances imply no modification of the key format. In fact,
instances need to be introduced only in those object types for
which an option for revocation is necessary. In these types, the
access authorization field will be extended to include several
bits for each access rights. The size of the extension will be
decided on a type basis. In fact, we can have different numbers
of instances for different types. Conversely, in the category
based approach, the key format should be extended to include
the category field. This modification applies to all types. The
number of categories is fixed for all types, and is determined
by the size of the category field.

The memory costs of instances are connected with mask
storage and the size of the access authorization field, which is
increased to include several bits for each access rights. For four
access rights and four instances of each access right, a two-
byte access right field and a two-byte mask will be necessary.
These memory costs are to be paid only for those object types
for which revocation is necessary. On the other hand, a four-bit
category field is sufficient to implement up to 16 categories.
The memory costs for storage of the category table in the
internal representation of each object are quite limited. Let us
refer to an object type defining four access right, for instance.
In a situation of this type, for 16 categories, a 64-bit word will
be sufficient.

IV. BOUNDED KEYS

The password paradigm, as is implemented by the key
construct, implies no limitation on iterated utilizations of the
same given key to access the corresponding object. We will
now present an extension of the key concept aimed at forcing
an upper bound to the number of successful applications of
the same key.

We modify the key format by introducing a new field,
the bound field b. In the new format, a bounded key B is a
quadruple B = (psw, id, au, b) (Table I). The validity relation
is modified to take the bound field into account. The key is
valid if psw = Emp(id || au || b), where mp is the master
password of the object identified by id, au is the authorization
granted by the key, and b identifies the bound. A bound table
is associated with each object. The bound table features an
entry for each bound. The entry for a given bound contains the
extent of that bound. The extent is the total number of times
that bounded keys in that bound can be successfully used to
access the object (if the extent is 0, these keys can no longer
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TABLE I. BOUNDED KEY FORMAT

B = (psw, id, au, b): bounded key
psw = Emp(id || au || b): validity relation
psw: password
id: object identifier
au: access authorization
b: bound
E: password cipher
mp: master password

be used). If the bound is 0, then the key is a primary key that
has no bound, and can be used for an unlimited number of
accesses to the object.

The bound table of a given object will be stored as part
of the internal representation of the object. The memory
requirements for storage of the bound table are determined by
the number of bounds and the maximum extent permitted for
each bound. For instance, a bound field of three bits allows for
up to 7 bounds (bound 0 being reserved to specify a primary
key). If an extent is encoded in 16 bits, for each bound we
can have up to 65,535 executions of the exec primitive using
a bounded key in that bound. In a configuration of this type,
the whole bound table can be contained in two 64-bit words.

A. Primitives

The primitives for object management, introduced in Sec-
tion III and illustrated in Fig. 1, should be modified to deal with
bounds and extents. Primitive B ← new(T, arg0, arg1 . . . )
uses arguments arg0, arg1, . . . in the constructor of type T
to create a new object of this type, and returns a primary key
for that object, which includes all acces rights. The extents
of the bounds of the object are all equal to 0. This means
that the object can only be accessed by using the primary
key, until one or more bounds are recharged to specify new
extents (see below). Primitive delete(B) uses the destructor of
the type of the object referenced by bounded key B to delete
the object. B should be a primary key, and should include an
access authorization that specifies access right OWN. Primitive
exec(B, op, arg0, arg1, . . . ) uses arguments arg0, arg1, . . . to
execute operation op on the object identified by id. The
execution is successful if B specifies an access authorization
that includes all the access rights required by op. B should
be a primary key, or the extent of the bound of B should be
greater than 0. If this is the case, the extent is decremented by
1.

The primitives for bound management are summarized in
Fig. 4. Primitive e ← extent(B, b) returns the extent e of
the bound b of the object referenced by bounded key B,
which should be a primary key. Primitive recharge(B, b, e)
increments the extent of the bound b of the object referenced
by bounded key B by quantity e. B should be a primary key.
Primitive B1 ← newBound(B0, b) returns a bounded key B1

referencing the same object as bounded key B0, with the same
access authorization and bound b. B0 should be a primary key.

V. REPOSITORIES

The Repository data type allows us to define objects aimed
at key storage [15]. A name is associated with each key in a

e← extent(B, b)
Returns the extent e of the bound b of the object referenced by bounded
key B, which should be a primary key.
recharge(B, b, e)
Increments the extent of the bound b of the object referenced by
bounded key B by quantity e. B should be a primary key.
B1 ← newBound(B0, b)
Returns a bounded key B1 referencing the same object as bounded
key B0, with the same access authorization and bound b. B0 should
be a primary key.

Fig. 4. Primitives for Bound Management.

TABLE II. ACCESS RIGHTS IN THE Repository TYPE.

Access right Operation
GET read
PUT write
INSPECT list
OWN delete

repository. The name is unique within the repository, that is, it
will never be the case that two keys in a given repository are
associated with the same name (on the other hand, the same
key name can be freely used in different repositories).

Table II enumerates the access rights that are included in
the definition of the Repository type. For each access right, the
table shows the operation whose execution is made possible
by that access right. For a given repository, access right GET
makes it possible to read those keys in the repository whose
names are known. Access right PUT makes it possible to insert
keys into the repository. Access right INSPECT allows us to
read the names of the keys in the repository. Access right
OWN allows us to delete the repository.

Fig. 5 presents the operations defined by the Repository
type, and gives short indications of the effects of the execution
of each of them. Primitive K ← new(Repository) uses the
constructor of the type to create a new, empty repository, and
return a key referencing that repository, with a full access
authorization that includes all the access rights. Primitive
delete(K) uses the destructor to delete the repository refer-
enced by key K. This key should specify access right OWN.

The other operations of the Repository type are imple-
mented taking advantage of primitive exec. A first exam-
ple is K1 ← exec(K0, read, nm). The execution of this
operation accesses the repository referenced by key K0 to
return the key named nm in that repository. The execution
is successful if K0 specifies access right GET. Operation
exec(K0, write, nm,K1) adds key K1 to the repository refer-
enced by key K0, and associates name nm to K1. K0 should
specify access right PUT. Operation lst ← exec(K, list)
returns a list of the names of the keys contained in the
repository referenced by key K. This key should specify access
right INSPECT.

A. Hierarchies

The Repository object type makes it possible to organize
keys into hierarchies. In an organization of this type, each
repository can include keys for other repositories at a lower
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K ← new(Repository)
Uses the constructor of the Repository type to create a new, empty
repository. Returns a key referencing that repository, with an access
authorization that includes all access rights.
delete(K)
Uses the destructor of the Repository type to delete the repository
referenced by key K, which should specify access rigth OWN

K1 ← exec(K0, read, nm)
Returns the key named nm taken from the repository referenced by
key K0, which should specifies access right GET.
exec(K0, write, nm,K1)
Adds key K1 to the repository referenced by key K0, and associates
name nm to K1. K0 should specify access right PUT.
lst← exec(K, list)
Returns a list of the names of the keys stored in the repository
referenced by key K, which should specify access right INSPECT.

Fig. 5. Operations of the Repository Type.

hierarchical level. Each repository can also include keys for
objects of any other type, which represent the leaves of the
hierarchy. In a given repository, the name associated with each
key identifies the object referenced by that key.

A subject that knows the name of a key in a given
repository, and possesses a key for that repository with access
right GET, can access the repository to read the key. If the
subject does not know the key name, it can use the list
operation, but an action of this type requires access right
INSPECT for the repository.

B. Access Right Amplification

The read operation implements a form of access right
amplification, whereby a subject that possesses access right
GET for a given repository can read the keys in that repository
independently of the access rights specified by these keys. For
instance, consider the case of a repository R0 that includes a
key K referencing another repository R1, and K specifies all
access rights. A subject that possesses a key for R0 featuring
a single access right, GET, can read K from R0. In this way,
the subject acquires a full access authorization for R1, which
is an amplification of the authorization that the subject holds
for R0.

VI. MERGING KEYS

Let us refer to a subject S that holds two keys that
reference the same object, say K0 = (psw0, id, au0) and
K1 = (psw1, id, au1), where id is the object identifier. Let
us suppose that the type of the object includes an operation
op whose execution requires both the access rights in au0 and
the access rights in au1. Primitive exec(K, op, arg0, arg1, . . . )
features a single key, whose authorization field should include
all the required access rights. It follows that subject S is not
in the position to execute op, unless the two keys K0 and
K1 are merged to form a single key including the union of
the access rights in the authorizations. To this aim, primitive
K ← merge(K0,K1) can be provided. The execution of
this operation returns a key K = (psw, id, au) for the object
identified by id. K features an authorization au that includes
the union of the access rights in au0 and au1.

It should be noted that merge implement a form of access
right amplification. In the example above, by using merge,
subject S amplifies its own execution ability to include oper-
ation op, which would be negated in the absence of merge. In
fact, the decision to include merge in the set of primitives of
the security system is a design choice. If this form of access
right amplification should be permitted, merge will be made
available.

In a more flexible approach, an ad-hoc access right, the
JOIN access right, will be required in all the keys involved in
an access right merging activity. In this case, in the example
above, a successful execution of primitive merge will be
possible only if both keys K0 and K1 include JOIN in the
respective authorizations.

Primitive merge also supports a form of cooperation be-
tween subjects. Consider two subjects S0 and S1 that hold
keys K0 and K1, respectively. These subjects cannot execute
an operation requiring the union of the access rights in au0

and au1, unless they agree to merge the two keys.

VII. CONCLUSION

With reference to a security system featuring subjects and
objects, we have considered a paradigm of object access, which
is an alternative to classical password-based environments. Our
paradigm takes advantage of keys. In particular:

• The key definition includes a password, an object
identifier, and an authorization.

• A master password is associated with each object. A
key is valid if the password descends from the master
password by using a validity relation expressed in
terms of a symmetric-key algorithm.

We analysed a number of security problems, which include:

• The revocation of access authorizations.

• Bounded keys expressing limitations on the number
of iterated utilizations of the same key to access the
corresponding object.

• Repositories, which are objects aimed at storing
keys, possibly organized into hierarchical structures
whereby each repository may include keys for other
repositories at a lower hierarchical level.

• The merging of two keys into a single key featuring
a composite authorization that includes all the access
rights in the two authorizations.

For each problem, we have proposed a solution expressed in
terms of a key treatment approach. Extensions to the original
key format have been introduced and discussed.

ACKNOWLEDGMENT

This work was supported in part by the Italian Ministry
of University and Research (MUR) in the framework of the
CrossLab project (Departments of Excellence).

www.ijacsa.thesai.org 963 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 13, No. 6, 2022

REFERENCES

[1] M. Anderson, R. D. Pose, and C. S. Wallace, “A Password-Capability
System,” The Computer Journal, vol. 29, pp. 1–8, February 1986.

[2] K. M. Bresniker, P. Faraboschi, A. Mendelson, D. Milojicic, T. Roscoe,
and R. N. Watson, “Rack-scale capabilities: fine-grained protection for
large-scale memories,” Computer, vol. 52, no. 2, pp. 52–62, 2019.

[3] J. Brown, J. Grossman, A. Huang, and T. F. Knight Jr, “A capability
representation with embedded address and nearly-exact object bounds,”
tech. rep., Project Aries, ARIES-TM-005, Artificial Intelligence Lab-
oratory, Department of Electrical Engineering and Computer Science,
Massachusetts Institute of Technology, Cambridge, MA, USA, 2000.

[4] M. D. Castro, R. D. Pose, and C. Kopp, “Password-capabilities and the
Walnut kernel,” The Computer Journal, vol. 51, no. 5, pp. 595–607,
2008.

[5] J. S. Chase, H. M. Levy, E. D. Lazowska, and M. Baker-Harvey,
“Lightweight shared objects in a 64-bit operating system,” in Pro-
ceedings of the Conference on Object-Oriented Programming Systems,
Languages, and Applications, (Vancouver, British Columbia, Canada),
pp. 397–413, ACM, October 1992.

[6] S. De Capitani di Vimercati, S. Paraboschi, and P. Samarati, “Access
control: principles and solutions,” Software – Practice and Experience,
vol. 33, no. 5, pp. 397–421, 2003.
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	2) Block height of the final merged block in the original chain and the block height of the present block in the substitute chain.
	3) The substitute block needs to connect blocks before and after it when replacing the original block, so need to record the total number of merged blocks in the original chain, the Hash of the first and the final merged block in the original chain as well�
	4) Information about all the merged blocks, including the time stamp, version number, the number of unexpired transactions of the blocks on the original chain, details of which are in Table III.
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	1) Bifurcation: If there is bifurcation in the original chain, choose the bifurcating block as the cut-off block. After substitution is finished, no new substitute chain produced until the problem of bifurcation is solved.
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	4) In this system, POW consensus algorithm is used to protect date safety. Although highly probable, it is to be confirmed: algorithms can reach a consensus is ok.
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	6) The second solution would change the traditional system mechanisms greatly, not only to realization, but also to usage. And the Coinbase transaction will become very large. It should be considered.
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	3) The access rights can be updated flexibly and safely by regenerating the relevant parameters of EBGN and CP-ABE. Secondly, the security of privacy protection, access control, and access permission update of blockchain in this paper are analyzed and prov�
	4) Through the performance analysis and comparison of the proposed scheme and similar schemes in terms of computing cost and communication overhead, it is shown that the proposed scheme has significant advantages in terms of computing cost and flexible fin�
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	2) Start and End from Fixed node. Easy, Medium, Hard Map depend on the number of obstacles.
	3) Modified informed algorithms and adjusted all algorithms to make the Mobile Robot pass in four dimensions; now no longer in eight directions to ensure that modified algorithms move with less rotation and short pass.
	4) Compared all algorithms with each other and get results.

	II. Path Planning Problem and Algorithms
	A. Path Planning Problem
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	4) Categorizing different Maps depending on a number of obstacles to: Easy, Medium, and Hard Maps.
	5) Making modifications and adjustments for the informed algorithms by making them work in four dimensions rather than eight directions.
	6) Choosing a single mobile robot to represent only one node mass.
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	a) Dijkstra’s Algorithm: Dijkstra algorithm is one of the oldest algorithms used in path planning. It was published by Dijkstra in 1959. However, it is still being widely used in several applications [24], [25] [26]. The problem which is handled by Dijkstr�
	b) A star search (A* or A-star or A* search): A search method [27][28][29] based on a heuristic function, h (n), where n refer to a node n. Every node is associated an estimation h(n) of a route's cost from n to a goal node, while h(n) is equivalent to the�
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	2) Dijkstra algorithm in Medium Map
	3)  Dijkstra Algorithm in Hard Map.
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