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Editorial Preface 

From the Desk  of Managing Editor…  

It may be difficult to imagine that almost half a century ago we used computers far less sophisticated than current 

home desktop computers to put a man on the moon.  In that 50 year span, the field of computer science has 

exploded. 

Computer science has opened new avenues for thought and experimentation. What began as a way to simplify the 

calculation process has given birth to technology once only imagined by the human mind. The ability to communicate 

and share ideas even though collaborators are half a world away and exploration of not just the stars above but the 

internal workings of the human genome are some of the ways that this field has moved at an exponential pace. 

At the International Journal of Advanced Computer Science and Applications it is our mission to provide an outlet for 

quality research. We want to promote universal access and opportunities for the international scientific community to 

share and disseminate scientific and technical information.  

We believe in spreading knowledge of computer science and its applications to all classes of audiences. That is why we 

deliver up-to-date, authoritative coverage and offer open access of all our articles. Our archives have served as a 

place to provoke philosophical, theoretical, and empirical ideas from some of the finest minds in the field. 

 We utilize the talents and experience of editor and reviewers working at Universities and Institutions from around the 

world. We would like to express our gratitude to all authors, whose research results have been published in our journal, 

as well as our referees for their in-depth evaluations. Our high standards are maintained through a double blind review 

process.  

We hope that this edition of IJACSA inspires and entices you to submit your own contributions in upcoming issues. Thank 

you for sharing wisdom.  

Thank you for Sharing Wisdom! 
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Abstract—Machine learning is widely used in the data 

processing including data classification, data regression, data 

mining and so on, and based on a single type of machine learning 

technology, it is often difficult to meet the requirements of data 

processing; in recent years, the machine learning based on fusion 

has become an important approach to improve data processing 

effect, and at the same time, corresponding summary study is 

relatively limited. In this study, we summarize and compare 

different types of fusion machine learning such as ensemble 

learning, federated learning and transfer learning from the 

perspectives of classification, principle and characteristics, and 

try to explore the research development trend, in order to 

provide effective reference for subsequent related research and 

application; furthermore, as an application of fusion machine 

learning，we also conduct a study on the modeling optimization 

for car service complaint text classification. 

Keywords—Machine learning; fusion; ensemble learning; 

federated learning; transfer learning 

I. INTRODUCTION 

In recent years, machine learning research has developed 
rapidly and achieved widespread attention; with the expanding 
and deepening of the development, it is found that traditional 
machine learning methods often fail to meet the needs of data 
modeling for certain scenarios; therefore, fusion-based 
machine learning has become a research hotspot, and relevant 
research has involved the fields of agriculture, geology, 
environment, machinery, communication, medicine and so on. 
This study summarizes and compares the fusion-based 
machine learning methods from multiple perspectives, it is 
expected that this study could provide support for effectively 
obtaining a general understanding for the research progress of 
the machine learning based on fusion, and explore the research 
development trend based on summary and analysis. 

II. MACHINE LEARNING BASED ON FUSION 

Fig. 1 summarizes the main fusion-based machine learning 
methods from the perspectives of classification, principles, and 
characteristics. 

Fusion-based machine learning involves technology fusion 
and data fusion. 

The technology fusion includes horizontal fusion and 
vertical fusion. The horizontal fusion mainly refers to ensemble 

learning, the ensemble strategies include bagging, blending, 
stacking and so on. The vertical fusion mainly refers to 
different types of neural networks stacking to form multiple 
neural networks, and also includes other multi-layer 
information processing methods based on the stacking of 
different types of basic technologies. 

The Data fusion mainly refers to federated learning which 
is based on distributed model training; and the method of 
transfer learning shares model training results through 
parameters between the models trained based on different parts 
of data, which could be understood as another kind of machine 
learning based on data fusion. 

A. Ensemble Learning 

Ensemble learning commonly uses multiple algorithms to 
train individual models independently of each other, and then 
combines the training results through certain strategy to form a 
comprehensive model based on model horizontal combination 
to improve the modeling effect. 

Different types of machine learning technologies 
commonly have different characteristics, applicability and 
limitation, and ensemble learning could effectively combine 
the advantages of multiple machine learning technologies to 
optimize the effects of machine learning modeling. In recent 
years, ensemble learning has received extensive attention, 
related research had involved agriculture, geology and so on 
[1-2]. 

The basic technologies used in the individual model 
training mainly include the classic technologies such as 
random forest, support vector machine, ridge regression, and 
the technologies based on neural network such as bidirectional 
long short term memory neural network, error back 
propagation neural network and so on; the ensemble strategies 
mainly include bagging, blending and stacking. 

The bagging ensemble strategy is mainly based on the idea 
of voting, for classification issue, the calculation results from 
the individual models could be regarded as votes, and the 
prediction category with the most votes could be took as the 
classification prediction output of the overall ensemble model, 
for regression issue, the weighted average of the outputs from 
multiple individual models could be computed as the output of 
the overall ensemble model. 

Funding Project: Promote the Classification Development of 
College-Construction of Professional Degree Sites of Electronic Information 

(Computer Technology) (5112211038). 
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Fig. 1. Machine Learning based on Fusion. 
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The blending ensemble model usually consists of two 
layers, the first layer is commonly a plurality of individual 
models trained independently, the second layer is another 
individual model, which operate prediction based on the 
outputs of the first layer, and the predicted result from the 
second layer would be used as the final output of the ensemble 
model; to build a blending ensemble model, the dataset is 
commonly divided into a test set and a training set firstly, and 
then the model training of first layer is performed based on the 
training set, and the model training of second layer is 
performed based on the test set. 

The stacking ensemble model commonly includes two 
layers too, the first layer consists of multiple individual models; 
and the second layer is another individual model, which 
conducts prediction based on the outputs of the multiple 
individual models of the first layer; the stacking ensemble 
strategy is similar to the blending ensemble strategy, the main 
difference lies in the data segmentation in the model training, 
in stacking model training, the data used for the first-layer 
model training and the second-layer model training is 
consistent, and in the training of blending model, the training 
data of the second-layer does not intersect with the training 
data of the first-layer. 

Table Ⅰ generally summarizes and compares the research 
examples for the ensemble learning from the aspects of 
ensemble strategy, basic technology, etc. 

B. Transfer Learning 

Transfer learning commonly initializes new model training 
based on pre-trained model parameters, and through little 
applicability adjustment, achieves quickly and effective data 
modeling [3-6]. The transfer learning methods used in related 
research are mainly based on neural network, which commonly 
redesigns the fully connected layer and freeze the other layers 
of the pre-trained model, or freeze part layers and adjust the 
other layers. 

Transfer learning provides an effective alternative approach 
mainly for two kinds of scenarios, one is the data modeling 
based on a limited amount of data, by transfer learning, 
effective modeling could commonly be achieved through 
fine-tuning based on a pre-trained model trained based on 
enough data; the second is the scenario where the machine 
learning model training takes too much time, through transfer 
learning, the pre-trained model could be used as basis to 
quickly realize the modeling for a new dataset, which could 
effectively reduce the training time and reduce the timeliness 
constraint of the model use. 

Transfer learning is commonly based on convolutional 
neural networks, and related methods mainly include four 
categories, including the methods based on AlexNet, the 
methods based on VGGNet, the methods based on ResNet and 
the methods based on DenseNet. Table Ⅱ generally 
summarizes and compares the research examples for different 
kinds of transfer learning from the aspects of research method, 
benchmark method and so on. 

TABLE I. FUSION STRATEGIES OF ENSEMBLE LEARNING AND THE RESEARCH EXAMPLES 

No. 
Integration 

strategy 
Research method Research object References 

1 Bagging 

Individual learning: KNN (k-nearest neighbor), BP (error back propagation neural 
network), GBDT (gradient boosting decision tree), RF (random forest); using 

improved weighted voting strategy 

Electricity theft detection [7] 

Individual learning: DT (decision tree) Personal credit evaluation [8] 

Individual learning: DT Character recognition  [9] 

Obtaining different datasets based on the bootstrap sampling method and training 

multiple BP models separately 
Water bloom prediction [10] 

2 Blending 

Individual learning: GBDT, linear-SVM (linear support vector machine), RBF-SVM 

(radial basis function-support vector machine),  

Fusing: linear-SVM 

Infrared spectroscopy data 
analysis 

[11] 

3 Stacking 

Individual learning: LR (logistic regression), KNN, RF, GBDT 
Fusing: GBDT 

Strains classification of 
Anoectochilus roxburghii 

[12] 

Individual learning: RF, XGBoost, LightGBM 

Fusing: LR (linear regression) 

Gaseous nitrous prediction (in 

air) 
[13] 

Individual learning: RF, GBDT, SVM (support vector machine), RR (ridge 

regression)  

Fusing: RR 

Estimation of summer corn 

fractional vegetation coverage 
(based on drone multispectral 

image) 

[14] 

Basic method: KNN, SVM, RF, GBDT 
Classification of rice 
phenomics entitie 

[15] 

Basic method: KNN, RF, adaptive boosting 
Estimation of nitrogen contents 

in citrus leaves 
[16] 

Basic method: RF, LDA (latent dirichlet allocation), LIBSVM 
Classification of black Goji 

berry 
[17] 
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TABLE II. CATEGORIES OF TRANSFER LEARNING AND THE RESEARCH EXAMPLES 

No. Category Research method Contrast method Research object References 

1 AlexNet 

AlexNet 

SVM (support vector machine, BP 

(error back propagation neural 

network), VGG-19, GoogLeNet 
Inception v2 

Image recognition 

of cotton leaf 

diseases and pests 

[18] 

AlexNet CNN (convolutional neural network) 

Flotation 

performance 

recognition 

[19] 

2 ResNet 

ResNet-101 ResNet-50 

Intelligent 

lithology 

identification 

[20] 

TL-SE-ResNeXt-101 (based on 

improved deep residual network 

SE-ResNeXt-101) 

ResNet-50, VGG-16, DenseNet-121, 

GoogLeNet 

Crop disease 

classification 
[21] 

CDCNNv2 (based on residual 

network ResNet-50) 

ResNet 50, VGG16, VGG19, 

DenseNet 121, Xception 

Crop diseases 

detection 
[22] 

MPDE-VMD+DTL (multiple 

population differential 

evolution-variational mode 
decomposition, deep transfer 

learning) 

BP, ResNet, migration component 

analysis 

Mechanical fault 

diagnosis 
[23] 

3 VGGNet 

VGG-16 AlexNet, ResNet 50, Inception v3 
Grape leaf disease 

detection 
[24] 

Grape-VGG-16 (a kind of grape leaf 

disease identification model) 
New learning 

Grape leaf disease 

recognition 
[25] 

4 DenseNet  

DL–T (based on DenseNet and 
LSTM) 

RNN–T Speech recognition [26] 

DenseNet-GCForest (based on 

DenseNet and deep forest） 
CNN 

Wafer map defect 

recognition 
[27] 

C. Federated Learning 

Federated learning commonly does not centralize training 
data, but is based on distributed model training, independent 
partial model training is performed on multiple terminals based 
on different parts of the data, and the partial training result 
parameters would be centralized, based on which the central 
model parameters could be updated through certain strategy, so 
as to achieve the purpose of integrating multi-source data to 
improve the machine training effect. 

The characteristics and advantages of federated learning 
mainly include three aspects, firstly, it is not necessary for 
federated learning to centralize raw data from different sources 
or terminals, which could effectively protect the data security 
and user privacy; secondly, federated learning could be 
combined with the idea of edge computing, and a large amount 
of data processing workload would be distributed to terminals, 
which could effectively relieve the computational pressure of 
the central node and improve the performance of the overall 
machine learning system; finally, under the condition of 
multi-node computing, since the data transmission between the 
terminal nodes and the central node does not involve the 
transmission of original data but only a small amount of data 
such as training parameters, the data transmission pressure 
could be significantly reduced and the performance of the 
machine learning system could be further optimized. 

With the rapid development and wide application of 
information technology, as the disadvantage side of the 
double-edged sword of the technology, data security and 
privacy security risk are gradually being highlighted; at the 
same time, the application of the internet of things is becoming 

more and more extensive, and there are always more and more 
big data processing scenarios; therefor, federated learning has 
become a hot topic. Related researches have involved the fields 
of communication, medicine, multimedia and so on. In the 
field of communications, Wang Jia Rui et al. (2021) proposed a 
clustered wireless federated learning algorithm for the scenario 
of high-speed internet of vehicle, the test based on handwriting 
recognition model show that under the condition in which the 
channel state is poor and the user transmit power is greatly 
limited, the convergence value of the loss function could be 
effectively reduced based on this method, compared with 
traditional centralized algorithm [28]. Jing Xing Hong et al. 
(2021) proposed a LTE-V2X (long term evolution-vehicle to 
everything) channel estimation algorithm based on federated 
learning, which estimates the time-varying channel based on 
CNN-LSTM-DNN (convolutional neural network-long short 
term memory-deep neural network), and allocates the required 
computation to vehicle users, research result show that the 
method could effectively track the time-varying channel in the 
high-speed mobile scene of vehicle user, which only lose a 
small amount of performance compared with the centralized 
learning algorithm [29]. In medical field, Wang Sheng Sheng 
et al. (2021) proposed a kind of federated learning method 
based on improved RetinaNet and attention mechanism for the 
privacy protection requirements in the model training for 
medical image target detection, and research result show that 
compared with centralized learning method, the model 
performance is slightly lower and the training speed is 
accelerated to a large extent [30]; moreover, Wang Sheng 
Sheng et al. (2021) proposed a kind of machine learning 
method based on federated learning and blockchain for the data 
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protection requirements in the model training for the 
segmentation of new coronary pneumonia chest CT image [31]. 
In multimedia field, Zhao Yu et al. (2020) proposed a kind of 
federated learning method based on lightweight neural network 
and sub-scenario model training for the problem of high 
latency in video surveillance, and research result show that the 
method could improve the accuracy and training speed 
compared with the benchmark method [32]. 

III. APPLICATION OF FUSION MACHINE LEARNING 

As an application of fusion machine learning in natural 
language text classification, this section studies the modeling 
of car service complaint text classification based on ensemble 
learning. 

The research data of this section is from the Beijing Car 
Quality Net Information Technology Limited Company, and 
the dataset used includes 7 classes of car service complaint text 

data，the total data amount is 2100，and the data amount of 

every class is 300. 

The technology route is shown in Fig. 2 

 

Fig. 2. The Technical Route of Ensemble Learning. 

In previous research foundation, we have conducted 
research on the classification modeling of car service complaint 
texts based on RF method and formed corresponding academic 
paper; this section mainly focuses on the modeling 
optimization based on ensemble learning. We take the RF 
model as a basic, and when the highest predicted probability of 
the RF model for different classes is less than the threshold, 
select the class corresponding to the highest predicted 
probability of the RF model, SVC model, and LR model as the 
output of the integrated learning model; the comparison of the 
model prediction effects under different threshold conditions is 
shown in Table Ⅲ. 

TABLE III. PREDICTION COMPARISON UNDER DIFFERENT INTERVENTION 

THRESHOLD CONDITIONS 

No. Threshold Accuracy Recall F1-score 

1 0.1 0.8476 0.8476     0.8495 

2 0.2 0.8476 0.8476     0.8495 

3 0.3 0.8524 0.8524     0.8539 

4 0.4 0.8571 0.8571     0.8597 

5 0.5 0.8476 0.8476     0.8498 

6 0.6 0.8429 0.8429     0.8447 

7 0.7 0.8429 0.8429     0.8447 

8 0.8 0.8381 0.8381     0.8397 

9 0.9 0.8381 0.8381     0.8397 

10 1.0 0.8381 0.8381     0.8397 

Comparison of the prediction effects from different models 
is shown in Table Ⅳ. The research results show that the 
ensemble learning model has the optimal effect, which could 
effectively classify the car service complaint texts. 

TABLE IV. COMPARISON OF THE PREDICTION EFFECTS FROM DIFFERENT 

MODELS 

No. Method Accuracy Recall F1-score 

1 RF 0.8476 0.8476 0.8495 

2 SVC 0.8000 0.8000  0.8022 

3 LR 0.8381 0.8381 0.8408 

4 
Ensemble learning 

(Threshold: 0.4) 
0.8571 0.8571  0.8597 

In general, the threshold-based ensemble learning is an 
effective approach to improve the modeling effect of natural 
language text classification, and the methods based on fusion 
enrich the machine learning to a great extent. 

IV. CONCLUSION AND OUTLOOK 

Generally, different kinds of fusion methods have 
corresponding advantages, applicability and limitation, the 
rapid development of fusion machine learning has built a better 
foundation for further data science research. For the 
technological development trend, in terms of basic research, 
the innovation in the model integration strategies for ensemble 
learning and the innovation in the parameter fusion strategies 
for federated learning would be of great significance; in terms 
of application, the development of fusion machine learning has 
enriched the data modeling methods greatly, and follow-up 
related research could take the characteristics of specific 
scenario as basis to comprehensively consider the applicability 
of traditional machine learning methods and different types of 
fusion machine learning methods to achieve high-quality data 
modeling. In particular, the effective combination of federated 
learning and edge computing would make important social 
value in the fields of big data processing and privacy 
protection. 

In order to provide convenient reference for relevant 
researchers, we have sorted up the research reports cited in this 
paper according to the research field, research object and 
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fusion strategy, as shown in Table Ⅴ, it is expected that 
subsequent researchers could make quick reference based on 
the reference table or take it as the basis for further 
improvement. 

TABLE V. APPLICATION FIELDS OF THE MACHINE LEARNING BASED ON 

FUSION AND THE FUSION METHODS 

Field Research object Fusion  Reference 

Agriculture 

Rice seed vigor detection 
Transfer 

learning 
[3] 

Strains classification of 

anoectochilus roxburghii 

Ensemble 

learning 
[12] 

Estimation of summer corn 

fractional vegetation 
coverage 

Ensemble 

learning 
[14] 

Classification of rice 

phenomics entitie 

Ensemble 

learning 
[15] 

Estimation of nitrogen 

contents in citrus leaves 

Ensemble 

learning 
[16] 

Classification of black Goji 

berry 

Ensemble 

learning 
[17] 

Image recognition of cotton 

leaf diseases and pests 

Transfer 

learning 
[18] 

Crop disease classification 
Transfer 

learning 
[21] 

Crop diseases detection 
Transfer 

learning 
[22] 

Grape leaf disease detection 
Transfer 

learning 
[24] 

Grape leaf disease 

recognition 

Transfer 

learning 
[25] 

Energy 

Power tower detection in 

remote sensing imagery 

Transfer 

learning 
[5] 

Electricity theft detection 
Ensemble 

learning 
[7] 

Environment 

Water bloom prediction 
Ensemble 

learning 
[10] 

Gaseous nitrous prediction 
Ensemble 

learning 
[13] 

Medicine 

Medical image object 

detection 

Federated 

learning 
[30] 

Chest CT image 

segmentation 

Federated 

learning 
[31] 

Transportation 

Federated learning in 

high-speed internet of 

vehicles 

Federated 

learning 
[28] 

Channel estimation 
Federated 

learning 
[29] 

Vehicular abnormal 

behaviors detection 

Ensemble 

learning 
[1] 

Mechanical 

Bearing remaining useful life 

prediction 

Transfer 

learning 
[4] 

Abnormal condition 

identification for the 

electro-fused magnesia 

Transfer 

learning 
[6] 

Mechanical failure warning 
Ensemble 

learning 
[2] 

Mechanical fault diagnosis 
Transfer 
learning 

[23] 

Multimedia 

Speech recognition 
Transfer 

learning 
[26] 

Video surveillance 
Federated 

learning 
[32] 

Finance Personal credit evaluation 
Ensemble 
learning 

[8] 

Others 

Character recognition  
Ensemble 

learning 
[9] 

Infrared spectroscopy data 

analysis 

Ensemble 

learning 
[11] 

Flotation performance 
recognition 

Transfer 
learning 

[19] 

Intelligent lithology 

identification 

Transfer 

learning 
[20] 

Wafer map defect 

recognition 

Transfer 

learning 
[27] 
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Abstract—Premature ventricular contraction (PVC) is a very 

common arrhythmia that can originate in any part of the 

ventricle and is one of the important causes of sudden cardiac 

death. Timely and rapid detection of PVC on dynamic 

electrocardiogram (ECG) recording for patients with 

cardiovascular diseases is of great significance for clinical 

diagnosis. Furthermore, it can facilitate the planning and 

execution of radiofrequency ablation. But the dynamic ECGs can 

be easily contaminated by various noises and its morphological 

characteristics show significant variations for different patients. 

Though the deep learning methods achieved outstanding 

performance in ECG automatic recognition, there are still some 

limitations, such as overfitting, gradient disappearance or 

gradient explosion in deep networks. Therefore, a residual 

module is constructed using the squeeze-excitation method to 

alleviate the problems. A 20-layer squeeze-extraction residual 

network (SE-ResNet) containing multiple squeeze-extraction 

modules was designed for real-time PVC detection on 12-lead 

dynamic ECG. The algorithm was evaluated using the dynamic 

12-lead ECGs in INCART database (168,379 heartbeats in total). 

The experimental results show that the test accuracy of the 

method proposed in this paper is 98.71%, and the specificity and 

sensitivity of PVC are 99.12% and 99.59%, respectively. Under 

the same dataset and experimental platform, the average 

recognition accuracy of our proposed method is increased by 

0.73%, 1.55%, 2.9% and 1.65% compared with the results 

obtained by CNN, Inception, AlexNet and deep multilayer 

perceptron, respectively. The proposed scheme provides a new 

method for real-time detection of PVC on dynamic 12-lead 

ECGs. The experiment results show that the proposed method 

outperforms state-of-the-art methods, and has good potential for 

clinical applications. 

Keywords—Dynamic ECG; squeeze-excitation; residual 

network; premature ventricular contraction 

I. INTRODUCTION 

Premature ventricular contractions (PVCs) are the most 
common type of arrhythmia and, under certain conditions, can 
lead to life-threatening heart disease. Electrocardiogram (ECG) 
is not only a noninvasive and economical tool for routine 
cardiovascular examination, but also an essential monitoring 
device in surgical procedures and intensive care units. It is 
more clinically significant for the diagnosis of PVC. However, 
it is time-consuming and arduous for cardiologists to analyze 
many long-term dynamic ECG. Therefore, the automatic 
detection of PVC on body surface dynamic ECGs can not only 

improve cardiology workflow efficiency and timely prevent 
cardiac diseases such as arrhythmia, but also accurately locate 
the occurrence time and source localization of ventricular 
premature beats, and then guiding the surgical process such as 
radiofrequency ablation, etc. 

Dynamic ECG is susceptible to various background noises, 
such as power-line interference, inotropic noise, baseline drift 
and motion artifact, and its morphological characteristics show 
significant variations for different patients and under different 
temporal and physical conditions. Even experienced specialists 
cannot accurately determine the type of arrhythmias. Machine 
learning methods such as deep neural networks can more 
accurately detect arrhythmias such as PVC, and have shown 
good clinical applications [1]. 

Deep learning has experienced great breakthroughs in the 
past decade in many fields, such as image recognition and 
natural language processing. With the popularity of deep 
learning and outstanding performance in other fields, 
researches use deep learning to monitor arrhythmias such as 
PVCs [2-5]. They transform ECG as one-dimensional time-
series signals or two-dimensional signals such as multi-lead 
ECG beats or time-frequency images as the input of the 
convolution neural network (CNN). Then conduct layer-by-
layer feature extraction and classification. In 2017, Acharya et 
al.[6] proposed a 9-layer deep CNN to discriminate 5 types of 
ECG heartbeats and achieved 94.03% accuracy using MIT-
BIH arrhythmia database. In 2018, Yildirim et al. [7] designed 
a new 1D convolutional neural network model (1D-CNN) to 
recognize 17 different types of long-time dynamic ECG 
signals. Using the MIT-BIH database, they achieved an overall 
accuracy of 91.33% for the 17 type arrhythmias. In 2019, 
Andersen et al. [8] proposed a convolution combined cyclic 
convolution model, which could search for atrial fibrillation 
heartbeats from 24-hour dynamic ECG signals, and achieved 
good results. In 2020, Ullah et al. [9] proposed a two-
dimensional (2-D) CNN model to recognize eight types of 
ECG signals. The model was evaluated on the MIT-BIH 
dataset and the classification accuracy reached 99.11%. With 
the deepening of deep network structure, the accuracy of the 
neural network model will decrease. That is the degradation of 
neural network. To overcome the problem, deep CNN model 
with residual structure is developed for ECG arrhythmias 
detection, which improves classification accuracy [10]. In 
2019, Brito et al. [11] proposed a deep learning model based on 
ResNet architecture. They conducted experiments using MIT-
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BIH arrhythmia database and achieved an accuracy of more 
than 90%. In 2020, Li et al. [12] classified arrhythmias based 
on deep residual network. The experiments applied to the MIT-
BIH arrhythmia database and showed high classification 
performance with an accuracy of 99.38%. Deep learning has 
made some achievements in the classification and recognition 
of PVCs [13, 14]. It has good performance on small evaluation 
samples and static ECGs, but the accuracy decreases for 
clinical dynamic 12-lead large data especially for non-
equilibrium dataset. Therefore, the evolutionary model and 
method is crucial to improve the efficiency and effects of PVC 
detection which will promote the further clinical applications. 

Although there are many studies on arrhythmia detection in 
the literature, there are still various problems such as difficult 
convergence of deep networks, training cost, and 
computational complexity. Furthermore, in the literature, most 
models are trained on relatively clean open-source ECG 
datasets such as the MIT-BIH database. In this study, 
considering the advantages and disadvantages of existing 
technologies, a squeeze-excitation module is constructed which 
embedded in a residual structure to improve the convergence of 
the deep network. It aims to improve the non-linear fitting 
ability of the deep network by reconstructing the hyperplane 
parameters through the squeeze-excitation operation. The 
network model uses a feature rescaling strategy, where the 
importance of each feature channel is automatically obtained 
by learning, and then the useful features are promoted and the 
less useful features are suppressed according to its importance. 
The network model can fully consider the weight of each lead 
and main wave of ECG signals, and provide a new idea for 
deep feature extraction of arrhythmia heartbeats. Based on the 
SE-ResNet model, the performance of the model was evaluated 
by 168379 12-lead heartbeats from the St Petersburg INCART 
12-Lead (INCART) arrhythmia dynamic ECG database. The 
effectiveness of this method is evaluated by experiments. 

The remainder of this paper is organized as follows. 
Section II described the related work and methods for this 
study. In Section III, a novel SE-ResNet for detection of 
premature ventricular beats was implementation. Experimental 

results are also described. Section IV is discussion and 
Section V concludes the paper. 

II. METHOD 

A. Convolutional Neural Network 

CNN is a deep learning algorithm based on artificial neural 
network structure, trained by a gradient-based optimization 
algorithm. In contrast to traditional machine learning 
algorithms, CNN architecture does not need to manually 
extract features from raw data. Feature extraction and 
classification are embedded in the architecture, so robust 
features can be automatically identified from the input data 
[15]. In general, a CNN consists of multiple back-to-back 
layers connected in a feedforward manner. As shown in Fig. 1, 
in the CNN architecture, the main layers are including 
convolutional layers, pooling layers and a fully-connected 
layer. Convolutional and pooling layers are responsible for 
feature extraction, while fully-connected layer is responsible 
for classification. 

B. Squeeze-excitation Residual Network 

Bioelectric signals are characterized by individual 
variability, strong interference, and multi-lead characteristics. 
Individual variability is reflected in the ECG morphology of 
different patients with the same disease, and even the 
difference and translation of characteristic wave directions. In 
addition, the same patient will also have certain differences in 
different times and environments. Different leads of the ECG 
signal reflect the potential transformation of cardiac activity in 
different parts of the body. The waveforms corresponding to 
each lead has great difference, and each lead is relatively 
independent. CNN improves performance by deepening the 
network structure as much as possible. However, with the 
increase of CNN depth, namely, the number of network layer 
increases, the performance of the model tends to saturate and 
even decline rapidly, which makes the training of deep 
networks more difficult. 
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Fig. 1. CNN Architecture. 
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Fig. 2. SE-ResNet Architecture.
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Aiming at the above problems, this paper adopts the SE-
ResNet model, a deep network architecture with stronger 
nonlinear fitting ability. The model constructs a squeeze-
excitation module which embedded in a residual structure. The 
network model adopts a feature recalculation strategy, namely, 
the importance of each feature channel is automatically 
obtained by learning, and then the useful features are improved 
and the features that are not useful for the current task are 
suppressed according to the importance. As shown in Fig. 2, in 

the squeeze layer, for inputs X = [x1,x2, … ,xc], where 
WHR cx , the simplest aggregation technique, global 

averaging, is used to generate channel statistics. Formally, the 

statistic 
cRz  is generated by reducing X by reducing its 

spatial dimension H  W, and the c-th element of z is 
calculated by the following equation (1): 

 
 


H

i

W

i

c ji
WH 1 1

c ,x
1

z

       (1) 

Among them, the H and W represent the height and width 
of the feature map, respectively, and C represents the number 
of feature map channels. 

In the excitation layer, two fully-connected layers (FC) are 
used to achieve channel scaling with a reduction rate of q. The 
dimension of feature data changes from 1   C to 1   C / q, 
and then playback to 1   C. Finally, the sigmoid activation 
function is used to scale the data back to the previous data 
dimension. Since we want to ensure that multiple channels are 
allowed to be emphasized, a simple gating mechanism with 
sigmoid activation in equation (2) is employed: 

     zWWWzgs 12,  
       (2) 

where σ is the sigmoid function, 
C

q

c
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Here q is a scaling parameter. The final output of the block is 
obtained by rescaling X with the activations s, as shown in 
Equation (3) below: 

ccc s xx~ 
          (3) 

Where X
~

 = [ 1x~ , ̃ 2x~ ,…, ̃ cx~ ] and the channel 

multiplication between the index quantity sc and the feature 

map 
WHR cx . 

Reconstructing hyperplane parameters by squeeze-
excitation operation can alleviate the problems of the difficulty 
tuning of deep network and the nonlinear fitting ability of deep 
network. The architecture can effectively avoid the effect of 
traditional ECG signal feature extraction on the subsequent 
classification accuracy. 

III. DETECTION OF PREMATURE VENTRICULAR 

CONTRACTIONS BASED ON SE-RESNET 

A. Data Sources and Evaluation Metrics 

In this experiment, the 12-lead dynamic ECGs from the 
open INCART Arrhythmia database were used for evaluating 
the algorithm. The INCART Dynamic Arrhythmia ECG 

database contains 75 records, sampled at 275 Hz. Each record 
is about half an hour long and has 12 leads. The original ECG 
data were collected from patients who were examined for 
coronary artery disease, and most of them had premature 
ventricular contractions [16]. 

Since V6 lead is missing in 102 ECG record, V3 lead is 
missing in 103 record, and V4 lead is missing in 158 record, 
the above three ECG records were deleted in consideration of 
the lead consistency. All heartbeats from the remaining 72 
records were used in this experiment. According to our 
statistics, the data in INCART database included 168379 
heartbeats. In order to test the recognition effect of premature 
ventricular contractions, all cardiac heartbeats were divided 
into three types: normal heartbeats (N), premature ventricular 
contractions (V) and other heartbeats (O). The number of 
normal heartbeats was 143,260, the number of premature 
ventricular contractions was 19,640 and the number of other 
heartbeats (premature atrial contractions, supraventricular 
premature heartbeats and right bundle branch block, etc.) was 
5479. 

In this study, three metrics were used to evaluate the 
performance of the proposed classification method: accuracy (

ccA ), sensitivity ( eS ) and specificity ( Sp ), which were 

defined in formulas (4), (5) and (6) respectively. The 
calculations are made based on the statistical results of multiple 
experiments. 

FNFPTNTP

TNTP
Acc






        (4) 

FNTP

TP
S


e

          (5) 

FPTN

TN
S


p

          (6) 

Among them, TP, FP, TN and FN are true positive, false 
positive, true negative and false negative, respectively [17, 18]. 

B. Pre-processing 

In contrast, dynamic ECG signals have stronger 
interference from noise such as motion artefacts, due to factors 
such as poor skin-to-electrode contact, the effects of breathing 
and poor contact with the power lines of electrical equipment, 
et al. Therefore the signal characteristics are chaotic, non-linear 
and multi-channel. Noises in the ECG signal distort some of its 
morphological characteristics, which make diagnosis more 
difficult. So reasonable filtering is very important for 
subsequent recognition. The useful part of the frequency in the 
ECG signal mainly ranges from 1 to 40 Hz, and the interest 
signal is easily submerged in the background noises. The main 
noise sources include baseline drift, power frequency 
interference, motion artifact and myoelectric interference [19]. 
In addition, the low-frequency part of ECG signal contains 
indicators of malignant arrhythmias such as S-T segment 
abnormalities, and the high frequency part reflects the 
amplitude information of main complex wave. In order to keep 
the morphological characteristics of ECG signal as completely 
as possible, a wavelet adaptive threshold filtering method is 
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proposed. The algorithm includes three steps: wavelet 
decomposition, adaptive threshold de-noising and 
reconstruction. The selection of threshold is adaptive to the 
signal; therefore, the inherent morphological characteristics of 
the ECG signal are preserved as much as possible. 

The INCART dynamic ECG database contains long-term 
ECG records with complete annotation of heartbeats. Before 
applying the model, segmentation of the heartbeat was 
performed, dividing the long ECG record into heartbeat 
segments that represent different types, namely, N, V and O. 
Each heartbeat segment was extracted by selecting a window 
of 300 samples around the R-peak, which formed by taking 92 
points in front of the R-peak and 137 points behind the R-peak, 
respectively. As each heartbeat segment consists of 230 
samples, and the ECG signals are 12 leads, so the size of each 
beat sample is 12 * 230. 

C. SE-ResNet Network Modeling 

The architecture of the SE-ResNet network pay more 
attention to the weights of each lead, and can fully extract the 
morphological features of the multi-lead ECG waveform. Since 
the number and complexity of network layers will have a great 
impact on the training results, we designed SE-ResNet models 
with different layers and structures, and performed several 
cross-validation experiments and comparisons. Fig. 3 is the 
experimental results of the accuracy for each epoch training 
using the SE-ResNet networks with 8, 12, 16, 20, and 24 
layers. As shown in Fig. 3, the 20-layer SE-ResNet achieved 
better training and testing results, and the 24-layer network 
performance was comparable to the 20-layer network. 
Considering computation efficiency and the real-time 
implementation, especially performed on the embedded 
processor, we select a 20-layer network for PVC recognition in 
the following experiments. 

In order to optimize the model, we selected the Sgd 
optimizer, with an initial learning rate of 0.05. To improve the 
performance of the neural networks, the negative log-
likelihood loss (NLLLoss) function and cross-entropy loss 
(CrossEntropyLoss) function were compared, and the results 
were shown in Fig. 4. The figure represents the convergence 
performance for 30 epoch training iterations using different 
loss functions. As is shown in Fig. 4, using the CrossEntropy 
loss function, the neural network has more robust stability and 
better convergence of the training process. Therefore, the 
CrossEntropyLoss function was selected as the loss function in 
the following experiments. 

In this work, the model architecture of the 20-layer SE-
ResNet was designed, as is shown in Fig. 5. The main 
difference between the proposed network and the original SE-
ResNet on ImageNet is that the proposed network uses 1D 
convolutions instead of 2D convolutions. The input ECG 
heartbeat is a sample of 12*230 size, and after a convolutional 
layer with a kernel size of 1*3, followed 9 residual blocks. The 
residual blocks of the network have 16, 32, and 64 channels 
respectively. Among them, the first three residual blocks have 
16 channels, the second three residual blocks have 32 channels 
and the remainder three residual blocks has 64 channels. 

 

Fig. 3. ECG Recognition Results of different Network Architecture. 

 

Fig. 4. Comparison of Convergence in Training Process with different Loss 

Functions. 

Each residual block is embedded with squeeze-excitation 
modules, so a total of 3+ 3+3=9 residual blocks are designed in 
Fig. 5. In order to accurately extract information from each 
channel of the ECG heartbeat signal, each residual (short-
connect connection) is embedded with a squeeze-excitation 
module that automatically captures the weight information of 
each feature channel of the ECG heartbeats in a learning 
manner, effectively enhancing the features of the useful 
channels and suppressing information that is not sufficiently 
useful for the current classification recognition task. Take the 
first three residual blocks (short-connect) of 16 channels as an 
example, as shown in Fig. 5, in order to make the best use of 
the contextual ECG feature information of each channel, 
channel-level statistics are generated by global averaging 
pooling. The excitation layer is implemented using two fully-
connected layers (FC) for channel scaling, the reduction rate is 
taken as 4, the dimension of the feature data is changed from 
1* 16 to 1* 4 and then replayed as 1* 16. Finally, use the 
sigmoid activation function to rescale the data back to the 
dimensions before squeezing. It is equivalent to map the data 
associated with the input to a set of channel weights, so that the 
channel features are not limited to the local perceptual field of 
the convolutional network. Therefore, the context information 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 7, 2022 

12 | P a g e  

www.ijacsa.thesai.org 

can be easily understood, and different weights are assigned to 
the channels. Residual architecture can improve the parameter 
adjustment ability of the network, namely, the optimization 
ability. As shown in Fig. 5, there are three 16-channel SE-
ResNet modules in total, and each module has two layers of 
convolution. There are three 32-channel SE-ResNet modules in 
total, and each module has two layers of convolution. 
Similarly, there are three 64-channel SE-ResNet modules in 
total, each with two layers of convolution. Through 19 layers 
of network transmission, deep feature extraction is completed. 
Finally, the feature is fed into a fully-connected layer, so the 
network model has a total of 20 parameter layers. 
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Fig. 5. SE-ResNet Network Model. 

D. Analysis of Experimental Results 

In order to evaluate the recognition effect of the proposed 
SE-ResNet model for PVCs recognition based on the INCART 
dynamic ECG database, this experiment employed a wavelet 
self-adapting filter to preprocess all 72 lead-consistent ECG 
records, and segmented 168379 heartbeats according to the R-
peak position. We randomly selected 3000 normal heartbeats, 
3000 PVCs and 1000 other type heartbeats, respectively from 
the total 168,379 heartbeats which include 143260 normal 
heartbeats, 19640 premature ventricular contraction and 5479 
other heartbeats. So the total training samples is 7000. 
Similarly, 1000, 1000 and 500 heartbeats were randomly 
selected from the remainder data, which were used for cross 
verification. The remainder 158,879 heartbeats were used for 
the final evaluation. The classification results were expected to 
be affected by the heartbeat sample size, and the ratio of 
training to testing sample size. In general, the lower the ratio of 
training samples to total samples, the greater the generalization 
ability of the classifiers. In order to evaluate the network’s 
performance and avoid the occasionality of random sampling, 
we carried out three random sampling experiments, and the 
confusion matrix was calculated from the average value of the 
three experiment results. Then, CNN, Inception, multi-layer 
perceptron (MLP) and Alexnet of the same complexity were 
designed. In these experiments, the parameters of the networks 
were regulated to be best fitted in the classification task. The 
five networks were trained 30 epochs using the same training 
samples, and the test results were also compared. The 
confusion matrix and evaluation metrics are shown in Table I. 

Since the experiments were performed three times, three 
trained models were obtained with exactly the same training 
dataset. When testing the 12-lead ECG signal, the predicted 
probabilities of the three models were averaged and finally got 
the final classification results. The confusion matrix and three 
different statistical indices, such as Sensitivity (Se), Specificity 
(Sp), and Accuracy (Acc) were summarized in Table I. As is 
shown in Table I, it can be seen that the algorithm designed in 
this paper achieved an accuracy of 98.71% for the detection of 
the arrhythmias, and the sensitivity (Se) and specificity (Sp) for 
PVC recognition are 99.12% and 99.59%, respectively. The 
experimental results showed that the accuracy of the designed 
SE-ResNet algorithm was improved by 0.73%, 1.55%, 1.65% 
and 2.9% over CNN, Inception, MLP and AlexNet networks, 
respectively. The PVC sensitivity (Se) value of the SE-ResNet 
test was 98.71%, and the sensitivities (Se) of the CNN, 
Inception, MLP, and Alexnet tests were 92.17%, 97.74%, 
94.62, and 95.97%, respectively. It can be seen that the 
sensitivity of PVC has been significantly improved. 

E. Compare Results with other Methods 

The PVCs detection results of our proposed method were 
compared with the recent published research results. These 
published results on the same dataset are shown in Table II. 
The detection results were expected to be affected by the 
heartbeat sample size, the number of classes for classification, 
and the ratio of training to testing sample size. In general, the 
lower the ratio of training samples to total samples, the greater 
the generalization ability of the classifiers, and the fewer the 
types for classification, the higher the recognition accuracy. In 
one study, Al Rahhal et al. [20] proposed an electrocardiogram 
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(ECG) technique based on multi-lead signals and a deep 
learning architecture. Automatic identification of ECG signals 
was performed using INCART Arrhythmia Database, which 
automatically recognized three types: normal heartbeats, PVC 
and other heartbeats. The overall classification accuracy 
reached 98.6%, but the sensitivity (Se) of PVC was 91.4%. In a 
study, Allami [21] used three morphological features and seven 
statistical features, and also employed the artificial neural 
network (ANN) classifier for PVC and non-PVC ECG 
heartbeats recognition. Using 75 ECG records, the 
classification accuracy and the sensitivity (Se) of PVC they 
achieved was 95.8% and 93.9%, respectively. In another, 
Malek et al. [22] developed an improved template matching 
technique for PVCs and normal heartbeats detecting, by 
analyzing the maximum value and the correlation coefficients 
of the maximum and minimum value. The classification 
accuracy rate was 97.91%, and the sensitivity (Se) and 
specificity (Sp) of PVC detection were 91.14% and 98.82%, 
respectively. In general, the proposed SE-ResNet residual 
network has achieved superior performance on the PVCs 

recognition experiments using the 12-lead dynamic ECGs. It 
demonstrates great clinical application prospects. 

F. Discussion 

Dynamic 12-lead ECG is the gold standard in the detection 
of arrhythmias. Multi-lead dynamic ECG has strong 
background noise; there are correlations of ECG leads. 
Different arrhythmias have corresponding lead characteristics, 
and the main wave morphological characteristics of some leads 
are more distinguishable for the specific arrhythmia. Squeeze-
excitation network introduces attention mechanism that the 
importance of each feature channel is automatically obtained 
by learning. That the useful features are promoted and the less 
useful features are suppressed according to its importance. The 
network model can fully consider the weight of each lead and 
main wave of ECG signals. Therefore, the model can fully 
extract the morphological features of multi-lead and its main 
waves, and improve the robustness and generalization ability of 
the network. 

TABLE I. COMPARISON OF PVC RECOGNITION RESULTS ON INCART DATABASE 

Method 
Confusion Matrix Evaluation 

 N V T Se Sp Acc 

SE-ResNet N 137682 496 1082 98.87% 98.22% 98.71% 

 V 97 15503 40 99.12% 99.59%  

 T 252 87 3640 91.48% 99.28%  

CNN N 138079 759 422 99.15% 91.70% 97.98% 

 V 862 14416 362 92.17% 99.44%  

 T 766 44 3169 79.64% 99.49%  

Inception N 135780 1332 2148 97.50% 96.41% 97.16% 

 V 142 15287 211 97.74% 98.99%  

 T 563 120 3296 82.83% 98.48%  

MLP N 136246 1255 1759 97.84% 95.65% 97.06% 

 V 204 14798 638 94.62% 99.00%  

 T 650 171 3158 79.37% 98.45%  

Alexnet N 134939 4202 119 96.90% 88.64% 95.81% 

 V 624 15010 6 95.97% 96.99%  

 T 1605 103 2271 57.07% 99.92%  

TABLE II. COMPARISON WITH OTHER METHODS PROPOSED IN THE LITERATURES 

Method Classification Se Sp Acc 

Al Rahhal et al.[20]
 3 91.4% * 98.6% 

Allami[21] 2 93.9% * 95.8% 

Malek et al.[22] 2 91.14% 98.82% 97.91% 

Algoritm of this paper 3 99.12% 99.59% 98.71% 
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In this work, we analysis the characteristics of the long-
time dynamic 12-lead ECGs and introduce the squeeze-
excitation ResNet model to the real-time PVCs recognition on 
12-lead dynamic ECGs. Which is to overcome the and fully 
extract the multi-lead and multi-dominant complexes. 
Reconstructing hyperplane parameters by squeeze-excitation 
operation can alleviate the problems of the difficulty tuning of 
deep network and the nonlinear fitting ability of deep network. 
In addition, we considered the influence of SE-ResNet models 
with different layers and structures on the training results, and 
through experiments, a 20-layer network was selected as the 
recognition model. At the same time, the results of two 
different loss functions under the 20-layer network model are 
also compared. Finally, the CrossEntropyLoss function was 
selected as the loss function. The test accuracy of the method 
proposed in this paper is 98.71%. Under the same dataset and 
experimental platform, the recognition accuracy of this method 
is improved compared with CNN, IncexNet and deep 
multilayer perceptron. The proposed SE-ResNet residual 
network has achieved superior performance on the PVCs 
recognition experiments using the 12-lead dynamic ECGs. It 
demonstrates great clinical application prospects. Then, the 
PVCs detection results of our proposed method were compared 
with the recent published research results. Experimental results 
show that our method has better precision and accuracy than 
previous studies. Which perform Demonstrate its practical 
application potential in the medical field. 

Although the research results of this paper has achieved 
good performance, there are still some challenges and study 
values. First, Bioelectric signals are characterized by individual 
variability, strong interference, and multi-lead characteristics. 
The same patient will also have certain differences in different 
times and environments. Real-time identification of multiple 
arrhythmias using clinical big data is a challenge work and is 
of great value in clinical diagnosis. Therefore, we will extend 
the proposed method to multiple types of arrhythmias on long-
term dynamic ECGs, which is of great significance for 
collecting more clinical ECG data from different patients under 
different conditions. This also puts forward higher 
requirements on the robustness and generalization ability of the 
recognition network. Second, because of the fast and slow 
changes in heart rhythm, it is not always desirable to use a 
fixed beat length. It is necessary to study adaptive beat size 
segmentation to meet different. Third, to achieve higher 
accuracy, many studies focus on the deep learning trend of 
making networks deeper and more complex. However, many 
real-world studies must be performed on computationally 
limited platforms. We need to consider the computational 
speed and the computational complexity of the model, as well 
as its accuracy. Finally, as catheter ablation is an effective 
therapy for treatment of symptomatic PVCs. And it is 
important to estimate the targeted anatomic ablation site that 
prior to the procedure. Based on this study, the localization of 
the site of origin of a PVCs using 12-lead ECGs is still an 
interesting and challenge work. Therefore, the further study of 
us will focus on the location of PVCs. It is important for the 
planning and execution of the electrophysiological procedure 
for the catheter ablation and has great clinical application 
values. 

IV. CONCLUSION 

In this study, a 12-lead dynamic ECG PVCs recognition 
algorithm based on squeeze-excitation residual network is 
proposed. The squeeze-excitation module is constructed and 
embedded in the residual structure to improve the performance 
of the deep network. The hyperplane parameters are 
reconstructed by squeezing-excitation operations to improve 
the nonlinear fitting ability of deep networks. A SE-ResNet 
model based on 20 layers is designed, which overcomes the 
degradation problem caused by the increase of the network 
layers when the deep neural network approximates the identity 
mapping, and ensures the smooth convergence of the network. 
Experiments of PVCs recognition was performed using 
168,379 heartbeats from the INCART dynamic 12-lead ECG 
database. In the same experimental samples, several popular 
deep neural network algorithms were compared. The 
experimental results show that the proposed method effectively 
improves the overall PVC recognition accuracy on the 
INCART 12-lead dynamic ECGs, as well as the sensitivity and 
the specificity have achieved. In the future, we intend to 
improve the performance of this work with further advanced 
deep learning techniques. Additional datasets will be added to 
test the performance of the model to further verify the 
robustness of the method used. Furthermore, we will further 
study the localization of the site of origin of a PVC, which is 
important for the planning and execution of the 
electrophysiological procedure for the catheter ablation. 
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Abstract—Social networks have become an important part of 

everyday life, especially after the latest technologies such as 

smartphones, tablets, and laptops have become widespread. 

Individuals spend a lot of time on social media and express their 

feelings and opinions through statuses, comments, and updates 

which could be a way to understand and classify their 

personalities. The personalities in psychological science are 

divided into five classes according to the Big-five model 

(Openness, Extraversion, Consciousness, Agreeableness, and 

Neurotic). This model shows the key features with their weights 

for each personality. In this paper, a proposed model is 

developed for detecting the personality features from users’ 

activities in social networks. In this model, machine learning 

techniques are used for predicting the personalities with a score 

for each Big-five model type and sorting them in descending 

order. The personality classification model will be useful in 

developing a better understanding of the user profile and 

specifically targeting users with appropriate advertising. Any 

social media network user's personality can be predicted by 

using their posts and status updates to get better accuracy. The 

experimental results of the model in this study provide an 

enhancement because it can predict the precise score of one user 

in each factor of the Big-five. The proposed model was tested on 

a dataset extracted from Facebook and manually classified by 

experts, and it achieved 89.37% accuracy. 

Keywords—Psychological personality; machine learning 

techniques; big-five; LinearSVC 

I. INTRODUCTION 

In recent years, social media has surpassed email as the 
most extensively utilized method for communication and 
engagement between people [1]. As people increasingly choose 
to connect informally through smartphones, face-to-face 
engagement is becoming less common. As a result, 
determining a person's personality is challenging. However, 
because individuals spend a lot of time on social media and 
express their feelings and opinions through statuses, comments, 
and updates, what is published on social networks can help to 
receive the information needed for this study. 

Users on Facebook typically express their views and ideas 
through status updates or comments. Despite the fact that 
Facebook is now more extensively used to post photographs 
and videos, this study focuses on the linguistic element of 
Facebook users' status updates. There is a link between a 
person's personality and his or her language conduct, according 
to studies in the field of psychology [2] and [3]. Using a natural 

language processing technique, this association may be 
successfully evaluated and shown. As a result, the purpose of 
this study is to develop a system that can automatically 
estimate a user's personality based on their Facebook 
behaviors. 

Big Five Personality, MBTI (Myers-Briggs Type 
Indicator), and DISC are some of the personality models used 
to predict personality (Dominance Influence Steadiness 
Conscientiousness). However, after some thought and a 
literature search, Big-five personality was chosen for this paper 
since it is the most common and accurate method of 
determining a person's personality qualities. Openness, 
Conscientiousness, Extraversion, Agreeableness, and 
Neuroticism are the traits in this paradigm. 

The corpus used in this study consists of a one dataset 
which contains 100 Facebook profiles with their 27,182 posts 
classified over 38 categories. The rest of this paper is organized 
as follows. Section II gives background information about used 
concepts and techniques. Section III discusses related work. 
Section IV describes the proposed model for personality 
classification model. In Section V, the case study and its 
findings are discussed and the conclusion in Section VI. 

II. BACKGROUND 

Several methodologies, such as the Personality model and 
other classification algorithms, are employed in the proposed 
model, as discussed in the following sections. 

A. Personality Models 

Personality is a persistent tendency and attribute that 
governs how an individual's psychological behavior is similar 
and different (thoughts, emotions, behaviors). In other words, 
personality reflects patterns of human behavior, thought, and 
interpersonal communication, and has a significant impact on a 
variety of elements of life, including happiness, taste, and 
physical and mental health [3] and [4]. There are other 
psychological personality models, but the Big Five (shown in 
Fig. 1) is the most often utilized. 

1) Big-five model: Many academics nowadays believe that 

there are five basic personality traits [5]. For several years, 

evidence of this notion has been growing, beginning with D. 

W. Fiske's (1949) research and later elaborated upon by other 

researchers such as Norman (1967), Smith (1967), Goldberg 

(1981), and McCrae & Costa (1983). (1987). 
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Fig. 1. Big-Five Model [5]. 

The big five personality traits are broad categories of 
personality traits are: 

 Openness: Imagination and insight are two features of 
this attribute [5]. People with a high level of this 
attribute also have a diverse set of interests. They are 
curious in the world and other people, and they are 
eager to learn new skills and have a better 
understanding of new concerns. People with a high 
level of this characteristic are more likely to be daring 
and creative. People with low levels of this component 
are more traditional and may have difficulty thinking 
abstractly [6]. 

 Conscientiousness: High levels of thinking, effective 
impulse control, and goal-directed activities are all 
common aspects of this component [5]. People that are 
very conscientious have a propensity to be structured 
and detail oriented. They consider the consequences of 
their activities and are mindful of deadlines [6]. 

 Extraversion: Excitability, sociability, talkativeness, 
decisiveness, and extensive use of emotional emotions 
are all characteristics of extraversion [5]. People with a 
high level of extraversion are friendly and have a 
proclivity to gain power in social situations. Being in 
the company of others helps them to feel empowered 
and happy. People with a low level of extraversion are 
more likely to be timid and have less ability to consume 
in social contexts [6]. 

 Agreeableness: Characteristics like confidence, 
altruism, humanism, love, and other prosocial 
behaviours are included in this personality component 
[5]. People who score high in agreeableness are more 
helpful, whereas those who score low are more 
competitive and, at times, cunning [6]. 

 Neuroticism: Sadness, moodiness, and emotional 
unpredictability are all symptoms of neuroticism [5]. 
People with high levels of this component are more 
likely to experience mood swings, concern, irritability, 
and disappointment. People who score low on this 
characteristic are more emotionally balanced [6]. 

B. Classification Algorithms 

As mentioned in section I, there are 38 categories and the 
collected posts and comments are classified on them, so in this 
study the several classification algorithms are used to classify 
new entries into the predefined categories or classes. 

The selected classification algorithms are: 

 Linear Support Vector Classification (LSVC) 

 Logistic Regression (LR) 

 The multinomial Naive Bayes classifier (MNB) 

 Random Forest Classifier (RFC) 

The accuracy is calculated for each algorithm to find the 
highest accuracy algorithm; the results exist in Section V. 

III. RELATED WORK 

Many researchers have advocated extensive customization 
of user personality traits and other social traits in recommender 
systems, and in this section, a literature survey on personality 
traits is presented. Personality traits are used in many areas to 
improve recommender systems, and many researchers have 
advocated extensive customization of user personality traits 
and other social traits in recommender systems. 

Gozde et al [7], collect data from 99,217 participants from 
41 countries as part of the COVIDiSTRESS worldwide survey 
in order to better understand the numerous relationships 
between COVID-19 psychological outcomes and the "big-five" 
personality traits. Multigroup confirmatory factor analysis and 
a multilevel regression model were used to examine the data. 
The findings revealed that throughout the pandemic, the big-
five personality characteristics were strongly linked to feelings 
of stress and loneliness, while some of the links were weak. 
Their research aids in the identification of susceptible 
individuals and the optimization of psychological therapy 
during and after the COVID-19 pandemic, where neuroticism 
is a role in stress and loneliness vulnerabilities, particularly 
during disasters. 

Jose et al in [8] try give a complete knowledge of the 
primary user privacy problems that influence DDI. The 
methodology used in this study is divided into three phases: (i) 
a systematic literature review (SLR); (ii) in-depth interviews on 
user privacy concerns framed through the lenses of UGD and 
DDI; and (iii) topic modelling using a Latent Dirichlet 
allocation (LDA) model to extract insights related to the object 
of study. They identify 14 areas linked to the research of DDI 
and UGD techniques based on the findings. In addition, 14 
future research topics and 7 research propositions for the study 
of UGD, DDI, and user privacy in digital marketplaces are 
offered and it finished with a discussion of the importance of 
user privacy in DDI in digital markets. And therefore, raised 
the importance of understanding the personality of users, 
forecasting user behaviour, and evaluating their actions. 

Kamal et al in [9] offered a new deep learning-based 
personality prediction and classification model that combines 
data and classifier-level fusion. Using prominent pre-trained 
language models such as Elmo, ULMFiT, and BERT, this 
approach gained from transferring learning to natural language 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 7, 2022 

18 | P a g e  

www.ijacsa.thesai.org 

processing. The suggested model indicates the effectiveness of 
the strategy as a potential personality prediction model. Their 
proposed model proved to be more accurate than previous ones 
with 1.25 per cent and 3.12 per cent, respectively. 

Valanarasu in [10] proposed a new machine learning 
method for predicting people's personalities based on the 
digital footprint of social media. During COVID-19, the 
suggested model may be verified for each job seeker by 
registering online for each organization. The suggested 
algorithm uses dynamic multi-context information, such as 
account information from Facebook, Twitter, and YouTube, 
among other sites. Personality prediction was more accurate 
than other available approaches. Even though human reasoning 
changes seasonally, the suggested algorithm regularly 
outperforms other current traditional techniques to predicting 
human cognition. 

Masud [11] surveyed a chosen number of Facebook users 
based on the Short Dark Triad (SD3) model. Random Forest, 
Support Vector Machine, and Nave Bayes algorithms were 
used to categorize dark triads like Machiavellianism, Self-
Centricity, and Psychopathy in this study. Compared to 
Random Forest and SVM, Nave Bayes produced superior 
results. However, showing psychopathy and self-centeredness 
is more difficult to detect than Machiavellianism, according to 
their research. 

Yang Li et al in [12] proposed a new multi-task learning 
framework that predicted personality traits and emotional 
behaviours at the same time, based on the well-known 
correlation between personality traits and emotional attitude. It 
also empirically evaluated and described various information 
exchange mechanisms between the two tasks. 

Fatemeh et al in [13] proposed a deep learning-based 
method for the detecting personalities from text. Convolutional 
neural networks (CNNs) were utilized, which have previously 
been found to be effective in natural language processing and 
personality recognition. A series of tests were used to validate 
their suggested technique using an essay dataset, and the 
empirical findings indicated that it outperformed machine 
learning and deep learning methods for personality detection 
tasks. 

Ghina in [14] proposed a model to predict the personalities 
of Twitter users with better performance than other prediction 
systems. It was done by an online poll utilizing the Big-five 
Inventory (BFI) survey, which was sent to 295 Twitter users 
and collected 511,617 tweets. The suggested model employed 
a Support Vector Machine (SVM) to test two alternative 
semantic approaches that combined SVM and BERT. The 
results reveal that combining these two approaches yields an 
accuracy score of 79.35 percent, with LIWC deployment 
improving the accuracy score by up to 80.07 percent. 

Jianshan et al in [15] proposed a new way to formalize 
personality as a digital twin model by observing content 
postings and user preference behaviours. The deep neural 

multitask learning network model uses two forms of data 
representation to estimate a user's personality. Experiments 
suggest that integrating the two forms of data can increase 
personality prediction accuracy. 

Junaid et al in [16] proposed a model to classify the input 
text into psychopathic and nonpsychopathic features. The 
majority of prior work on psychopath identification has been 
done in the realm of psychology, employing conventional 
methodologies like the SRP III method and small dataset sizes. 
As a result, they are motivated to create advanced computer 
models in the field of text analysis to detect psychopaths. This 
study investigates sophisticated deep learning approaches, such 
as attention-based BILSTMs, for expanding dataset size and 
effectively classifying input text into psychopath and 
nonpsychopath classes in order to discover psychopaths. 

At the conclusion of this section, it must be affirmed that 
understanding personality is critical to target users with 
appropriate advertising, detect the dark side of the personality, 
and assist in the recruitment process, in which some companies 
require understanding personality prior to employment process 
acceptance in order to determine whether or not a candidate 
has aggressive behaviour. In this project, machine learning 
techniques will be utilized to create a model that predicts 
psychological personality scores based on user-generated 
content utilizing the Big-five model's multiple elements and 
metrics. The study's hurdles include gathering data and 
estimating a single user's precise score in each of the big-five 
factors. 

IV. PROPOSED MODEL 

Fig. 2 shows the suggested methodology. User-generated 
material (posts) is sent to the preparation phase, which includes 
data cleaning, data transformation, and text conversion to 
vectors so that the algorithms can develop a prediction model, 
manage missing values, and remove stop words. Model of this 
study has two main phases Machine learning phase and 
personality prediction phase. The dataset of users’ posts 
contains two main characteristics (post and post category), as 
shown in table I. The features are then passed on to the 
machine learning methods phase, which uses 80% of the 
dataset for training and 20% for testing. 

Then move to the personality prediction phase After 
building the classification model, which used to predict the 
category of the posts for each user. The result of this phase is a 
new csv file with post, predicted post category, and five new 
columns containing discrete values for each of the big-five 
traits for each post category; values from 0 to 5, which 0 means 
that a specific big-five trait does not meet that category and 5 
means that a specific big-five trait strongly meets that category, 
a snap shot of the csv file is shown in Fig. 3. 

Finally, the model can detect the user personality between 
the big-five by classifying his posts and then calculating the 
score as shown in Table II. Table II displays an example of 
personality prediction results for one user posts. 
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Fig. 2. The Proposed Model. 

TABLE I. POST AND ITS CATEGORY 

Post Category 

['Eman Tuhami: I swear if I said all the words of the world I cannot give you your place. During the four years college: 

with the feeling that I am your daughter happiness and happy day.\n Thousand million Congratulations my beloved makes 

us a good husband for you.'] 

['celebration'] 

['When you get paid for two months after suffering of waiting'] ['Comic'] 

 

Fig. 3. CSV File with Big-Five Scores. 

TABLE II. EXAMPLE OF PERSONALITY PREDICTION FOR ONE USER 

Big-five Trait Score 

Openess to Experience 23.859386686611817 % 

Conscientiousness 20.269259536275243 % 

Extraversion 23.78459237097981 % 

Agreeableness 23.036649214659686 % 

Neuroticism 9.050112191473449 % 
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TABLE III. MACHINE LEARNING ALGORITHMS ACCURACY 

Model Name Mean Accuracy 

Linear SVC 89.37% 

Logistic Regression 87.11% 

Multinomial NB 78.81% 

Random Forest Classifier 54.44 % 

V. EXPERIMENTAL RESULTS 

Gathered dataset comes from the user's Facebook profile, 
post data, and medium post titles, and is based on a merged 

dataset. The final dataset comprises all of the Facebook 
postings as well as their categories. Dataset has 38 categories 
that assist in obtaining more precise findings. The total number 
of postings in the final dataset is 27,182. The categories are 
verified by the psychologist Dr. Noha Gamal. 

Then the model applied the machine learning algorithms 
LR, MNB, LSVC, and RFC for predicting the post category for 
each post. The results shows that LSVC achieved the highest 
accuracy with 89.37% while the RFC got the lowest accuracy 
with 54.44%, the other results are shown in Table III, Fig. 4 
and Fig. 5. 

 

Fig. 4. Comparison of Model Performance. 

 

Fig. 5. LSVC Confusion Matrix.
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Our achieved accuracy proves the success of the proposed 
model by achieving more accuracy than previous work 
mentioned in the previous section. 

The classification results are presented and explained in 
this section, and Table III shows a comparison of model 
performance. To forecast each user's personality traits, each 
user's postings are sent to the model as a distinct document, 
and the results identify the user's personality of the big-five. 

VI. CONCLUSION AND FUTURE WORK 

Understanding personality qualities is vital for 
appropriately treating everyone based on his or her personality 
traits. The proposed model can be used to target users with 
appropriate advertising, detect the dark side of the personality, 
and aid in the recruitment process, in which some companies 
need to understand personality before accepting the 
employment process to know if this person has aggressive 
behaviors or not. The proposed model provesc the success of 
identifying user’s personality according his actions and 
contents in social networks. The experimental results of this 
study represent an improvement because it can estimate the 
precise score of one user in each of the big-five factors. The 
proposed model, LinearSVC, has an accuracy of 89.37 percent. 
In future work, the proposed model is planned to use deep 
learning to improve accuracy. 
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Abstract—We propose a method for customer profiling based 
on Binary Decision Tree: BDT and k-means clustering with 
customer related big data for sales prediction; valuable customer 
findings as well as customer relation improvements. Through the 
customer related big data, not only sales prediction but also 
categorization of customers as well as Corporate Social 
Responsibility (CSR) can be done. This paper describes a method 
for these purposes. Examples of the analyzed data relating to the 
sales prediction, valuable customer findings and customer 
relation improvements are shown here. It is found that the 
proposed method allows sales prediction, valuable customer 
findings with some acceptable errors. 

Keywords—Customer profiling; binary decision tree: BDT; 
corporate social responsibility (CSR); k-means clustering; sales 
prediction; valuable customer findings 

I. INTRODUCTION 
When "analyzing customer data", it must be understood 

what kind of data exists, firstly. In addition, since the data in 
the database is used for various purposes, it is not always 
stored in a format suitable for analyzing customer data. 
Therefore, the first thing to do is to get an overall picture of 
customer data by profiling. Here, we propose to assume a 
certain data format and think based on that data format. 

This is a data retention format that is generally used as 
target data for data mining. The retention format is a simple 
table with customer numbers in the vertical rows and all 
possible customer attributes and indicators in the horizontal 
columns. This table may be physically created as a database 
table, or it may be considered as an image when starting the 
analysis work just by assuming such a format. 

Since the target of the analysis is the customer, first, this 
format is used so that the information about each customer is 
listed in each line. On the other hand, the attributes and index 
values arranged in the column are called variables. It is a 
"variable" meaning a "changing numerical value" because it 
takes a different value for each customer. The variable means 
the standard for looking at the customer and defines "from 
what point of view the customer is understood". 

To perform profiling, let's look at each variable 
independently. Each variable is classified as either a 
quantitative variable or a qualitative variable. In the case of 
quantitative variables, understand the characteristics of variable 

values by using representative values such as average value, 
minimum value, and maximum value. Also, by understanding 
the distribution, it becomes possible to understand how the 
variable values are concentrated / distributed. 

Once we understand the characteristics of each variable by 
profiling a single variable, the next step is to understand the 
relationships between the variables. A scatter-like visualization 
of each customer in dots makes it possible to understand 
whether the two variables are in direct proportion, inversely 
proportional, or completely random. When deciphering the 
relationship between variables, it is necessary to proceed with 
the analysis with a certain purpose, not just a visual and 
intuitive grasp. Data mining can be considered as one of the 
methods. 

Large analytical datasets are vertically compressed by age 
group. In other words, customers are classified based on a 
single variable (here, age), and the tendency of each 
classification (= segment) is grasped. In addition to this, we 
have added a row for the population and a new index for the 
number of customers. This allows us to compare with the 
whole customer and understand the size of each segment. At 
this time, since each row to be analyzed is aggregated from 
customer (single customer) to segment (multiple customers), 
the variables to be used are average value, minimum value, 
maximum value, total value, composition ratio, etc. It will be 
converted into an index and compared. And the difference in 
the index value is the characteristic of the segment. 

If it can be understood what kind of products it is 
contracting / purchasing for each segment, what kind of 
channel it is using, what kind of usage pattern it is using, etc. It 
can be understood whether it has such characteristics. With 
this, the profiling work is almost completed, and we have 
grasped what kind of variable characteristics each customer 
group has. The next task is analysis for "behavior". 
Considering that the target of analysis is the customer, the 
"behavior" here is an action to the customer, specifically a 
campaign activity. 

Although there are many methods for customer profiling, 
performance is not good enough. Also, it is rare the method 
which allows prediction of sales based on the customer 
profiling. In this paper, we intend to improve the customer 
profiling performance and to propose a method for sales 
prediction based on Deep Learning. 
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There are prediction related research works as follows, 

Probabilistic cellular automata-based approach for 
prediction of hot mudflow disaster area and volume is 
proposed [1]. Also, new approach of prediction of Sidoarjo hot 
mudflow disaster area based on probabilistic cellular automata 
is proposed [2]. These prediction methods are expanded to GIS 
based 2D cellular automata approach for prediction of forest 
fire spreading [3]. 

Cell based GIS as Cellular Automata: CA for disaster 
spreading prediction and required data systems is proposed [4]. 
The method is applied to hot mudflow prediction area model 
and simulation based cellular automata for LUSI and plume at 
Sidoarjo East Jawa [5]. 

Comparative study between Eigen space and real space- 
based image prediction methods by means of autoregressive 
model is conducted [6]. Also, comparative study on image 
prediction methods between the proposed morphing utilized 
method and Kalman filtering method is conducted [7]. 

Another prediction method for time series of imagery data 
in Eigen space is proposed [8] together with image prediction 
method with non-linear control lines derived from Kriging 
method with extracted feature points based on morphing [9]. 
Cell based GIS as cellular automata for disaster spreading 
predictions and required data systems are developed [10]. 

Prediction method of El Nino Southern Oscillation: ENSO 
event by means of wavelet-based data compression with 
appropriate support length of base function is proposed [11]. 
On the other hand, Question Answering: Q/A for collaborative 
learning with answer quality prediction is created [12]. 

Wildlife damage estimated and prediction using blog and 
tweet information is conducted in [13]. Meanwhile, prediction 
method for large diatom appearance with meteorological data 
and MODIS derived turbidity as well as chlorophyll-a in 
Ariake Bay area in Japan is proposed [14]. 

Method for thermal pain level prediction with eye motion 
using SVM is proposed in [15]. Meanwhile, prediction method 
for large diatom appearance with meteorological data and 
MODIS derived turbidity and chlorophyll-a in Ariake bay area 
in Japan [16]. 

Smartphone image based agricultural product quality and 
harvest amount prediction method is proposed [17]. On the 
other hand, data retrieval method based on physical meaning 
and its application for prediction of linear precipitation zone 
with remote sensing satellite data and open data is proposed 
and validated with the actual data [18]. 

Recursive Least Square: RLS method-based time series 
data prediction for many missing data is proposed [19]. 
Meanwhile, prediction of isoflavone content in beans with 
Sentinel-2 optical sensor data by means of regressive analysis 
is proposed and validated with the actual data [20]. 

In this connection, we propose a method for customer 
profiling based on Binary Decision Tree: BDT and K-means 
clustering with customer related big data for sales prediction 
and valuable customer findings as well as customer relation 

improvements. The scikit-learn of BDT1 is used in the study. 
K-means clustering of scikit-learn2 is also used. 

The following section describes research background 
followed by the proposed method. Then example of the 
experimental actual data of sales is described as a validation of 
the proposed method followed by conclusion with some 
discussions. 

II. RESEARCH BACKGROUND 

A. Importance of Customer Profiling 
Customer profiling is important for improving sales 

environment and customer relation. In order to create customer 
profiles, customer clustering is needed, first. Then valuable 
customers could be found. These activities help customer need 
surveillance together with customer satisfaction as shown in 
Fig. 1. 

 
Fig. 1. Importance of Customer Profiling. 

B. Parameters for Customer Profiling 
There are 7 layers of the parameters for customer profiling 

as shown in Table I. In the layers, typical data labels as shown 
in Fig. 2 must be considered. 

The parameters in each layer are shown in Fig. 2, the 
parameters in Fig. 2 shows all the possible parameters, some of 
them are influencing to sales prediction. The first layer 
includes customer information while the second layer includes 
demographics information. Meanwhile, the third layer includes 
geographic information while the fourth layer includes 
information on customers’ preference and interest. On the other 
hand, the fifth layer includes shopping pattern while the sixth 
layer includes brand affinity. The seventh layer includes 
purchase action related information such as risk to lose, 
propensity to buy, predicted date to come. 

TABLE I. PARAMETERS FOR SALES PREDICTION 

Tier 7. Prediction 7th 
Tier 6. Brand Affinity 6th 
Tier 5. Shopping Pattern 5th 
Tier 4. Preference & Interests 4th 
Tier 3. Geographic 3rd 
Tier 2. Demographics 2nd 
Tier 1. Recognition & Contact 1st  

1 https://scikit-learn.org/stable/modules/tree.html 
2 https://towardsdatascience.com/understanding-k-means-clustering-in-

machine-learning-6a6e67336aa1 
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Fig. 2. Data Labels (Parameters) in the Assigned Layers. 

III. PROPOSED SALES PREDICTION METHOD 

A. Sales Prediction 
Fig. 3 shows the proposed process flow of sales prediction. 

The customer profile, including the information on gender, age, 
address, occupation, education etc. must be made available first. 
Then it is followed by segmentation. After that, AI models are 
created, and finally total sales is going to be predicted. 

 
Fig. 3. Proposed Process Flow of Sales Prediction. 

Fig. 4 also shows the details of sales prediction targets. The 
next visit date, types of sales products and sales are predicted 
with the AI models. Time, product, price preferences are 
modeled by AI through learning processes of deep learning. 

 
Fig. 4. Details of Sales Prediction Targets. 

B. Sales Prediction with Deep Learning 
Fig. 5 shows the preferences of the time, the product, and 

the price for the specific customer. The customer is specified 
through the previous processes with deep learning. All the 
preferences are obtained from the sales information such as 
shown in Table II. This is a just example of the specific 
customer’s sales data. Total sales can also be predicted through 
the learned deep learning. In the proposed Deep Learning, 
TensorFlow Keras is used. Two hidden layers are implemented 
with the number of neurons of 250. Also, ReLU is used for 
activation function together with the fully connected layer with 
SoftMax function. 

 
(a)Time preference 

 
(b)Product Preference. 

 
(c)Price Preference. 

Fig. 5. Preferences of the Time, the Product and the Price. 
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IV. EXPERIMENTAL RESULTS FROM SALES PREDICTION 

A. Preparation of Data for Deep Learning 
The first thing we must do is to check the missing data in 

the customer information. Fig. 6 shows the percentage ratio of 
the missing data by item by item. The customer rank is the 
most frequently missing data item followed by e-mail 
addresses of the customer. Therefore, we must conduct deep 
learning processes without the missing data. The second thing 
we must do is to standardization of sales data. The ranges are 
different from each other so that the sales data are standardized 
with mean and standard deviation so as to adjust the mean and 
standard deviation are 0 and 1 after the standardization. 

Fig. 7 shows the percentage ratio of the missing data in the 
sales data. As shown in Fig. 7, the highest percentage ratio of 
the missing data about sales is motivation to visit the shop 
followed by the staff ID who made services to the customer. 
These missing data of customer related information and the 
sales data must be care about in the learning processes. 

TABLE II. SALES DATA FOR THE SPECIFIC CUSTOMER 

Customer ID Product ID Product Price No. of Sales 
133034 32 Skin Care 1 

133034 48 Skin Care 1 
133034 80 Skin Care 1 

133034 25 Make Up 1 
133034 33 Make Up 1 
133034 42 Make Up 1 

133034 79 Make Up 2 
133034 82 Make Up 3 

133034 1 Make Up 2 
133034 4 Make Up 2 
133034 7 Make Up 1 

133034 12 Skin Care 1 
133034 19 Make Up 1 

133034 24 Skin Care 1 
133034 29 Make Up 1 

133034 36 Make Up 1 
133034 37 Skin Care 1 
133034 40 Make Up 2 

133034 52 Skin Care 1 
133034 54 Make Up 1 

 
Fig. 6. Percentage Ratio of the Missing Data in the Sales Data. 

 
Fig. 7. Percentage Ratio of the Missing Data in the Sales Data. 

Fig. 8 shows rating results of the percentage ratio of the 
sales type (Product name). The highest sales type is the adult 
hair cut (sales type No.1) followed by the gray hair dyeing 
(sales type No.2). 

 
Fig. 8. Rating Results of the Percentage Ratio of the Sales Type (Product 

Name). 

Monthly sales can also be calculated from the sales data. 
Fig. 9 shows the monthly sales for the specific hair salon for 
the period from September of 2010 to December of 2021. 

 
Fig. 9. Monthly Sales for the Specific Hair Salon. 

Fig. 10 shows the revisit day interval (repeat cycle) for the 
specific hair salon. 

As shown in Fig. 10, highest frequency ranges from 30 to 
60 days. Therefore, it is found that the customer visits the 
specific hair salon every month to two months. Also, histogram 
of customers’ age distribution is shown in Fig. 11. There are 
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two peaks at around 15 to 20 years old for both male and 
female customers and 45 to 85 years old for female customers. 
This is the second layer of the customer profile, demographic 
information. The other layer data are also calculated from the 
sales data. 

 
Fig. 10. Revisit Day Interval (Repeat Cycle) for the Specific Hair Salon. 

 
Fig. 11. Histogram of Customers’ Age Distribution. 

B. Customer Clustering 
The number of visits to the specific hair salon is 

investigated as one of the parameters (feature vector) of the 
customer clustering. 

Fig. 12 shows relation between the number of visit and the 
number of customers (green bars) as well as percentage ratio of 
revisit customers (red solid line). More than 95% of customers 
are repeat customers as shown in Fig. 12. 

 
Fig. 12. Relation between the Number of Visit and the Number of Customers 

as well as Percentage Ratio of Revisit Customers. 

 
(a) Cluster No.0  (b) Cluster No.1 (c) Cluster No.2 

 
      (d) Cluster No.3       (e) Cluster No.4 

Fig. 13. Histogram of the Revisit Cycle (Days). 

Then K-mean clustering is applied to the sales data with the 
number of clusters is five. Histogram of the revisit cycle (days) 
is shown in Fig. 13. This is one of the results from the 
clustering. Also, the learning processes are done with deep 
learning for each cluster. The cluster No. 0 is resembling to the 
cluster No. 4. 

TABLE III. NUMBER OF CUSTOMERS FOR EACH CLUSTER 

Cluster No. The_Number_of_Customers 
1 1833 
4 1439 

2 1360 
0 1316 

3 564 

There is the peak of the histogram at the revisit cycle 
around 50. On the other hand, the cluster No. 1 is like the 
cluster No. 2 the peaks of the histograms of the cluster No. 1 
and 2 are much higher than that of the cluster No.0 and 4 as 
well as the cluster No.3. The number of customers for each 
cluster is shown in Table III. 

 
Fig. 14. Relation between the Sales Amount and Age. 

C. Clustering Results 
One of the clustering results is shown in Fig. 14 (relation 

between the age and the sales amount) for each cluster. Also, 
Fig. 15 shows the relations between the number of customer 
and age as well as sales for each cluster. As shown in Fig. 14 
and 15, all the customers are divided into five clusters clearly 
and these clusters are well characterized with their profiles. 
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(a) Cluster 0 

 
(b) Cluster 1 

 
(c) Cluster 2 

 
(d) Cluster 3 

 
(e) Cluster 4 

Fig. 15. Relations between the Number of Customer and Age as well as Sales. 

Fig. 16 shows the sales amount for each cluster. The sales 
amount of the cluster No. 2 is highest followed by cluster No. 
1. Also, there is the big dip at the late of 2019 since the number 
of customers is getting down by the influence due to the 
COVID-19. 

 
Fig. 16. Shows the Sales Amount for each Cluster. 

D. Deep Learning 
After the clustering, all the customers are divided into five 

clusters. Then the customers are segmented. Also, the number 
of transactions (visit), the sales amount is investigated. 
TensorFlow of deep learning is used for sales prediction. The 
training sample data is the sales data of the year from 2010 to 
2013 and the validation data is the sales data of the year of 
2014. The four years learning processes are conducted and then 
validation is done for the year of 2014. The validation result is 
shown in Fig. 17. 

As shown in Fig. 17, prediction accuracy is not good 
enough (Root Mean Square Error: RMSE= 17.04: 21.25%) 
since the training sales data is not enough for deep learning. 
Also, customers’ behavior is changed by year so that the 
different customers’ behavior between 2010 to 2014 and 2014 
induces such prediction error. 

27 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 7, 2022 

 
Fig. 17. Sales Prediction Result for the Year of 2014 with the Learning 

Processes during 2010 and 2013. 

V. CONCLUSION 
We proposed a method for customer profiling based on 

Binary Decision Tree: BDT and K-means clustering with 
customer related big data for sales prediction and valuable 
customer findings as well as customer relation improvements. 
Through the customer related big data, not only sales 
prediction but also categorization of customers as well as 
Corporate Social Responsibility: CSR can be done. 

This paper describes a method for these purposes. 
Examples of the analyzed data relating to the sales prediction, 
valuable customer findings and customer relation 
improvements are shown in this paper. It is found that the 
proposed method allows sales prediction, valuable customer 
findings with some acceptable errors (21.25% of RMSE). 

VI. FUTURE REAESRCH WORK 
Further investigations are required for improvement of 

prediction accuracy. 
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Abstract—In this paper, a new hybridization of a Myopic and 
Neighborhood approaches is proposed to solve large-size vertex 
p-median location problems. The effectiveness and efficiency of 
our approach are demonstrated empirically through an intensive 
computational experiment on large-size instances taken from 
TSPLib and BIRCH datasets, with the number of nodes varying 
from 734 to 9,976 for the former and from 9,600 to 20,000 nodes 
for the latter. The results show that the new approach, though 
relatively simple, yields better solutions compared to the ones in 
the literature. This demonstrates that a simpler approach that 
takes into account the advantages of other methods can lead to 
promising outcome and has the potential of being adopted in 
other combinatorial optimization problems. 

Keywords—P-median; discrete location problems; myopic 
heuristic; neighborhood heuristic 

I. INTRODUCTION 
The p-median location problem is one of the oldest discrete 

location problems. The objective of the vertex p-median 
location problem is to find the location of p median facilities 
among n demand points to minimize the sum of the distances 
between customers and their nearest median facilities. This 
problem is also known as the minisum vertex location problem 
[1]. In the uncapacitated type, each median facility is not 
restricted by the number of demand points/customers to serve, 
however, in the capacitated p-median location problem each 
median facility has a fixed capacity. In this paper, we are 
interested in addressing the former for the case of large-scale 
instances where exact methods may not be suitable. This type 
of location problems has many applications such as, locating 
the locations of the ambulances, schools, firefighters and 
hospitals among others [2-5]. 

The problem was first introduced in [6, 7], and has been 
proved to be an NP-hard optimization problem [8]. For large-
size location problems, optimal solutions may not be reached, 
therefore, heuristic and metaheuristic approaches are usually 
the best way forward for solving these vertex p-median 
location problems [9, 10]. For more information on the vertex 
p-median location problems, see [11-13]. The vertex p-median 
location problem was formulated by ReVelle and Swain in [14] 
and its implementation was enhanced by Rosing et al. in [15]. 
The following notation is used. 

Let I be the set of nodes (demand points), J the set of 
potential sites, and Cij the distance between site i (𝑖 ∈ 𝐼) and 
demand point j (𝑗 ∈ 𝐽). 

Let p the number of median facilities to be located and let 
yi and xij the following decision variables with: 

𝑦𝑖 = �1, 𝑖𝑓 𝑎 𝑓𝑎𝑐𝑖𝑙𝑖𝑡𝑦 𝑖𝑠 𝑙𝑜𝑐𝑎𝑡𝑒𝑑 𝑎𝑡 𝑐𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒 𝑠𝑖𝑡𝑒 𝑖
0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒     

 and xij the fraction of the demand of customer j that is 
supplied from facility i. 

The p-median location problem can be formulated as 
follows: 

𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒 ∑ ∑ 𝑐𝑖𝑗𝑥𝑖𝑗𝑗 ∈𝐽𝑖 ∈𝐼             (1) 

𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 ∑ 𝑥𝑖𝑗 = 1 ∀ 𝑗 ∈ 𝐽 𝑖 ∈𝐼             (2) 

 ∑ 𝑦𝑖 = 𝑝𝑖 ∈𝐼                  (3) 

 𝑥𝑖𝑗  −  𝑦𝑖 ≤ 0 ∀ 𝑖 ∈ 𝐼 ;  𝑗 ∈ 𝐽             (4) 

 𝑦𝑖  ∈ {0 , 1} ;  ∀ 𝑖 ∈ 𝐼              (5) 

𝑥𝑖𝑗  ≥  0 ;  𝑗 ∈ 𝐽               (6) 

Equation (1) is the objective function which minimizes the 
sum of the total distances, (2) states that all demand at demand 
site (j) must be satisfied, (3) guarantees that exactly p median 
facilities are to be located. Equation (4) ensures that demand 
nodes can be only assigned to the open median facilities, (5) 
specifies that the location variables have to be binary, and 
finally, (6) requires that the assignment variables have to be 
non-negative. 

Though there exist heuristic approaches dedicated for the 
vertex p-median location, there is no recent research that has 
concentrated on comparing the performance of the heuristic 
approaches with the state-of-the-art techniques. In this paper, 
we aim to fill that gap. 

A. Contribution and Organization of the Paper 
Here, the basic Myopic construction and Neighborhood 

improvement approaches are first outlined. A new Hybrid-
heuristic that integrates the two above techniques is also 
proposed. In other words, the contribution of this study is three 
folds: 

• Introduce a new Hybrid-heuristic approach which 
integrates Myopic and Neighborhood for solving large-
size vertex p-median problems, 
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• Compare the performance of heuristic approaches 
versus the performance of recent existing approaches, 
and 

• Generate new best solutions for large instances that can 
be used for benchmarking purposes or even as bounds 
for exact methods if need be. 

The paper is organized as follows. The next Section 
presents a brief review of the related literature. The third 
Section describes some vertex p-median heuristic approaches, 
with an emphasis on the new proposed approach. In Section 4, 
an illustrative example is presented followed by the 
computational results in Section 5. The final Section outlines 
our conclusion and highlights some research avenues. 

II. LITERATURE REVIEW 
The difficulty of solving large-size vertex p-median 

location problems led several authors to investigate alternative 
approaches and techniques [16-18]. This section provides a 
brief overview of some work on recent large-size vertex p-
median location problems. See [19, 20] for a review on this 
topic. 

In [16], Avella et al. presented a Branch-and-Cut-and-Price 
approach, which yields reasonable solutions for instances with 
demand points/customers (n) less than 3,795. They applied 
their approach on the OR library instances, namely, the TSP-
Lib instances [21]: Fl1400, PCB3038 and Rl5934, and the 
Optimal Diversity Management (ODM) instances BN1284, 
BN3373 and BN5535. In [22], Hansen et al. used a Variable 
Neighborhood Search (VNS) to find a solution for the 
clustering problem as a large-size vertex p-median location 
problem. They reported the results for two large-size datasets, 
where each dataset consists of p groups (clusters) of two 
dimensional data points generated in a square. The datasets 
consist of BRICH I instances and BRICH III instances [23]. 
The size of each dataset ranged from 10,000 demand points to 
89,600 demand points. The TSP-Lib library is used to choose 
the second set of instances from [21]: PCB3038, RL5915, 
RL5934, RL11849, USA13509, IT16862, SW24978, and 
BM33708, where the number attached to each instance title 
indicates the number of demand points (n) in that instance. In 
[24], Avella et al. introduced a new Lagrangean relaxation 
heuristic to solve large-size p-median location instances. The 
algorithm consists of three main components: (1) Subgradient 
column generation, (2) Core heuristic, and (3) Aggregation 
procedure. The authors reported the solution of instances from 
BRICH ( two of type BRICH I and two of type BRICH III), 
and also two instances from the TSP-Lib library [21], namely 
PCB3038 and USA13509. In [25], Irawan et al. introduced a 
multiphase approach that includes three parts; (1) demand 
points aggregation, (2) Variable Neighbourhood Search and (3) 
an exact approach to solve large-size unconditional and 
conditional p-median location vertex problems. The approach 
consists of four phases (stages). The first phase solves several 
aggregated problems using a ‘‘Local Search with Shaking’’ 
procedure to generate candidate solutions which are then used 
to solve a reduced location problem in Phase two using 
Variable Neighbourhood Search or an exact method. The new 
candidate solution set is then introduced as an input for the 
iterative learning process to tackle the aggregated p-median 

location problem in Phase three. Finally, Phase four is a post 
optimization phase applied to solve the original problem using 
a local search, starting from the best solution obtained in the 
previous phase. This multiphase approach is tested on three 
well-known datasets. The first is the BIRCH datasets (BIRCH I 
and BIRCH III), the second is based on the TSP-Lib library 
[21] which includes IT16862, SW24978, BU33708 and 
CH71009 whereas the third is the Circle dataset, which is a 
newly geometrically generated by the authors to guarantee 
optimal solutions and hence provides a strong comparison with 
the heuristic produced. In [26], Irawan and Salhi further 
designed a hybrid technique based on clustering and VNS with 
the aim to find a solution to large-size p-median location 
problems. The new approach is a multi-step methodology in 
which learning from previous steps is taken into account when 
tackling the next step. Each step consists from sub-problems 
which are solved by a fast procedure to produce good feasible 
solutions. Within each step, the solutions are grouped together 
to produce a new promising subset of potential 
medians/facilities. This is similar in principle to data mining 
and heuristic concentration developed by Rosing and ReVelle 
[27]. The proposed approach is tested on BIRCH datasets. In 
[3], Janáček and Kvet studied the public service system design 
which is formulated as a p-median location problem, through 
focusing on the approximate radial approach using dividing 
points. The approximate approach can be implemented using 
any commercial integer programming solver. The proposed 
approach is tested on TSP-Lib instances; RL1304, FL1400, 
U1432, V1748, D2103, and PCB3038. In [28], Vasilyev and 
Ushakov proposed a new modified hybrid sequential 
Lagrangian heuristic that uses a shared memory parallel 
implementation which can be used in suitable technology. 
They integrate their Lagrangian relaxation approach with a sub 
gradient column generation and a core selection method in 
combination with a simulated annealing to identify the 
sequences of lower and upper bounds for the optimal value. 
The proposed approach is also tested on BIRCH datasets. In 
[29], Vasilyev et al. addressed a general fault-tolerant version 
of the p-median location problem. The authors adapted their 
earlier method to determine the upper and lower bounds. They 
tested the proposed method on large-scale problem instances 
taken from TSPLIB library: JA9847, USA13509, IT16862, and 
SW24978. 

In summary, due to the importance of the vertex p-median 
location problem and its real-life applications, a considerable 
amount of p-median location approaches have been proposed 
such as Branch-and-cut-and-price, Variable neighborhood 
search, Lagrangean relaxation, among others. Though the 
above approaches are promising, they are not easily and widely 
applicable. We therefore believe there could still be the need to 
propose a simple but powerful and effective heuristic-based 
approach. 

III. HEURISTICS APPROACHES FOR THE P-MEDIAN PROBLEM 
This section outlined two classes of heuristic approaches: 

the Myopic approach, and the Neighborhood Search approach. 
The Myopic approach is a construction method that builds a 
good solution from scratch, while the neighborhood search 
approach is an improvement algorithm. More details can be 
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found in [19, 20, 30]. This will then be followed by the new 
hybrid myopic-neighborhood which we propose. 

A. Myopic Approach 
Myopic is the simplest greedy add (i.e., construction) 

heuristic approach. The Myopic method starts with an empty 
set of medians (vertices/points) and successively adds the 
candidate vertex (point) that yields the best decrease in the 
minisum objective function value. The process continues until 
the solution includes p median facilities [19]. The Myopic 
Approach is simple to understand and to implement. However, 
it suffers from the fact that once a facility is added, it is not 
removed in subsequent iterations and therefore will restrict the 
search space. Fig. 1 shows the commonly used Myopic 
pseudocode. Let us define the function  𝑍(𝐽,𝑋) =
 ∑ 𝑚𝑖𝑛𝑚∈𝑋 �𝑐𝑚𝑗�,𝑗 ∈𝐽  ; where X is the current set of candidate 
solutions. The function depends on both the set of demand 
nodes to be considered and the candidate locations to be used. 

 
Fig. 1. Myopic Algorithm Pseudocode [20]. 

Step 1 starts by initializing the set of candidate solutions to 
an empty set. Step 2 relates to the best vertex (point) to be 
added to the candidate solution set. Step 3 adds that 
vertex/point to the candidate solution set. Step 4 checks if less 
than p median facilities have been added to the solution set. If 
so, the Myopic approach continues with Step 2; if not, the 
search terminates. According to Daskin [30], the solution 
obtained using Myopic method may not be optimal as outlined 
earlier. This is because once a site is chosen, it remains there 
which restricts the search making the solution suboptimal as 
the optimal solution may not necessarily have the additive 
property. In other words, there is no guarantee of optimality for 
the Myopic approach, unless we are locating only a single 
median facility [20]. 

B. Neighborhood Approach 
Neighborhood approach attempts to improve a given 

solution made up of p candidates. It can be considered as one 
of the most-widely and oldest improvement mechanism [19, 
30]. The approach starts with any feasible candidate solution to 
the vertex p-median location problem (For example, it could 
begin with the solution set identified by the Myopic approach), 
then the approach assigns each demand vertex to its nearest 
median facility. Then the one median location problem within 
each neighborhood is selected through examining each 
candidate demand point. If the solution of the one median 
location results in a new location for the median facility, the 
approach reallocates all demand points to the nearest open 
median facility. Otherwise (i.e., if no change for the median 
facility locations), the approach stops. If there is no new 
assignments, the approach also stops; otherwise, the search 
continues [20]. Fig. 2 shows the pseudocode of the 
Neighborhood search approach. Note that this approach was 
initially developed for the Weber problem (i.e, the p-median 

problem but on the plane) by [31] which is known as the 
locate-allocate method. 

 
Fig. 2. Neighborhood Search Approach Pseudocode [20]. 

Step 1 starts by initializing the solution with any set of p 
median facilities. Step 2 to Step 6 initialize and set the 
vertices/points neighborhood. Step 7 initializes a new 
candidate set of median facility locations. Step 8 to Step 13 the 
new candidate locations is found. Step 10 calculates the 1-
median location problem within each neighborhood and adds 
that vertex/point to the solution set in Step 11. 

C. The Proposed Hybrid Myopic-Neighborhood Approach 
This section outlines the new Hybrid Myopic-

Neighborhood. The main idea of the proposed approach is that, 
at each iteration of the Myopic and after determining the next 
point (vertex) to be added to the current solution; the 
Neighborhood approach is used as many times as possible till 
there is no improvement in the current candidate solution. In 
other words, this embedded local search acts as a filtering 
mechanism during the search process as the open set of 
facilities is augmented. Fig. 3 shows the pseudocode of the 
Hybrid Myopic-Neighborhood approach. 

 
Fig. 3. Hybrid Myopic-Neighborhood Approach Pseudocode. 

Step 1.Let X  ⃪ Ø. /Where X is the set of locations, starting with an empty set.  
Step 2.Find i* =argminiϵI {Z(J, X U{i}x)}. / the best node to add to the 

solution set. 
Step 3.Set X  ⃪ X U { i* }./ Adds that site to the solution.  

 4. If |X| < P, go to Step 2; else stop. 
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Fig. 4. A Simple Flowchart of the New Hybrid Myopic-Neighborhood 

Approach. 

For completeness, we also provide Fig. 4 as a flowchart for 
the Hybrid Myopic-Neighborhood approach. 

IV. NUMERICAL EXAMPLE 
This section introduces a small example to illustrate the 

new Hybrid Myopic-Neighborhood approach to solve vertex 
location problem. For simplicity let us consider an example 
from Daskin [30] with Table I shows the distance matrix. 

For the first median (p=1), using total enumeration, the 
location of the 1st median is located at vertex (point) 9. 

For the second median (p=2), (1) applying Myopic: The 
location of the 2nd median is located at vertex 7 and the set of 

solution X= {9, 7}. According to the Myopic, we should 
proceed by adding a new third vertex which yields the lowest 
objective function value, however, the new Hybrid approach 
proposed applying Neighborhood approach; (2) applying 
Neighborhood, no change has been happened in the solution 
set, therefore, go to next median (i.e., median # 3). 

For the third median (p=3), (1) applying Myopic, the 
location of the 3rd median is located at vertex 6 and the set of 
solution X={9,7,6}. (2) applying Neighborhood, The new 
location set, Xnew={11,7,6}, a change happened at site 9 and 
swapped with site 11, therefore, go to step 4, and apply again 
Neighborhood. Now, there is no median facility changed; go to 
Next median, and so on. The detailed calculations can be found 
in Appendix A. 

It is clear that using the new Hybrid approach improves the 
objective function value of the Myopic, which considered an 
added sequence approach. The best solution at p is not 
necessarily the best solution at p-1 with adding an additional 
vertex. This is because the additivity property is not satisfied. 
This observation was also taken advantage of when applying 
the ‘drop’ method instead of the ‘add’ method, as demonstrated 
by the flexible drop method, known as subdrop, originally 
developed by Salhi and Atkinson [32]. Also, it is worth noting 
that the new Hybrid either improves the objective function 
value of the Neighborhood or retain that value but never 
worsen it, since the Hybrid keeps starting from a better 
intermediate initial solution. 

Table II compares the results of using the new Hybrid 
approach to solve the example in Table I, versus the results of 
Myopic, Neighborhood, Exchange, and Lagrangian approaches 
in [30]. The table shows that the new Hybrid Myopic-
Neighborhood outperformed other heuristics, namely, Myopic, 
Neighborhood, and Exchange heuristics approaches. The 
Hybrid approach achieved optimality at all levels of medians 
(q=1,…,p), such as the Lagrangian exact approach. However, 
the new Hybrid approach is very simple to understand and 
relatively easier to implement in practical setting. 

TABLE I. THE DISTANCE MATRIX FOR A P-MEDIAN EXAMPLE FROM [30] 

 1 2 3 4 5 6 7 8 9 10 11 12 

1 0 225 555 825 360 900 270 495 720 600 870 1005 

2 150 0 220 400 380 520 330 480 420 550 610 610 

3 444 264 0 216 192 360 492 336 240 696 468 468 

4 990 720 324 0 612 216 1062 828 432 1116 774 612 

5 120 190 80 170 0 180 125 60 120 235 185 215 

6 1440 1248 720 288 864 0 1368 1008 288 1200 744 528 

7 198 363 451 649 275 627 0 165 495 242 440 671 

8 528 768 448 736 192 672 240 0 480 592 400 736 

9 624 546 260 312 312 156 585 390 0 494 247 247 

10 880 1210 1276 1364 1034 1100 484 814 836 0 418 880 

11 1102 1159 741 817 703 589 760 475 361 361 0 399 

12 1340 1220 780 680 860 440 1220 920 380 800 420 0 
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TABLE II. COMPARING THE HYBRID APPROACH VERSUS OTHER HEURISTIC AND EXACT APPROACHES 

P Myopic Exchange Neighborhood Lagrangian Hybrid 

1 4,772 4,772 4,772 4,772 4,772 

2 3,145 3,145 3,145 3,145 3,145 

3 2,641 2,498 2,641 2,438 2,438 

4 2,157 1,884 2,157 1,884 1,884 

5 1,707 1,444 1,572 1,444 1,444 

6 1,327 1,083 1,192 1,083 1,083 

7 966 747 747 747 747 

8 666 531 666 531 531 

9 426 366 426 366 366 

10 210 210 210 210 210 

11 60 60 60 60 60 

12 0 0 0 0 0 

V. COMPUTATIONAL RESULTS 
To assess the performance of the new Hybrid Myopic-

Neighborhood approach to solve large-size vertex p-median 
location problems, an extensive computation experiment using 
two frequently types of datasets is carried out. These datasets 
consist of the TSP-Lib, and BIRCH instances. Computational 
results of the vertex p-median instances are listed in Table III, 
Table IV, Table V and Table VI. This section reports the 
computational results on a subset of large-size instances which 
have previously been used in [22, 24, 25, 28]. Computational 
experiments were carried out on a processor Intel(R) Core(TM) 
i7-8550U CPU@1.80GHz 1.99 with 8 GB of RAM, under 
Windows 10, 64-bit. The code was written and executed in 
MATLAB. 

A. TSP-Lib Instances 
The first dataset of instances is taken from the TSP-Lib, a 

travelling salesman library [21]. There are 11 instances 
(UY734, ZI929, MU1979, CA4663, TZ6117, EG7146, 
YM7663, EI8246, JA9847, GR9882, and KZ9976), where each 
instance is solved with p varying from 25 to 75 with an 
increment of 5. The number attached to each instance name 
indicate the number of demand points (n) of that instance. For 
example, UY734 contains the coordinates of 734 cities in the 
Uruguay. The instances are ranged in size from n = 734 to 
9,976. 

1) Comparison vs Neighborhood “NBHD” and Myopic: 
The computational results for the new Hybrid approach on the 
TSP-Lib dataset are presented in Table III alongside those 
obtained by the Neighborhood “NBHD” and Myopic 
approaches, with ‘Bold’ showing the best solutions. For 
clarity, the items in Table III are as follows: 

a) n is the number of demand points, 
b) p is the number of median facilities to be located, 
c) z is the minisum objective function obtained by the 

three approaches, 
d) Deviation(%): The percentage gap between a given 

solution and the best solution. It is computed as: 
Deviation(%)= 100*(ZH-ZBest)/ZBest), where ZH and ZBest 
correspond to the Z value obtained with heuristic ‘H’ and the 

best Z value respectively. ‘Bold’ values in the table refer to the 
best solutions [25]. 

e) Time (Sec); Time in seconds. We should notice that 
the time of Neighborhood "NBHD" is significantly small since 
the approach starts by the candidate solution obtained by the 
Myopic approach and apply one pass of improvement instead 
of repeated ones in earlier steps. 

Generally speaking, the new Hybrid approach provides 
better results than Neighborhood and Myopic approach, for all 
TSP-Lib instances listed in Table III. This means that the new 
Hybrid approach outperforms both the Neighborhood and 
Myopic approaches of the vertex p-median location problem. 

2) Comparison vs. existing techniques: Table IV 
compared the performance of the Hybrid Myopic-
Neighborhood versus the performance of two versions of 
Variable Neighborhood Search approach called Var1 and 
Var2 presented in [25]. The results are given in Table IV 
which shows the value of the objective function (Z), the 
deviations in % and the CPU time in seconds for the Hybrid 
approach. The notations in the table are the same as the ones 
given earlier for Table III. 

To our surprise, the results demonstrated that the new 
Hybrid provides better solutions compared to Variable 
Neighborhood Search on all TSP-Lib instances listed in Table 
IV. The Hybrid approach yields new benchmarking solutions 
for all of the instances by producing 11 new best solutions 
which can be used for further benchmarking. 

B. BIRCH Instances 
BIRCH is a generated-synthetic dataset suggested by 

Zhang et al. [23]. Each BIRCH dataset contains p two-
dimensional clusters demand points (data points) generated in a 
square. Dataset of type I is the easiest to solve while datasets II 
and III are harder [22]. Type 1 and Type 3 instances results are 
reported in this paper; these are the most frequently used types 
in the vertex p-median literature. The largest problem instance 
generated in this category contains 20,000 demand points. The 
number of medians (clusters) p is ranged from 25 and 100 as 
shown in Table V which also shows the results of the 24 
BIRCH instances. 
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TABLE III. COMPUTATIONAL RESULTS FOR THE HYBRID, NEIGHBORHOOD “NBHD” AND MYOPIC APPROACHES ON THE TSP-LIB 

n p 
Z Deviation (%) Time (Sec) 
Hybrid NBHD Myopic NBHD Myopic Hybrid NBHD Myopic 

734 25 205538.00 213171.90 221036.85 3.71 7.54 1.4 0.02 0.47 
929 30 199171.23 200646.89 208460.24 0.74 4.66 5.5 0.05 0.72 
1979 35 305849.50 313868.19 329945.58 2.71 7.88 163.6 0.12 3.46 

4663 40 6508942.87 6651807.60 6858853.82 2.14 5.38 376.0 1.04 44.62 
6117 45 2293933.42 2388862.31 2483309.72 4.13 8.26 639.4 1.68 124.25 

7146 50 926303.48 938372.66 982511.38 1.03 6.07 673.0 2.97 235.86 
7663 55 1337941.96 1359608.60 1431263.27 1.41 6.97 1021.6 3.60 333.77 
8246 60 1206962.23 1233756.02 1263392.14 2.29 4.68 1532.0 3.19 474.34 

9847 65 3211308.65 3271312.72 3386102.36 1.99 5.44 2328.5 6.67 1134.28 
9882 70 1768824.70 1780385.42 1892195.85 0.77 6.97 1958.3 8.52 1289.16 

9976 75 6172025.46 6275422.16 6549036.63 1.72 6.11 2250.1 4.09 1161.07 

Average 2.06 6.36    

TABLE IV. COMPUTATIONAL RESULTS FOR THE HYBRID, VAR1 AND VAR2 APPROACHES ON THE TSP- LIB INSTANCES 

n p 
Z  Deviation (%) 
Hybrid Var1 Var2  Var1 Var2 

734 25 205538.00 209214 207647  1.79 1.03 
929 30 199171.23 208002 209374  4.43 5.12 
1979 35 305849.50 320885 320777  4.92 4.88 

4663 40 6508942.87 6885883 6817921  5.79 4.75 
6117 45 2293933.42 2412269 2371727  5.16 3.39 

7146 50 926303.48 1010761 1003380  9.12 8.32 
7663 55 1337941.96 1430669 1416127  6.93 5.84 
8246 60 1206962.23 1235810 1241036  2.39 2.82 

9847 65 3211308.65 3365986 3311024  4.82 3.11 
9882 70 1768824.70 1869116 1859538  5.67 5.13 

9976 75 6172025.46 6378764 6340439  3.35 2.73 

Average  4.94 4.28 

1) Comparison vs. Neighborhood “NBHD” and Myopic: 
The computational results for our new Hybrid approach on the 
BIRCH dataset are presented in Table V, where the summary 
results of the three approaches (Hybrid, Neighborhood 
“NBHD” and Myopic) are shown. Here, we have the obtained 
objective function (Z) of the three approaches, the deviation 
(%) of the NBHD and Myopic form the Hybrid, and the run 
time (in seconds). On the BIRCH instances of Type 1 and 
Type 3, the Hybrid approach, as shown in earlier experiments, 
provides again better solutions compared to Neighborhood 
“NBHD” and Myopic approaches. 

2) Comparison vs. existing techniques: The results of our 
computational experiments on the BIRCH I and III datasets 
are also compared with the results obtained by Hansen et al. 
[22], who presented a primal–dual variable neighborhood 
search (VNS) algorithm; and Avella et al. [24] who introduced 
a Lagrangean relaxation approach, which consists of three 
components: (1) subgradient column generation; (2) core 
heuristic; and (3) an aggregation procedure. The two 

approaches are referred to as VNS and CH respectively. The 
results of the VNS and CH approaches are taken from [24]. 

The computational results of the new Hybrid approach on 
the BIRCH dataset are presented in Table VI versus the results 
of the other two approaches (VNS and CH). For the BIRCH I 
instances the new Hybrid provides better solutions compared to 
VNS and CH. The Hybrid approach yielded the same results as 
the best-known results with deviation equal to (0.000), while 
VNS and CH yielded (0.039) and (3.674) respectively. On the 
BIRCH III instances, Hybrid outperforms VNS and CH where 
Hybrid found three best solutions and yielded the smallest 
deviation (0.002). As stated in [22] our experiments also show 
that the BIRCH instances of type 3 are harder to solve 
compared to type 1 instances. Also, Table VI shows that not 
only the Hybrid approach yielded better results than VNS and 
CH, but also requires relatively less computational burden 
compared to its nearest competitor in terms of quality, namely, 
the VNS metaheuristic. This reduction in computational time is 
even more significant in those larger instances where the 
hybrid consumes only approximately 15% of the time spent by 
the VNS. 
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TABLE V. COMPUTATIONAL RESULTS FOR THE HYBRID, NBHD AND MYOPIC APPROACHES ON THE BIRCH INSTANCES 

Type 1 Z Deviation (%) Time (Sec) 
n p Hybrid NBHD Myopic NBHD Myopic Hybrid NBHD Myopic 
10000 100 12,428.50 12,428.50 15,587.56 0.00 25.42 3496.5 3.4 1920.1 
15000 100 18,639.30 19,079.36 22,934.81 2.36 20.21 6515.9 12.9 4137.4 
20000 100 24,840.30 25,462.10 30,931.91 2.50 21.48 7483.5 13.0 8648.0 
9600 64 11,934.80 12,407.19 15,287.29 3.96 23.21 751.7 1.9 686.3 
12800 64 15,863.80 15,863.81 20,005.21 0.00 26.11 1242.3 2.5 1382.2 
16000 64 20,004.60 21,423.51 25,370.31 7.09 18.42 2135.9 6.8 1821.3 
19200 64 24,018.30 24,964.97 31,225.47 3.94 25.08 2914.6 3.7 2711.1 
10000 25 12,455.70 12,455.71 15,548.69 0.00 24.83 116.3 0.4 105.2 
12500 25 15,597.10 15,597.15 19,734.60 0.00 26.53 1331.4 0.5 308.8 
15000 25 18,949.30 18,949.25 23,531.83 0.00 24.18 413.1 0.9 261.6 
17500 25 21,937.40 21,937.40 27,119.47 0.00 23.62 543.7 1.0 409.8 
20000 25 25,096.80 25,096.82 31,082.81 0.00 23.85 897.9 0.8 558.7 
Average 1.65 23.58  
Type 3 Z Deviation (%) Time (Sec) 
n p Hybrid NBHD Myopic NBHD Myopic Hybrid NBHD Myopic 
10000 100 9,624.79 10,023.04 10,542.17 4.14 5.18 2881.3 7.3 2737.2 
15000 100 15,904.12 16,461.50 17,297.50 3.50 5.08 6252.1 11.4 5685.3 
20000 100 19,989.02 20,757.61 21,958.13 3.85 5.78 7372.9 26.0 6783.1 
9600 64 8,225.58 8,470.84 8,793.05 2.98 3.80 776.4 4.3 766.2 
12800 64 10,210.36 10,597.02 11,779.22 3.79 11.16 1218.3 6.4 1193.5 
16000 64 13,340.47 13,805.74 14,653.65 3.49 6.14 2337.1 12.1 1904.1 
19200 64 15,207.56 15,671.28 16,915.79 3.05 7.94 3367.3 8.0 2606.2 
10000 25 7,203.39 7,507.42 7,813.95 4.22 4.08 115.2 1.1 104.9 
12500 25 8,576.10 9,219.43 10,033.18 7.50 8.83 278.5 1.5 171.9 
15000 25 9,513.64 9,864.70 10,188.10 3.69 3.28 287.1 0.9 252.4 
17500 25 12,535.68 13,686.14 14,877.32 9.18 8.70 465.5 1.4 347.2 
20000 25 13,052.81 13,935.27 15,085.42 6.76 8.25 582.2 1.7 491.4 
Average 4.68 6.52  

TABLE VI. COMPUTATIONAL RESULTS FOR THE VNS, CH AND HYBRID APPROACHES ON THE BIRCH INSTANCES 

BIRCH instances of Type 1 Deviation (%) Time (Sec) 
n p Best-Known 

  

VNS CH Hybrid VNS CH Hybrid 
10000 100 12428.5 0.021 0.001 0.000 786 47 3,496.5 
15000 100 18639.3 0.213 0.002 0.000 3,386 101 6,516 
20000 100 24840.3 0.000 0.001 0.000 3,982 210 7,484 
9600 64 11934.8 0.023 0.002 0.000 1,205 56 752 
12800 64 15863.8 0.015 0.001 0.000 2,451 84 1,242 
16000 64 20004.6 0.000 0.001 0.000 2,739 129 2,136 
19200 64 24018.3 0.021 0.002 0.000 3,698 219 2,915 
10000 25 12455.7 0.065 0.001 0.000 1,091 82 116 
12500 25 15597.1 0.049 8.794 0.000 2,073 115 1,331 
15000 25 18949.3 0.028 16.681 0.000 2,353 175 413 
17500 25 21937.4 0.026 8.437 0.000 2,615 241 544 
20000 25 25096.8 0.001 10.168 0.000 3,055 365 898 
Average 0.039 3.674 0.000 2,453 152 2,320 

 
BIRCH instances of Type 3 Deviation (%)  Time (Sec) 
n p Best-Known 

  

VNS CH Hybrid VNS CH Hybrid 
10000 100 9624.79 0.096 0.002 0.002 2609 60 2,737.2 
15000 100 15904.12 0.094 21.767 0.005 3,495 121 5,685 
20000 100 19989.02 0.181 27.983 0.003 3,429 222 6,783 
9600 64 8225.58 0.123 21.912 0.002 1,483 57 766 
12800 64 10210.36 0.117 11.412 0.001 2,503 98 1,194 
16000 64 13340.47 1.890 23.142 0.001 3,169 170 1,904 
19200 64 15207.56 0.907 38.925 0.006 3,243 229 2,606 
10000 25 7203.39 0.834 11.349 0.000 1,016 94 105 
12500 25 8576.1 0.788 0.956 0.000 1,606 144 172 
15000 25 9513.64 3.099 52.041 0.003 2,742 192 252 
17500 25 12535.68 1.141 38.387 0.000 2,803 250 347 
20000 25 13052.81 2.060 54.700 0.003 3,364 364 491 
Average 0.944 25.215 0.002 2,622 167 1,920 
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VI. CONCLUSION 
This paper introduces a new Hybrid heuristic to solve large 

scale vertex p-median location problems varying in size 
ranging from 734 to 20,000 demand points. Many Heuristics, 
Meta-heuristics and Exact approaches have been developed for 
this purpose. This paper presented a new Hybrid-heuristic 
approach which integrates two heuristic approaches, namely, 
the Myopic approach as a construction method to find the 
solution of each q (q=1,..,p) median facility; while the 
Neighborhood approach improves this solution as much as 
possible at each level of q. By embedding the Neighborhood 
approach into the Myopic heuristic within the search and not 
put in a sequential manner as a post optimizer at the very end, 
as usually applied, excellent results have been produced which 
are highly competitive with the state-of-the-art approaches on 
large-size instances with up to 20,000 demand points. This can 
be seen to act as a continuous filtering mechanism to guide the 
search. 

The new Hybrid approach was tested on the TSP-Lib 
instances (n = 734−9976) and outperformed the ones by [25]. 
In addition, the new approach was assessed on several large-
size BIRCH instances (n = 9600−20000), each instance is 
solved with p ranging from 25 to 100. The results show that 
our method gives better solutions compared to [24] and [22] 
results. 

In brief, the results show that the new approach gives in 
general better solutions which can be then used for 
benchmarking purpose in the future. This demonstrates that a 
simpler approach that takes into account the advantages of 
other methods can lead to promising outcome besides having 
the potential to be adopted in tackling other combinatorial 
optimization problems. 
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APPENDIX A 
For the first median (p=1) Set X=Ø, Table 7 shows the calculations of the total enumeration by summing the entries in each column in Table 1, to obtain the 

values of Z(J,X). Finding i* =argmin iϵI { Z(J,X)}. The smallest value is 4772, i*=9 and X={9}. 

TABLE VII. THE TOTAL ENUMERATION (P=1) 

I 1 2 3 4 5 6 7 8 9 10 11 12 

Z 7816 7913 5855 6457 5784 5760 6936 5971 4772 6886 5576 6371 

For the second median (p=2), (1) applying Myopic approach by finding i* =argmin iϵI {Z(J, X U{i})}. Table 8 shows the results of this computation, to obtain the 
values of Z(J,X). The minimum sum value is 3145, corresponds i*=7 and X={9,7}. 

TABLE VIII. THE RESULTS OF THE MYOPIC APPROACH (P=2) 

X 9 9 9 9 9 9 9 9 9 9 9 9 

i 1 2 3 4 5 6 7 8 9 10 11 12 

Z 3845 3725 3943 4296 3696 4268 3145 3655 4772 3563 3858 4392 

According to the Myopic, we should proceed by adding a new third point (vertex/median) in the same manner, however, the new Hybrid Myopic-Neighborhood 
approach proposed applying the Neighborhood approach. By finding N1 and N2, where Ni is the set of demand nodes which i median is the closest open median 
facility to it. Here N1 ={3,4,5,6,9,11,12} and N2 ={1,2,7,8,10}. Then find k* =argminkϵNi{Z(Ni,{k})}; k*=9,7 and Xnew={9,7}. No median facility changed; Go to 
Next median (p).  

For the third median (p=3), (1) applying Myopic, by finding i* =argminiϵI {Z(J, X U{i})}. Table 9 shows the results of this computation to obtain the values of 
Z(J,X). The minimum value is 2641, corresponds i*=6 and X={9,7,6}. 

TABLE IX. THE RESULTS OF THE MYOPIC APPROACH (P=3) 

X 
9 9 9 9 9 9 9 9 9 9 9 9 

7 7 7 7 7 7 7 7 7 7 7 7 

i 1 2 3 4 5 6 7 8 9 10 11 12 

Z 2695 2770 2647 2689 2929 2641 3145 2845 3145 2661 2718 2765 

(2) applying Neighborhood, by finding N1, N2 and N3. Here N1 ={3,5,9,11,12} N2 ={1,2,7,8,10}, and N3 ={4,6}. Then find k* =argminkϵNi{Z(Ni,{k})}; 
k*=11,7,6 and Xnew={11,7,6}, the new value of Z is 2535. Median facility changed; go to step 4.  

finding N1 , N2 and N3. N1 ={8,10,11,12}, N2 ={1,2,5,7} and N3 ={3,4,6,9}. Then find k* =argminkϵNi{Z(Ni ,{k})}; k*=11,1,6 and Xnew={11,1,6} the new value 
of Z is 2438. Median facility changed; go to step 4. 

finding N1 ,N2 and N3. N1 ={8,10,11,12} N2 ={1,2,5,7} and N3 ={3,4,6,9}. Then find k* =argminkϵNi{Z(Ni,{k})}; k*=11,1,6 and Xnew={11,1,6} No median 
facility changed; Go to Next p median and so on. 
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Abstract—Negation and speculation detection are critical for 
Natural Language Processing (NLP) tasks, such as sentiment 
analysis, information retrieval, and machine translation. This 
paper presents the first Arabic corpus in the review domain 
annotated with negation and speculation. The Negation and 
Speculation Arabic Review (NSAR) corpus consists of 3K 
randomly selected review sentences from three well-known and 
benchmarked Arabic corpora. It contains reviews from different 
categories, including books, hotels, restaurants, and other 
products written in various Arabic dialects. The negation and 
speculation keywords have been annotated along with their 
linguistic scope based on the annotation guidelines reviewed by 
an expert linguist. The inter-annotator agreement between two 
independent annotators, Arabic native speakers, is measured 
using the Cohen’s Kappa coefficients with values of 95 and 80 for 
negation and speculation, respectively. Furthermore, 29% of this 
corpus includes at least one negation instance, while only 4% of 
this corpus contains speculative content. Therefore, the Arabic 
reviews focus more on negation structures rather than 
speculation. This corpus will be available for the Arabic research 
community to handle these critical phenomena1. 

Keywords—Arabic NLP; negation; speculation; uncertainty; 
annotation; annotation guidelines; corpus; review domain; 
sentiment analysis 

I. INTRODUCTION 
Negation and speculation are commonly used linguistic 

phenomena, providing information on factuality and the 
polarity of facts [1]. Negation is a linguistic property shared by 
all human languages [2], which denotes the absence of 
something; therefore, negation affects the contextual polarity of 
words. On the contrary, speculative language is used to convey 
uncertainty about an event or idea. It means there is not enough 
evidence in the text to prove whether the information is 100% 
true. Consequently, sentences including negation or 
speculation may misclassify the opinionated phrases [3] or 
inaccurately identifying the medical terms [4], [5]. In order to 
efficiently identify instances of these phenomena, it is 
necessary to find those words expressing negation and 
speculation and then their scope, such as the tokens within the 
sentence that are affected by these cues [6]. Since negation and 
speculation are language-dependent, they must be addressed in 
all-natural languages [7]. Therefore, many studies addressed 
them to enhance the performance of Natural Language 

*Corresponding Author 
1https://github.com/amahany/NSAR 

Processing (NLP) tasks and applications in various languages 
such as Sentiment Analysis (SA) [8], Machine Translation 
(MT) [9], and Information Extraction (IE) [5]. These studies 
addressed the negation and speculation scope detection using 
rule-based [10] and sophisticated supervised learning methods 
[11], [12]. 

Arabic Natural Language Processing (ANLP) has gained 
unprecedented interest in the age of big data and social media 
platforms, making it one of the most important research topics, 
especially in North Africa and the Gulf Area [13]. Classical 
Arabic (CA), Modern Standard Arabic (MSA), and Dialectal 
Arabic (DA) are the three primary forms of Arabic [14]. The 
Qur'an and ancient literature are written in the CA form. The 
MSA is mainly used in education, the official written reports 
like newspapers, and formal TV programs. Conversely, the DA 
includes all current forms of Arabic spoken, written on social 
media platforms, and reviewed applications and websites 
where it varies nationally and internationally depending on 
location [15]. Since the DA has no syntactic rules and multiple 
forms of the same word, ANLP tasks are challenging. 

Negation frequently occurs in the Arabic language and is 
one of the dominant linguistic methods for changing the text 
polarity, so negation detection is highly considered in the 
Arabic Sentiment Analysis (ASA) [3]. However, the presence 
of negation words in a sentence does not imply that all the 
sentimental words are inverted. Still, there are odd cases where 
the presence of negation terms may confirm the polarity of the 
following lexeme [16]. In the implicit form of negation, a 
sentence can be negated without using negation words. The 
level of speculative content increases or decreases the certainty 
of polarity classification [17]. Few Arabic studies have 
addressed the impact of negation and speculation using simple 
rules. Hamouda and El-Taher considered the frequency of 
negation terms in the ASA task as a classification feature, but 
the effect of the negation feature on the sentiment classification 
was not clearly mentioned [18]. In 2015, Duwairi and Alshboul 
defined six handcrafted rules to handle negation in the Modern 
Standard Arabic (MSA) texts in the review domain to enhance 
the performance of the ASA [19]. Even though they addressed 
the MSA, which follows well-defined rules, the simplistic 
approach has proven inadequate for a syntactically and 
morphologically rich language like Arabic. El-Naggar et al. 
considered several valences to build a negation-aware classifier 
for ASA in MSA and the Egyptian dialect [20]. Later, Assiri et 
al. formulated four rules to handle negation in the Saudi dialect 
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[21]. In addition, Kaddoura et al. have proposed a system that 
inverts the polarity of a sentence’s clause if a negation term 
precedes a positive or negative pattern [3]. Regardless of the 
improvement in performance in these systems’ experimental 
results [3], [20], [21], none handled the implicit form of 
negation frequently used in Arabic. Simple rule-based 
algorithms cannot handle all the negation and speculation cases 
for the various Arabic language forms and dialects [14]. 
According to the findings of our earlier work, the treatment of 
negation scope detection utilizing supervised based learning is 
promising [12]. To the best of our knowledge, there are no 
available Arabic corpora annotated with negation or 
speculation in various domains including the review, newswire 
and medical domains. Furthermore, speculation detection in 
ASA has not been studied in any research work. 

In the last decade, there has been a growing interest in 
detecting negation and speculation. Nevertheless, the available 
open-access corpora for low-resource languages, such as the 
Arabic language [22], are limited compared to the English and 
the Spanish languages [7]. Speculation corpora are even more 
scarce than those for negation, with the majority focusing on 
the biomedical domain. Since negation and speculation are 
language-dependent phenomena, the negation- and 
speculation-aware models from other languages, such as 
English, cannot be applied to the Arabic text because the 
syntactic structure of negation in Arabic differs from that in 
English. Therefore, developing an annotated corpus with 
negation and speculation for the Arabic review domain is 
required. It is very important to know that negation- and 
speculation-aware systems improve the overall systems 
performance [9], [11]. 

The rest of the paper is organized as follows: Section II 
shows the different sources for our corpus. Section III details 
the annotation guidelines we build for the negation and 
speculation texts in the Arabic review domain. The annotation 
process and its result including the agreement analysis of the 
annotators and the discussion are presented in IV and V. 
Finally, Section VI concludes the paper and suggests the future 
work. 

II. CORPUS COLLECTION 
This section demonstrates the overall characteristics of the 

Negation and Speculation Arabic Review (NSAR) corpus, as 
well as a brief description of the texts that compromise it. 
Furthermore, general statistics are presented regarding each 
source's size and polarity distribution. The NSAR corpus is 
comprised of texts extracted from three well-established and 
benchmarked Arabic review corpora: Large Scale Arabic Book 
Review (LABR) [23],  Large Arabic Multi-domain Resources 
(LAMR) [24], and Multi-domain Arabic Sentiment Corpus 
(MASC) [25]. Table I shows the distribution of randomly 
selected positive and negative sentences from each source, with 
2,312 positive reviews accounting for approximately 77% of 
our corpus. Each topic has a different number of sentences, but 
the average number of words per sentence is nearly the same. 
The LABR corpus contains 63K book reviews, with ratings 
ranging from 1 to 5 stars [23]. Aly and Atiya considered the 
reviews with 4 or 5 stars with positive polarity and those with 1 
or 2 stars with negative polarity. The authors collected these 

reviews from the best Arabic books listed in the social network 
for book readers 2 ; hence, most of the randomly selected 
reviews are positive reviews, as per Table I. The LAMR corpus 
is the second source for NSAR corpus, and it consists of 33K 
reviews scrapped via Scrapy framework 3  from various 
reviewing websites, Souq 4 , TripAdvisor 5 , Elcinema 6 , and 
Qaym7 , including reviews for various items and services [24]. 
Each sentence includes the review text and normalized rating 
that could be positive, negative, or mixed polarity. The third 
source, MASC [25], includes 8,860 reviews on different topics 
such as shopping, restaurants, and software applications written 
in multiple Arabic dialects. These reviews were obtained 
primarily from Jeera 8 , Qaym, Google Play, Twitter, and 
Facebook. The majority of the reviews from LAMR and 
MASC were composed in Egyptian, and Gulf areas’ dialects. 
On the contrary, most of the LABR samples were written in the 
MSA form. The review texts in the NSAR corpus are collected 
from various sources to ensure that it captures the diversity of 
dialectical language usage in the review domain. 

TABLE I. CORPUS STATISTICS 

Corpus Topic Positive Negative Total 

LABR Books 879 (84.52%) 161 (15.48%) 1,040 

LAMR 

Touristic 
Attractions 102 (94.44%) 6 (5.56%) 108 

Hotels 74 (100%) 0 (0%) 74 

Products 684 (75.58%) 221 (24.42%) 905 

Resturants 1 248 (74.47%) 85 (25.53%) 333 

Restaurants 2 114 (81.43%) 26 (18.57%) 140 

MASC 
Software 210 (52.50%) 190 (47.50%) 400 

Products 1 (9.09%) 10 (90.91%) 11 

Total  2,312 (76.79%) 699 (23.21%) 3,011 

III. ANNOTATION GUIDELINES 
Negation and speculation phenomena are interrelated and 

have similar characteristics: they both have a scope, so they 
affect the part of the text denoted by the presence of negating 
or speculative keywords. Furthermore, both of them have two 
types: implicit and explicit. In the case of the explicit type, the 
phenomenon cue is written in the sentence, whereas being 
understood in the case of the implicit one without a cue. 
Sentences including a negation cue are not necessarily 
annotated for negation; however, they may have speculative 
content. Therefore, the annotators should read sentences 
containing negation cues carefully. In most cases, the 
keywords influence their scope, aligned from the left to the end 
of the clause or the sentence. 

The following subsections list the general principles, 
negation, and annotation guidelines. Furthermore, the special 

2 https://www.goodreads.com/ 
3 https://scrapy.org/ 
4 https://souq.com/ 
5 https://www.tripadvisor.com/ 
6 https://elcinema.com/ 
7 https://www.qaym.com/ 
8 https://www.jeeran.com/ 
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or complex cases for both phenomena are demonstrated. In 
order to illustrate examples in the annotation guidelines, the 
negating cues are surrounded by a negation symbol (¬), the 
speculative cues are surrounded by an uncertainty symbol (∓), 
and their scope boundaries are surrounded by parenthesis. 

A. General 
When annotating the negation and speculation, several 

general rules must be followed, which are adapted from the 
BioScope annotation guidelines [6], then modified to the 
Arabic language and review domain. Sentences with some 
instance of negative or speculative language will be only 
considered. In addition, the min-max strategy should be 
followed during the annotation. The minimal unit (single word) 
that expresses the negation or speculation will be marked as a 
cue. Nevertheless, in some cases, a cue may include more than 
a single word which is called a complex cue. The maximum 
number of words affected by a cue will be marked as the scope 
for negation or speculation. The scope usually starts after the 
keyword and ends at the end of the phrase, clause, or sentence. 
However, the scope may include a word or a statement 
preceding it. The below list summarizes the general rules for 
both negation and speculation: 

• A sentence may contain more than one cue instead of 
only one keyword; in this situation, each cue should be 
annotated separately. 

• Structures of negation and speculation can be annotated 
in a single sentence. 

• The cue is not included in the scope, but it may be 
included in complex cases and in the scope that 
includes words preceding and following a cue. 

• If a sentence contains a cue that appears at the end of 
the sentence, the phenomenon's scope is limited to the 
cue. 

• Due to the improper use of spaces in the informal 
Arabic text, a cue+verb/noun may be concatenated 
without a space; in this case, the verb/noun will be 
included in the negation/speculation cue. 

• The coordinating conjunctions و (and) extend the scope. 

• Annotators will only annotate the cue and leave the 
scope for the linguist expert if the annotator is unsure 
about the scope. 

• There is an annotation element called the ‘undecided’ 
used if the annotator is unsure what type the keyword 
should be assigned. 

Additionally, each type of a negation or speculation 
structure is depicted with an example where the transliteration 
and English translation of these examples are listed in 
Appendix I. 

B. Negation Structures 
 is the most used negating Arabic word, which is (no) لا •

used to deny the occurrence of a verb in the past and 
present tenses, as well as to deny a nominal sentence. 

Therefore, the scope begins with the negative cue and 
ends at the end of the sentence. 

مكان رائع ) تنسى ⌐ لا ⌐ذكریات (أحلام اجمل الایام كانت ھناك و  (1
الكل فى حركھ و ضحك وحیاه یجمع  

 interfere with past or present (did not – does not) ما •
verbs in dialectal Arabic and the formal Arabic forms in 
the nominal sentences. It is most often found in a pre-
verbal state. To ensure that ما with a verb in the past is 
working, replace it with لم (does not) followed by the 
same verb in the present. 

لو كان سعره اقل وفیھ فلاش كنت قیمتھ اكار من كدا فشل واضح من  (2
) لیھ فلاش ( ⌐ ماحطتش ⌐ سوني انھا  

 keyword is used with a verb in the present tense to لم •
deny a truth that occurred in the past. In exceptional 
cases, it may affect something in the present or future. 

 ⌐ جھاز جبار ویتفوق علي نظرائة من الایباد والسامسونج بجد راىع بس (3
) یاخذ حجم الدعایھ المطلوبھ(   ⌐لم   

 is used before a verb in the present to deny (Lamma) لما •
something in the past and may deny something in the 
future. However, if it comes with a verb in the past, it 
does not deny anything after it. 

 .cue is used only in the classical Arabic form (no) لات •

 will be إن .affects nouns, past, or present verbs (Inn) إن •
effective if it gets replaced with another cue and 
reverses the polarity. There is a distinction between  إن و
إن  ,is not a negating cue. Furthermore أن where (Ann) أن
 in the (Hamza) ھمزة without ان may be written و إن
dialectical Arabic. Therefore, it is necessary to read the 
sentences carefully to determine the correct form in 
accordance with the context of the sentence. 

 is used with a verb in the present tense to (will not) لن •
deny something in the future. 

(  ⌐ لن  ⌐  روایات في روایة ، تھكم وسخریة وأدب وأشیاء اخرى 7 (4
) تمل منھا  

 is a verb in the past tense, extending the (Not) لیس •
negation to the end of the sentence. The origin of لیس is 
 which means no + existing. It has different forms لا+ایس
like  فلست  –لسن  –لسنا  –لیسا  –لیست  –لست  

یستاھل لانھ دعم اللغة العربیة لكن یاریت یثبت البرنامج على رقم  (5
) على حساب(  ⌐ولیس  ⌐المستخدم   

 keywords are (Without) دون and ,(Except) عدا ,(None) عدم •
used to deny a noun or nominal sentence. 

بالمقارنة مع  ) ریموت فیھاوجود (  ⌐عدم  ⌐ الذي فاجئني وزعجني ھو (6
 السعر

 are ش + verb + م keyword and the pattern of (Mesh) مش •
mainly used in the Egyptian dialect to deny a verb. 

یعرف دخلت امتي خرجت (  ⌐ محدش ⌐تطبیق رائع وفیھ خصوصیھ  (7
) بیعرف ⌐ مش  ⌐ اللي قدامك ( انت حتي لو بتكتب ) امتي  

 used in the Egyptian dialect to deny nouns (Not) مفیش •

 كلمات متقاطعة( ⌐مفیش  ⌐فكرني بفلاش و سماش والحاجات دي بس  (8
( 

 keyword used in the Gulf/Levant countries to (Not) مو •
deny a verb, noun, or an event. 
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 حاطین لھ لاسكر ولا مویھ(  ⌐ومو  ⌐مررررره حلو وعصیراتھ فرش  (9
كلھ فرش )  

C. Speculation Structures 
• There are many Arabic adjectives or adverbs that 

indicate speculation such as,  مرجح  –ممكن  –احتمال  –محتمل
أحیانا – شكاك –  

 ∓ممكن  ∓ في محلات فطایر تانیة في حدایق حلوان ( نصیحتي ان (10
)تكون أفضل كتیر  

• Some other adjectives, if get preceded by a negation 
cue, it indicates a speculative content, such as غیر مؤكد 

)انھا الاخیره(  ∓ ولااعتقد∓ ول روایھ اقرأھا لباولو كویلھو ا (11  
• This list of verbs, but not limited, indicates speculation 

 -یظن  -یعتقد  -   –یفترض  –تشیر  –تظھر  –یبدو  –توحى  –یمكن 
 In addition to, the noun form for some of these .یشك
verbs like الشك –الظن  –فرضیة  –فتراض الا  

فى الشعر  ∓ اعتقدوا ∓)  استسیغ نزار فى شعر الفصحى(  ⌐ لم ⌐ (12
) الحر اكثر ابداعا  

• These Arabic particles  بین ما لعل –ربما  –قد  –  indicate لو  – 
speculative content. 

ریال  300الى  150 ( ∓ما بین  ∓ فندق مریح صراحة اسعارة جیدة (13
ونظیف جدا ) اللیلة  

• Conjunction keywords such as أو (or) have the scope of 
elements ranging from the right to the left side of the 
conjunction. However, in instances where the 
conjunction is composed of two or more words like أو, 
 .the scope does not change ,(Whether) سواء ,(Or) إما

) عایز یدرسھا  ∓أو  ∓ ھندسة كھربیة( أنصح بیھ أي حد بیدرس  (14
 ھتوفر علیھ جنون كتیر

• Sentences starting with a question that should be 
annotated as speculative. 

• If the speculation cue is present at the start of the 
sentence, then the scope extends to include the whole 
sentence. 

 یكون الكتاب جیداً ولكن بروز شخصیة الكاتب المتملقھ (  ∓بما ر∓ (15
) تفسد ذلك؟  

D. Negation Complex Cases 
The presence of a negation keyword does not automatically 

negate a sentence as follows: 

• For example, إن that assures something. 

إن رأیت ولا سمعت بمثلھ ⌐ ما ⌐ (16  

• Example for ما used for wonderment. 

ھذا الاسلوب الناعم الجمیل  ⌐ وما ⌐ ھذه الرومانسیة الحالمة ⌐ما  ⌐ (17
قرات على الاطلاق ⌐ ما ⌐ ھذه الروایة من اجمل  

• Question marked withلیس reverts the sentence from 
being negated to being proven 

ھذا بالحق ⌐ ألیس ⌐ (18  

• If a sentence consists of ما then إلا, the negation is 
canceled 

ذاَ إلاَِّ مَلَكٌ كَرِیمٌ  ⌐ مَا  ⌐   (19 ذاَ بشََرًا إِنْ ھَٰ ھَٰ  

• Two consecutive negating cues like ما cancels the effect 
of negation. 

 sometimes used in the Gulf countries to express غیر •
something unique. 

⌐غیر  ⌐جدة  (20   

  in some cases means change but not a negation cue غیر •

مجرى تفكیرى خلاه اوسع خلانى أثق اوووى فى ⌐  غیر⌐  كتاب (21
 العلامات

  is used to assure something مش بس •

بس الفندق جمیل كل حاجھ زورتھا كانت  ⌐ مش ⌐ تجنننننن انا بصراحھ (22
 جمیلھ قوي قوي قوي قوي

• Verb in forms of ما + أفعل 

فیھ ھو إفطاره ⌐ ما ⌐ أجمل (23  

In some other cases, the negation is implied in the sentence 
without any negating cue while understood from the context of 
the text. 

• The sentence implies denial without any negative cues 
such as 

كل شيء فیھ ) عن المبالغة تماما  ( ⌐ بعید ⌐ كتاب خفیف و واقعي و (24
 حقیقي

• Negating the not obvious 

)وَترََى النَّاسَ سُكَارَىٰ وَمَا ھمُ بسُِكَارَىٰ ( (25  

E. Speculation Complex Cases 
Certain speculation cases are marked using few keywords. 

• For example, قد can express speculative content only if 
the verb following it is in the present tense form, as in 
point 25. However, the content in point 26 is not 
speculative and comes with a verb in the past tense. 

لك كل قدیر ) تفعل فى الانسان ما لم تفعلة الادویة القویة( ∓قد ∓ الكلمة (26  

اشتخدمتھا لمرة واحدة فقط ولم  ∓وقد  ∓ السلعة لیست بالجودة المطلوبة (27
 ارجع لاستخدامھا مرة ثانیة

• When used at the end of a sentence, the negation cue ما 
indicates speculation. 

المطعم الخارجیة رائعة خصوصا في فصل الربیع جلسات رائعة جلسات  (28
∓ نوعا ما ∓ ) الاكل فجید ( والشتاء اما  

• Most of the cases that use لعل do not express 
speculation; however, it represents hopefulness. 

تشَْكُرُونَ وَجَعلََ لكَمُُ السَّمْعَ وَالأْبَْصَارَ وَالأْفَْئدِةََ ۙ لَعلََّكُمْ  (29  

• In some cases, speculation cues may be used to imply 
an affirmation. 

لاَقوُ رَبِّھِمْ وَأنََّھُمْ إلِیَْھِ رَاجِعوُنَ  (30  الَّذِینَ یَظُنُّونَ أنََّھُم مُّ
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IV. NSAR ANNOTATION 
This section describes the procedure followed in the 

annotation process of the NSAR corpus. Initially, the 
guidelines are created based on the negation rules of the formal 
Arabic language in addition to the commonly used slang 
negating cues in the Egyptian and Gulf countries' dialects. 
Then, a list of Arabic keywords for the speculation is built 
which would indicate speculative content, and subsequently, 
these rules are applied to annotate a sample of the corpus and 
extract any additional cases from the corpus to enhance these 
rules for the annotation process. 

There is a need for a tool for the annotation process to build 
and develop NSAR corpus. There are many available 
annotation tools for this purpose. Based on an evaluation of the 
well-known annotation tools in this study [26], WebAnno9 is 
selected, which achieved the highest score [27]. WebAnno is 
an open-source web-based annotation tool that provides full 
functionality for both semantic and syntactic annotations. 
Furthermore, it supports adding user-defined annotation layers 
as we did for the negation and speculation. The user-defined 
layers are only supported in TSV3 format, where there is an 
open-source Python library to extract the annotations written in 
TSV10. As in Section II, NSAR corpus is collected from three 
different Arabic corpora from the review domain labeled as 
positive or negative and written in CSV file format. Therefore, 
we transformed the input files from CSV to TSV file format. 
Five user-defined labels associated with the WebAnno project: 
sentiment, negation, speculation, bad, and undecided are 
created. The sentiment has one feature called ‘polarity’ with 
‘negative’ or ‘positive’ values, used with the transformation 
from CSV to TSV for the sentiment labeling. For the negation 
and speculation labels, every label has a tag set with two 
different values ‘cue’ and ‘scope’ which are associated to each 
other using two user-defined relations ‘NegRel’ and ‘SpecRel’. 
The other two labels ‘bad’ and ‘undecided’ are used to 
highlight any inappropriate or hateful content in the text or the 
annotator cannot take a decision about a sentence. 

The annotation process was implemented in three phases: 
the first phase was to describe the annotation guidelines and 
train the annotators on using WebAnno, then the annotators 
carried out the annotation to measure the inter-annotator 
agreement (IAA), and finally, a linguist expert resolved the 
disagreements between them. Two independent Arabic native 
speakers carried out this process; one is an experienced 
annotator with a solid background, and the second is a well-
trained person. Each file has been annotated by both 
annotators. 

V. RESULTS AND DISCUSSION 
In this section, we explore the result of the annotation 

process. The Cohen’s Kappa coefficient [28] is used to 
measure the quality of the annotation process. Cohen’s Kappa 
of value 0.95 for the negation and 0.8 for speculation are 
obtained. These values demonstrate that the speculation 
annotation is more complex than the negation in Arabic. Table 
II shows the NSAR corpus, which includes 862 negated 

9 https://webanno.github.io/webanno/ 
10 https://github.com/neuged/webanno_tsv 

sentences out of 3,011, and only 121 sentences containing at 
least one speculative content. 

The disagreements between the two annotators were 
revised by a linguist expert [6]. The majority of disagreement 
cases in negation are caused by common human errors, such as 
one of the annotators forgetting to relate the negation cue to its 
scope using the relation layer. Since a single sentence may 
contain multiple negation structures [29], this layer is added 
and should be specified for each annotation. The speculation 
cases, on the contrary, are ambiguous and may lead the 
annotator to consider it a negation or speculation [7]. 
Therefore, it had a higher level of disagreement than the 
negation. These cases involve an issue within the scope of 
speculation, such as the non-inclusion of a word. In addition to 
the undecided label, the disagreements have been curated by 
the first author and the linguist expert. 

Table II shows that 29% and 4% of total sentences have at 
least negation and speculation structures, respectively; 
however, these percentages vary from topic to topic. For 
instance, MASC sub-corpus includes high rates of negating and 
speculative content. 

TABLE II. NSAR STATISTICS 

Corpus Topic Size Negation Speculation 

LABR Books 1,040 248 (23.85%) 46 (4.42%) 

LAMR 

Touristic 
Attractions 108 20 (18.52%) 1 (0.93%) 

Hotels 74 7 (9.46%) 2 (2.70%) 

Products 905 284 (31.38%) 30 (3.31%) 

Resturants 1 333 98 (29.43%) 10 (3%) 

Restaurants 2 140 33 (23.57%) 3 (2.14%) 

MASC 
Software 400 166 (41.50%) 28 (7.00%) 

Products 11 6 (54.55%) 1 (9.09%) 

Total  3,011 862 (28.63%) 121 (4.02%) 

The subject types in Arabic sentences change the form of 
most Arabic words, such as verbs ذھب (He went) and ذھبت (She 
went). There are other various forms of negation in Arabic that 
have the same meaning in English. This example shows the 
negation difference between the MSA and Egyptian dialect 
where  ملكشى in the Egyptian dialect is derived from شىء لك  لا  or 
 in MSA form, where all of them means (you do not لیس لك شىء
own anything). Another example, مكنتش in the Egyptian dialect, 
which is derived from لم تكن or لم أكن in MSA, means (I do not + 
verb) or (She does not + verb) according to the context. 
However, removing a single character from this word as مكنش 
will change the meaning to be (He does not + verb). These 
examples demonstrate the complexity of negation in Arabic, 
especially in the dialect Arabic. Furthermore, the spelling rules 
are not followed in dialectical Arabic, resulting in tokenization 
issues such as in الكتابةلاتظھر (The written text does not appear) 
[3]. There is no space between the three words that should 
formally be used. Other instances in the dialect of Arabic 
include different forms for the same Arabic word with the 
same meaning as in مافیش and مفیش (None-existence). 
Therefore, we normalized the commonly used negation and 
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speculation cues, as depicted in Table III and Table IV. The 
Negator لا and speculative cue لو account for approximately 
45% of the negation and speculation cues, respectively. 

TABLE III. THE COMMON NEGATING CUES IN NSAR 

Normalized Negation Cues Frequency 

 455 لا

 161 ما

 129 لم

 84 غیر

 78 مش

 20 لن

 25 دون

 30 مو

 74 لیس

 21 عدم

 7 عدا

 5 مفیش

 3 الا -معجبتنیش  - ملھاش

 2 مقدرتش - محدش

 2 مبتستاھل

 -  مفھمتھاش  - مفھمتش - معجبتنیش - معجبنیش - ماكنتش -ش مكن - مكنتش 
 - ملوش -میخلكش  -میستحقش  - معرفتش - معرفش - مابقتش - مبقتش

 - منبسطش - مبیضحكش - مبقتش - معتش - متنبعتش -ماینفعش  - مفیھوش
 مب - معاد - عدیم -بلاش  - متعمیلھاش - محستھاش

1 

TABLE IV. THE COMMON SPECULATION CUES IN NSAR 

Normalized Speculation Cues Frequency 

 41 لو

 11 اعتقد

 8 كانت

 6 او

 6 قد

 5 اظن

 5 ممكن

 4 ربما

 3 احیانا - معظم - لااعتقد - یمكن

 2 إذا - لاادرى - تقریبا - ولا - اتمنى
 -  ما بین - لا اظن - نوعا ما - فعلا كان - بالرغم من الشكوك - یثیرالشكمما 

 1 لما - ان - تاكد - تبدو - یاریت - غالبا

Table V displays the average, minimum, and maximum 
scope lengths for both negation and speculation for each topic. 
For the negation scope, the minimum and average scope 
lengths are nearly identical, but there is a notable variation in 
the maximum scope length for each topic. This notice in books 
and software topics usually negate the longest part of the 
sentence. Table V also shows that the speculated words within 
a sentence are longer than the negated words because the 
speculation structures usually affect the whole sentence, as 
described in the annotation guidelines. 

TABLE V. NSAR NEGATION AND SPECULATION SCOPE LENGTH 

Corpus Topic 
Negation Scope Speculation Scope 

Max Min Avg Max Min Avg 

LABR Books 66 2 22 82 2 32 

LAMR 

Touristic 
Attractions 45 3 21 13 13 13 

Hotels 33 7 17 23 21 22 

Products 56 3 22 65 12 35 

Resturants 1 50 2 17 86 10 35 

Restaurant 2 44 3 26 48 10 27 

MASC 
Software 60 2 20 62 8 32 

Products 40 5 30 52 52 52 

All  66 2 21 86 2 31 

Table VI presents the distribution of negated and 
speculated sentences based on the overall polarity of the 
sentence. On average, the number of sentences with negation 
structures and positive polarity is the same as negative polarity. 
Nonetheless, the number of negation cases in the software 
topic with negative polarity is more than the cases with positive 
polarity. In addition, the speculative contents within positive 
polarity account for 66% of the corpus speculation cases as it is 
the majority in the books and software topics. According to our 
observation, the book’s topic includes most negation and 
speculation cases, which are typically used to cancel something 
negative about the books. Furthermore, most of the software 
advantages or features are negated or speculated. 

Fig. 1 and Fig. 2 demonstrate the number of negation cases 
in each sentence within the three sub-corpora. The number of 
negated sentences that include more than two negation scopes 
in one sentence is 173, accounting for 20% of the negation 
cases in the NSAR corpus. However, there are only three 
sentences with two speculation scopes. This finding further 
proves that the speculative content in the review domain 
includes the entire sentence as long as the polarity. 

TABLE VI. NEGATION AND SPECULATION SENTENCES PER POLARITY 

Corpus Topic 
Negation Speculation 

Pos Neg Pos Neg 

LABR Books 165 83 29 17 

LAMR 

Touristic 
Attractions 17 3 1 0 

Hotels 7 0 2 0 

Products 114 170 16 14 

Resturants 1 59 39 7 3 

Restaurants 2 13 20 2 1 

MASC 
Software 54 112 23 5 

Products 1 5 0 1 

Total  430 432 80 41 
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Fig. 1. The Distribution of Negation Structures per Sentence. 

 
Fig. 2. The Distribution of Speculation Structures per Sentence. 

VI. CONCLUSION AND FUTURE WORK 
The DA texts are used in people’s day-to-day conversations 

on social media platforms and review websites. Many research 
groups worked on the sentiment analysis task, and some of 
them considered the negation linguistic feature and highlighted 
its significance using simple rules. However, researchers still 
have challenges in addressing various structures of the 
negation phenomenon as long as the speculation. This paper 
presented the first Arabic corpus in the review domain 
annotated with negation and speculation (NSAR) to tackle 
these challenges using supervised learning techniques. This 
corpus was annotated by two Arabic native speakers who 
adhered to strict annotation guidelines that were reviewed by a 
linguist expert. The Cohen's Kappa coefficients were used to 
measure annotator agreement and obtained 95 and 80 for 
negation and speculation, respectively. The results show that 
the annotation guidelines were written clearly. NSAR will be 
made available, which will contribute to the detection of 
negation and speculation, as well as the sentiment analysis 
task. The future work includes extending the corpus by 
annotating the events element as long as the negation focus. In 
addition, we plan to apply the recent deep learning techniques 
on this corpus to study the impact of negation and speculation 
on various ANLP tasks. 
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APPENDIX I 

TABLE VII. ANNOTATION GUIDELINES EXAMPLES 

No. Arabic Text Transliteration* English Translation 

أحلام اجمل الایام كانت ھناك و ذكریات  لا  تنسى مكان رائع  1
 یجمع الكل فى حركھ و ضحك وحیاه

Aḥlām ajmal al-Ayyām kānat hunāk wa 
Dhikrayāt lā tunsá makān rāʼiʻ yajmaʻu al-Kull fī 
ḥrkh wa ḍaḥika wḥyāh 

The most beautiful days were spent there with 
unforgettable memories; it is a wonderful place 
that brings everyone together in liveliness, 
laughter and life. 

لو كان سعره اقل وفیھ فلاش كنت قیمتھ اكار من كدا فشل  2
 سوني انھا ماحطتش لیھ فلاش واضح من

Law kāna siʻruhu aqall wa-fīhi Flāsh Kunt qymth 
akār min kdā fashal Wāḍiḥ min Sūnī annahā 
māḥṭtsh Līh Flāsh 

If it had a lower price and had a flash, it would 
have been worth a lot more than this. It is a clear 
failure from Sony that they didn't add a flash. 

جھاز جبار ویتفوق علي نظرائة من الایباد والسامسونج بجد  3
 راىع بس لم یاخذ حجم الدعایھ المطلوبھ

Jihāz Jabbār wytfwq ʻAlī nẓrāʼh min alāybād 
wālsāmswnj bi-jadd rāáʻ Bass lam yākhdh ḥajm 
aldʻāyh almṭlwbh 

This an excellent device that outperforms its 
counterparts from iPad and Samsung which is 
really great, but it did not receive enough 
publicity. 

روایات في روایة ، تھكم وسخریة وأدب وأشیاء اخرى لن  7 4
 تمل منھا

7 Riwāyāt fī riwāyah, thkm wskhryh wa-adab 
wa-ashyāʼ ukhrá lan tml minhā 

This book has seven novels in a novel: sarcasm, 
irony, literature and other things that you will not 
get bored of. 

یستاھل لانھ دعم اللغة العربیة لكن یاریت یثبت البرنامج على  5
 رقم المستخدم  ولیس على حساب

Ystāhl lānh Daʻm al-lughah al-ʻArabīyah lākin 
yāryt yuthbatu al-Barnāmaj ʻalá raqm al-
mustakhdam wa-laysa ʻalá ḥisāb 

It is worth it because it supports the Arabic 
language, but I hope that I can register with my 
mobile number not my account number. 

الذي فاجئني وزعجني ھو عدم وجود ریموت فیھا بالمقارنة مع  6
 السعر

Alladhī fājʼny wzʻjny huwa ʻadam wujūd rymwt 
fīhā bi-al-muqāranah maʻa al-siʻr 

What shocked and annoyed me was the lack of a 
remote control in it compared to the price. 

تطبیق رائع وفیھ خصوصیھ محدش یعرف دخلت امتي خرجت  7
 قدامك مش بیعرفامتي  انت حتي لو بتكتب اللي 

Taṭbīq rāʼiʻ wa-fīhi khṣwṣyh Maḥaddish yaʻrifu 
dkhlt amty kharajat amty anta ḥattá Law btktb 
Illī qdāmk mish byʻrf 

This is a wonderful application that protects your 
privacy; no one knows when you logged in or 
logged out. Even while typing, the person in 
front of you will not know that you are typing. 

 Fkrny bflāsh wa smāsh wālḥājāt Dī Bass mfysh فكرني بفلاش و سماش والحاجات دي بس مفیش كلمات متقاطعة 8
Kalimāt mutaqāṭiʻah 

It reminded me of ‘Flash and Smash’ and these 
things, but this one does not have crossword 
puzzles. 

مررررره حلو وعصیراتھ فرش ومو حاطین لھ لاسكر ولا مویھ  9
 كلھ فرش

Mrrrrrh Ḥulw wʻṣyrāth farsh wmw ḥāṭyn la-hu 
lāskr wa-lā mwyh kullahu farsh 

It is extremely delicious, and its juices are fresh, 
and they do not add sugar or water; it is all fresh. 

نصیحتي ان في محلات فطایر تانیة في حدایق حلوان ممكن  10
 تكون أفضل كتیر

Naṣīḥatī an fī maḥallāt fṭāyr tānyh fī Ḥadāīq 
Ḥulwān mumkin takūn afḍal kitīr 

My advice is that there are other pastry shops in 
Hadyaa Helwan that could be much better. 

 Awwal riwāyah aqrʼhā lbāwlw kwylhw wlāāʻtqd اول روایھ اقرأھا لباولو كویلھو ولااعتقد انھا الاخیره 11
annahā alākhyrh 

This is the first novel I read for Paulo Coelho, 
and I don't think it will be the last. 

حر اكثر لم استسیغ نزار فى شعر الفصحى اعتقدوا فى الشعر ال 12
 ابداعا

Lam astsygh Nizār fī shiʻr al-fuṣḥá aʻtqdwā fī al-
shiʻr al-Ḥurr akthar abdāʻā 

I did not like Nizar in classical poetry. I think in 
free verse he is more creative. 

ریال  300الى  150فندق مریح صراحة اسعارة جیدة ما بین  13
 اللیلة ونظیف جدا

Funduq mryḥ ṣrāḥh asʻārh Jīdah mā bayna 150 
ilá 300 Riyāl al-laylah wa-Naẓīf jiddan 

It is a comfortable hotel, frankly; it has good 
prices, between 150 to 300 riyals per night, and it 
is very clean. 

أنصح بیھ أي حد بیدرس ھندسة كھربیة أو عایز یدرسھا ھتوفر  14
 علیھ جنون كتیر

Anṣḥ Bīh Ayy ḥadd bydrs Handasat khrbyh aw 
ʻāyiz ydrshā htwfr ʻalayhi Junūn kitīr 

I recommend it to anyone who studies electrical 
engineering or wants to study it; it will save a lot 
for him. 

المتملقھ   ربما یكون الكتاب جیداً ولكن بروز شخصیة الكاتب 15
 تفسد ذلك؟

Rubbamā yakūn al-Kitāb jayyidan wa-lakin 
Burūz shakhṣīyah al-Kātib almtmlqh tufsidu 
dhālika? 

The book may be good, but the author's fawning 
character spoils it. 

 .Mā Inna raʼaytu wa-lā samiʻt bi-mithlih I have neither seen nor heard of anything like it ما إن رأیت ولا سمعت بمثلھ 16

ما ھذه الرومانسیة الحالمة وما ھذا الاسلوب الناعم الجمیل ھذه  17
 الروایة من اجمل ما قرات على الاطلاق

Mā Hādhihi al-rūmānsīyah al-ḥālimah wa-mā 
Hādhā al-uslūb al-Nāʻim al-jamīl Hādhihi al-
riwāyah min ajmal mā qrāt ʻalá al-iṭlāq 

What is this dreamy romance, and what is this 
soft and beautiful style? This novel is one of the 
most beautiful novels I have ever read. 

 ?Alīs Hādhā bi-al-Ḥaqq Isn't that right ألیس ھذا بالحق 18

ذاَ إلاَِّ  19 ذاَ بشََرًا إنِْ ھَٰ  Mā haādhā basharan in haādhā illā malakun مَلكٌَ كَرِیمٌ مَا ھَٰ
karīm 

This is not a man; this is none but a noble 
angel ** 

 .Jiddah ghayr Jeddah is different/unique جدة غیر 20
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كتاب غیر مجرى تفكیرى خلاه اوسع خلانى أثق اوووى فى  21
 العلامات

Kitāb ghayr majrá tfkyrá khlāh awsaʻ khlāná 
athq awwwá fī al-ʻalāmāt 

This book changed my way of thinking; it 
broadened my mind and made me trust the signs 
strongly. 

تجنننننن انا بصراحھ مش بس الفندق جمیل كل حاجھ زورتھا  22
 كانت جمیلھ قوي قوي قوي قوي

Tjnnnnnn anā bṣrāḥh mish Bass al-Funduq Jamīl 
kull ḥājh zwrthā kānat Jamīlah Qawī Qawī Qawī 
Qawī 

Amazing! Not only is the hotel beautiful but also 
everything I visited there was very very very 
very beautiful. 

 .Ajmal mā fīhi huwa ifṭārh The best thing about it is its breakfast أجمل ما فیھ ھو إفطاره 23

كتاب خفیف و واقعي و بعید عن المبالغة تماما كل شيء فیھ  24
 حقیقي

Kitāb khafīf wa wāqiʻī wa baʻīd ʻan al-
Mubālaghah tamāman kull Shayʼ fīhi ḥaqīqī 

This is a light and realistic book which is 
absolutely far from exaggeration; everything in it 
is real. 

 Watará alnnāsa sukāráā wamā hum bisukāráā You will see the people [appearing] intoxicated وَترََى النَّاسَ سُكَارَىٰ وَمَا ھُم بسُِكَارَىٰ  25
while they are not intoxicated ** 

-al-Kalimah qad tfʻl fī al-insān mā lam tfʻlh al الكلمة قد تفعل فى الانسان ما لم تفعلة الادویة القویة لك كل قدیر 26
adwīyah al-qawīyah laka kull qdyr 

The effect of a word may be stronger than the 
effect of medicines. 

السلعة لیست بالجودة المطلوبة وقد اشتخدمتھا لمرة واحدة فقط  27
 ولم ارجع لاستخدامھا مرة ثانیة

Alslʻh laysat bāljwdh al-maṭlūbah wa-qad 
ashtkhdmthā li-marrah wāḥidah faqaṭ wa-lam 
arjʻ lāstkhdāmhā marrah thānīyah 

The item is not of the expected quality, and I 
only used it once and did not use it again. 

جلسات رائعة جلسات المطعم الخارجیة رائعة خصوصا في  28
 والشتاء اما الاكل فجید نوعا ما فصل الربیع

Jalasāt rāʼiʻah jalasāt almṭʻm al-khārijīyah rāʼiʻah 
khṣwṣā fī Faṣl al-Rabīʻ wa-al-shitāʼ amā alākl 
fjyd nwʻā mā 

The atmosphere of the outdoor restaurant is 
wonderful, especially during spring and winter, 
but the food is not that good. 

 Wajaʻala lakumu alssamʻa wālʼabṣāra وَجَعَلَ لكَُمُ السَّمْعَ وَالأْبَْصَارَ وَالأْفَْئدِةََ ۙ لعََلَّكُمْ تشَْكُرُونَ  29
wālʼafʼidata ۙ laʻallakum tashkurūn 

He [Allah] made for you hearing and vision and 
intellect that perhaps you would be grateful ** 

لاَقوُ رَبھِِّمْ وَأنََّھُمْ إلِیَْھِ رَاجِعوُنَ  30  Alladhīna yaẓunnūna annahum mmulāqū الَّذِینَ یَظُنُّونَ أنََّھُم مُّ
rabbihim waʼannahum ilayhi rājiʻūn 

Who are certain that they will meet their Lord 
and that they will return to Him ** 

* The transliteration is accomplished by the developed tool at CAMeL Lab, New York Abu Dhabi University (http://romanize-arabic.camel-lab.com/) 
** The source of translation is King Saud University Mushaf (https://quran.ksu.edu.sa/) 
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Abstract—Drought prediction serves as an early warning to 
the effective management of water resources to avoid the drought 
impact. The drought prediction is carried out for arid, semi-arid, 
sub-humid, and humid climate types in the desert region. The 
drought is predicted using Standardized precipitation 
evapotranspiration index (SPEI). The application of machine 
learning methods such as artificial neural network (ANN), K-
Nearest Neighbors (KNN), and Deep Neural Network (DNN) for 
the drought prediction suitability is analyzed. The SPEI is 
predicted using the aforesaid machine learning methods with 
inputs used to calculate SPEI. The predictions are assessed using 
statistical indicators. The coefficient of determination of ANN, 
KNN, and DNN are 0.93, 0.83, and 0.91 respectively. The mean 
square error of ANN, KNN, and DNN are 0.065, 0.512, and 0.52 
respectively. The mean absolute error of ANN, KNN, and DNN 
are 0.001, 0.512, and 0.01 respectively. Based on results of 
statistical indicator and validations it is found that DNN is 
suitable to predict drought in all the four types of desert region. 

Keywords—Drought; SPEI; machine learning; water 
resources; prediction 

I. INTRODUCTION 
Drought is a recurring natural phenomenon characterized 

by prolonged water crisis driven by below-normal precipitation 
over a considerable length of time ranging from months to 
years [11]. Because of its complex nature and extensive 
occurrence, it is difficult to describe drought and identify its 
characteristics [16]. For sustainable agricultural activity and 
water resource management, accurate drought prediction and 
management are critical. The duration, frequency, intensity, 
and geographic distribution of rainfall, as well as the water 
needs of humans, animals, crops, and the region's vegetative 
cover, assess the severity of the drought. Drought is divided 
into four categories based on its effects: meteorological 
drought, agricultural drought, hydrological drought, and 
socioeconomic drought [8] [25]. Drought can reduce food 
production and have an impact on a community's 
socioeconomic viability [32]. 

Agricultural drought analysis and forecasting are more 
important than other types of drought in India since it is an 
agrarian country with 68 percent of the population dependent 
on agriculture. Due to a lack of water, anomalous rainfall, and 
harsh climatic conditions, the dry region of western India is at 
risk of severe droughts. The state of Rajasthan in India 
comprises of desert region which is classified as arid, semi-
arid, sub-humid, and humid. Rajasthan is vulnerable to drought 
due to harsh climate. Drought is unavoidable, but it can be 
minimized by careful planning and preparation. Effective 

drought responses do not come from simply understanding the 
situation. While resources should be invested in enhancing the 
accuracy of drought monitoring and early warning systems, 
equal or more emphasis should be placed on upgrading drought 
governance structures to ensure a more effective division of 
responsibilities between national and local governments. As a 
result, numerous studies have been conducted in order to 
provide an objective and quantitative assessment of drought 
severity. Drought indices, which are proxies based on climate 
data and assumed to appropriately characterize the degree of 
drought hazard, are commonly used to quantify the effects of 
drought. 

Drought indices have been developed in large numbers and 
are widely used in drought evaluation, monitoring, and 
forecasting. The standardized precipitation evapotranspiration 
index (SPEI) [36] is a developed form of standardized 
precipitation index (SPI) [27] by taking monthly climatic water 
balance. The SPEI's multi-scalar properties allow it to 
distinguish between different drought types and impacts, which 
is a significant advantage over the most generally used drought 
indices, which assess the effect of potential evapotranspiration 
on drought severity [5]. 

Machine learning is the subset of artificial intelligence. 
Machine learning (ML) algorithms are a set of commands that 
allow systems to learn and improve from prior data without 
requiring complex programming. ML techniques have been 
used to implement prediction or forecasting of drought. These 
algorithms work by simulating a model from input datasets 
known test sets, and then using the model findings to forecast, 
predict, or make various types of judgments in various 
application domains. K-Nearest Neighbors (KNN), Artificial 
Neural Network (ANN), and Deep Neural Network (DNN) 
machine learning techniques are extensively used in prediction 
of drought [1]-[4], [7], [9]-[10], [12]-[15], [17]-[24], [28]-[31], 
[33]-[35]. 

KNN is also called Lazy Learner. It does not require any 
training. It stores the training dataset and only uses it to make 
real-time predictions. As a result, the KNN method is much 
faster than other algorithms that require training. KNN is a 
simple algorithm to use. KNN can be implemented with only 
two parameters: the value of K and the distance function. ANN 
have a number of advantages, including the ability to detect 
complex nonlinear relationships between dependent and 
independent variables, the ability to recognize all potential 
relationships between predictor factors [10]. ANN is suitable 
for both large and small data sets. Deep learning is 
significantly responsible for the current boom in artificial 
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intelligence (AI) usage. DNN has the biggest advantage in that 
it learns high-level features from data in a gradual manner. 
DNN gives the high quality results over other traditional 
methods. Overfitting is a major problem in neural networks 
which can be easily handled in DNN using dropout layer. 

Various studies have used machine learning approaches to 
predict the drought using SPEI. For drought estimation, we 
take into account all climatic parameters that influence 
evapotranspiration. All of the activation functions are used to 
determine the best activation function for drought prediction. 
In this study we use SPEI drought indices to measure drought 
in western Rajasthan from 1979 to 2013. Drought prediction 
and selection of acceptable methodologies for drought 
measures in dry regions utilizing ANN, KNN, and Deep 
Neural Network machine learning algorithms. 

II. MATERIALS AND METHODS 
The computation process of the drought prediction using 

both SPEI drought indices and machine learning techniques is 
shown in work flow diagram (Fig. 1). The working procedure 
start from the data collection and end at accuracy assessments 
of machine learning models. 

A. Study Area 
Rajasthan is located in north-western India between 

latitudes of 230 N and 300 N and longitudes of 690 E and 780 
E. Fig. 2 depicts the study area in western Rajasthan, which 
consists of 12 districts in the state of Rajasthan. Due to 
insufficient rainfall and vast desert, the 12 districts are at risk 
of drought. Jaisalmer and Bikaner are in the arid region; 
Ganganagar, Hanumangarh, and Jodhpur are in the semi-arid 
region; Jalor, Jhunjhunu, Pali, and Sikar are in the sub-humid 
region; and Barmer district is in the humid region. 

B. Data Collection 
Daily and monthly weather data for all 12 districts in 

western Rajasthan for 24 weather stations were retrieved from 
global weather data (https://globalweather.tamu.edu/) from 
1979 to 2013. Maximum and minimum temperatures, 
precipitation, wind speed, humidity, and solar radiation are all 
included in the weather data. 

C. Standardized Precipitation Evapotranspiration Index 
(SPEI) 
Vicente et al. [36] created SPEI, which is derived from SPI 

and uses both precipitation and potential evapotranspiration 
(PET) as input parameters to calculate the monthly climatic 
water balance. 

𝐷 = 𝑃 − 𝑃𝐸𝑇              (1) 

Where D is a simple aggregation of water shortages or 
excess over a period of time, P is the precipitation in mm, and 
PET is potential evapotranspiration in mm. The PET is 
computed using penman- Monteith (PM) equation using 
meteorological data [5-6]. 

The SPEI value can be calculated using the standardized 
values of F(x) [36]. 

  𝑆𝑃𝐸𝐼 = 𝑊 − 𝐶0+𝐶1𝑊+𝐶2𝑊2

1+𝑑1𝑊+𝑑2𝑊2+𝑑3𝑊3            (2) 

 
Fig. 1. The Workflow Diagram. 

 
Fig. 2. The Map of the Study Area. 

Where, 𝑊 = �−2𝑙𝑛𝑝  for P ≤ 0.5 and P is the probability 
of exceeding a determined D value, P =1-F(x). If P > 0.5, then 
P is replaced by 1 - P and the sign of the resultant SPEI is 
reversed. The constants are 𝐶0= 2.515517, 𝐶1 = 0.802853, 𝐶2= 
0.010328, 𝑑1 = 1.432788, 𝑑2 = 0.189269 and 𝑑3= 0.001308. 

According to the classifications of [27] [5] the SPEI can be 
classified mainly in five classes as shown in Table I. 
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TABLE I. SPEI DROUGHT CATEGORY CLASSIFICATION 

Drought class SPEI 

No-Drought Greater than -0.5 

Mild -0.5 to -0.99 

Moderate -1 to -1.49 

Severe -1.50 to -1.99 

Extreme Less than -2 

D. Machine Learning Methods 
Artificial neural network (ANN): McCulloch and Pitts [26] 

created the technique in the 1940s, and it has since evolved 
alongside developments in calibrating methodologies. One of 
the benefits of the ANN method is that the simulation is not 
required to completely characterize the intermediate 
relationships [10], [12], [21]. An ANN consists of a series of 
input layers, hidden layers, and output layers, each with its 
unique weightage as shown in Fig. 3. In this study we used 7 
inputs variables and two hidden layers (first hidden layer 
consists eight nodes and second hidden layer consists five 
nodes) to compute the SPEI at output node. 

1) K-Nearest Neighbors (KNN): The K-Nearest 
Neighbors (KNN) algorithm is a supervised machine learning 
algorithm that can be used to address classification and 
regression problems. The KNN is successfully applied in 
drought forecasting globally [13]-[14] [17] [28]. The basic 
logic behind the KNN is computing the Euclidean distance, 
the other alternative distance can be used are Manhattan 
distance, Hamming Distance, and Minkowski distance. The 
outcome of a KNN regression is the mean of the k closest data 
points. We choose odd numbers as k as a rule of thumb. KNN 
is a lazy learning model in which only runtime computations 
are performed. KNN has advantage over ANN as neural 
networks need large training data. The importance of 
meteorological data and PET on drought prediction is shown 
in Fig. 4. 

2) Deep Neural Network (DNN): Deep learning has risen 
in popularity in recent years as a result of its superiority in 
prediction when compared to traditional machine learning 
approaches. Deep learning takes a lot of data because the 
network learns on its own. Traditional machine learning is just 
a set of algorithms for parsing and learning from data. The 
DNN has been successfully used for prediction in the past 
with positive results [7], [18], [21], [23], [33]-[34]. We used 
Keras and tensor flow package in R which is based on deep 
learning. The high-level interface and the automatic 
differentiation feature of TensorFlow make simple to 
implement the algorithm in an efficient manner [24]. The 
process of computation involved in prediction is shown in Fig. 
5. 

Relu, Selu, Tanh, and Sigmoid are the most common 
activation functions utilized in DNN. As stated in Table II, we 
used all four activation functions as well as their combinations. 
The DNN has a high prospect of overfitting the model in most 
cases. We used 20% of the training data for validation, as 
indicated in Fig. 6, to avoid overfitting the model. 

 
Fig. 3. The Components of ANN. 

 
Fig. 4. The Importance of Meteorological Parameters on Drought Prediction 

using KNN. 

 
Fig. 5. Computation Process of Drought. 
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TABLE II. ACTIVATION FUNCTION USED IN DNN MODELLING 

Activation function Abbreviation 

Relu without fine-tuning M 

Relu M1 

Selu M2 

Tanh M3 

Sigmoid M4 

Combination of Relu, Selu, and Tanh M5 

Combination of Relu, Selu, Sigmoid, and Tanh M6 

3) Performance assessment: The mean absolute error 
(MAE), root mean square error (RMSE), and coefficient of 
determination (R2) are three typical performance indicators 
used to assess the models performance. 

𝑀𝐴𝐸 = 1
𝑁
∑ |𝐴𝑐𝑡𝑢𝑎𝑙 − 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑|𝑁
𝑖=1            (3) 

𝑅𝑀𝑆𝐸 = �1
𝑁
∑ (𝐴𝑐𝑡𝑢𝑎𝑙 − 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑)2𝑁
𝑖=1             (4) 

𝑅2 = 1 − 𝑆𝑞𝑢𝑎𝑟𝑒𝑑 𝑠𝑢𝑚 𝑒𝑟𝑟𝑜𝑟 𝑜𝑓 𝑟𝑒𝑔𝑟𝑠𝑠𝑖𝑜𝑛 𝑙𝑖𝑛𝑒
𝑆𝑞𝑢𝑎𝑟𝑒𝑑 𝑠𝑢𝑚 𝑒𝑟𝑟𝑜𝑟 𝑜𝑓 𝑚𝑒𝑎𝑛 𝑙𝑖𝑛𝑒

           (5) 

Where, N is the number of samples. 

 
Fig. 6. Validation Spilt to avoid Overfitting of the Model. 

III. RESULT AND DISCUSION 

A. Temporal Variation of SPEI 
The temporal variation of SPEI from 1979 to 2013 for 

different regions of western Rajasthan is shown in Fig. 7. The 
variation of drought pattern is varying with climatic condition. 
Each region observed severe to extreme drought in the year 
1987, 1999, 2002, 2006, and 2009. The arid and semi-arid 
region showed more vulnerable to drought than the humid and 
sub-humid region Due to their location in the driest section of 
the Rajasthan, the districts of Jaisalmer and Bikaner 
experienced severe drought whereas other districts had 
moderate drought. Drought is less of a concern in Barmer, but 
it is more of a problem in Jaisalmer. 

 

 
Fig. 7. Temporal Variations of SPEI over the Years 1979-2013. 
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B. Validation of ANN Drought 
The variation of drought predicted by ANN for four 

different meteorological conditions is shown in Fig. 8. With 
slightly high or low SPEI values, the predicted values showed a 
similar pattern of variation as the test target. All of the regions 
showed good results, although the humid zone produced 
slightly better results. We used normalized data because there 
is always a problem with convergence with ANN when dealing 
with large data sets. 

C. Validation of KNN Drought 
The variation SPEI values predicted by KNN is shown Fig. 

9. All the region showed similar kind of variation. The ANN 
showed slight better variation than KNN with target SPEI 
values. For sub-humid and humid locations, the K-NN based 
SPEI values best matched lower test target SPEI values, 
indicating that K-NN is better suited for drought prediction in 
humid regions. 

 
Fig. 8. Comparison of ANN Predicted and Test Target SPEI. 

 
Fig. 9. Comparison of KNN Predicted and Test Target SPEI. 

D. Validation of DNN Drought 
The variation SPEI values predicted by DNN using a fine-

tuned relu activation functions shown Fig. 10. The variation of 
SPEI values predicted by the DNN showed similar pattern of 
variation as target value with almost same SPEI values. The 
results of DNN is better than the both ANN and KNN for all 
the regions. The predicted values do not exceed the target 
values because the DNN has overfitting control. All the 
activation functions and their combinations showed good 
results. 

E. Performance Assesment 
Three different statistical indicators are used to evaluate the 

drought prediction models' performance: coefficient of 
determination, mean square error, and mean absolute error. The 
performance statistics of the ANN, KNN, and DNN is shown 
in Fig. 11, Fig. 12, and Fig. 13 respectively for arid, semi-arid, 
sub-humid, and humid regions. After fine-tuning, both ANN 
and DNN showed considerable improvements in statistical 
parameters, however KNN did not show any substantial 
improvement. In ANN and DNN, the coefficient determination 
is higher, whereas in KNN, it is slightly lower but still 
satisfactory. The highest coefficient of determination of ANN, 
KNN, and DNN are 0.93, 0.83, and 0.91 in semi-arid, sub-
humid, and semi-arid region respectively. All the three models 
resulted in low MSE and very low MAE values. All of the 
activation functions in DNN worked well, however Relu and 
the combination of activation functions worked very well. The 
fine-tuning of the model improves the results, but it can also 
lead to overfitting, therefore when fine-tuning is applied we 
need to examine the pattern and similarity of predicted values 
with target values. The activation function Relu after fine-
tuning showed highest agreement in arid and humid region 
with R2 values 0.87 and 0.89 respectively. The highest 
agreement observed in semi-arid and sub-humid region by 
fine-tuned Selu with R2 values 0.91 and 0.87 respectively. 

 
Fig. 10. Comparison of DNN Predicted and Test Target SPEI. 
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Fig. 11. Statistical Indices of ANN for different Climatic Condtions. 

 
Fig. 12. Statistical Indices of KNN for different Climatic Condtions. 

 
Fig. 13. Statistical Indices of DNN for different Climatic Condtions. 

IV. CONCLUSION 
The ANN, K-NN, and DNN are used to predict the drought 

in arid, semi-arid, sub humid, and humid conditions for the 
years 1979 to 2013. The KNN is one of the oldest machine 
learning algorithms but it is still in use for comparison to other 
machine learning methods. The DNN performed better than the 
both ANN and KNN for predicting drought in all the climate 
conditions. The ANN predicted better results than the KNN. It 
is also observed that both the ANN and KNN showed very 
similar results to the SPEI prediction in humid region. In all 
climatic conditions, DNN and ANN have larger coefficients of 
determination, whereas KNN has a comparatively lower 
coefficient of determination. The activation Relu showed best 
results compared to other activation function. Based on the 
results DNN can be used for drought prediction of any climatic 
condition with large data sets. 
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Abstract—Detecting Distributed Denial of Service (DDoS) 
attacks has become a significant security issue for various 
network technologies. This attack has to be detected to increase 
the system’s reliability. Though various traditional studies are 
present, they suffer from data shift issues and accuracy. Hence, 
this study intends to detect DDoS attacks by classifying the 
normal and malicious traffic. The study aims to solve the data 
shift issues by using the introduced Decision Tree Detection 
(DTD) model encompassing of Greedy Feature Selection (GFS) 
algorithm and Decision Tree Algorithm (DTA). It also attempts 
to enhance the proposed model’s detection rate (accuracy) above 
90%. Various processes are involved in DDoS attack detection. 
Initially, the gureKddcup dataset is loaded to perform pre-
processing. This process is essential for removing noisy data. 
After this, feature selection is performed to select only the 
relevant features, removing the irrelevant data. This is then fed 
into the train and test split. Following this, Software Defined 
Networking (SDN) based DTA is used to classify the normal and 
malicious traffic, then given to the trained model for predicting 
this attack. Performance analysis is undertaken by comparing 
the proposed model with existing systems in terms of accuracy, 
MCC (Matthew’s Correlation Coefficient), sensitivity, specificity, 
error rate, FAR (False Alarm Rate), and AUC (Area under 
Curve). This analysis is carried out to evaluate the efficacy of the 
proposed model, which is verified through the results. 

Keywords—Distributed denial of service attack; greedy feature 
selection; decision tree algorithm; software defined networking; 
cloud and decision tree detection 

I. INTRODUCTION 
Cloud computing led to the development of technologies 

due to its services like resource pooling, measured service, 
broad network access, rapid elasticity, and on-demand self-
service. But, security challenges have a dominant issue in 
cloud computing development. In cloud computing, security 
requirements include integrity, availability, privacy 
preservability, confidentiality, and accountability. Among 
these, availability has been vital, as the main functionality of 
cloud computing has been to afford on-demand service at 
various stages. DDoS (Distributed Denial of Service) and DoS 
(Denial of Service) have been the fundamental techniques to 
minimize cloud computing availability. SDN (Software 

Defined Network) has evolved as a novel network paradigm as 
the SDN characteristics afford the requirement of flexibility, 
reliability, and secured future networks that could alter the 
traditional networks. As SDN possesses abilities like 
decoupling the control plane from the corresponding DP (Data 
Plane) and centralized controller, traditional networks could be 
altered with SDN for easy and early detection of DDoS attacks 
[1]. Clouds and SDNs explore identical designs with three-
layered architecture composing an infrastructure layer and 
computational resources controlled through a control layer that 
has been controlled through API (Application Program 
Interface) by applications in the application layer, as presented 
in Fig. 1. 

SDN has been used to deal with DDoS attacks. However, 
SDN’s issues explore the fact that the overall network gets 
compromised when a specific controller has been flooded with 
several attacks. The DDoS attack intends to attack the SDN 
controller through overflowing FT (Flow Table) in the 
respective DP, as explored in Fig. 2. Cost and limited memory 
have made FT in DP to be minimum. Hence, whenever a 
request with an unknown record in FT arises, DP switches 
forward all the requests directly to the SDN controller, which 
checks its FT. If it is a legitimate request, it answers with a 
legal flow. If the requests received have been more at a specific 
time, the controller takes more time to look at the FT. In 
addition, the response also enhances that exhausts the 
controller’s resources and makes it unavailable to deal with 
legitimate requests. Hence, before forwarding a request to the 
corresponding DP, it is essential to check if the particular 
request is normal or an attack. In addition, SDN installation 
would permit novel security issues [2] in SDN as the 
centralized SDN controller is the bottleneck and turns out to be 
an SPF (Single Point Failure) in SDN. Attackers will also 
concentrate on the DDoS attacks, particularly on the SDN 
controller for flooding the network traffic in the controller. 
This controller could no longer reply to the elements of DP, 
like network routers and switches. This collapses the overall 
network and makes all the cloud services not accessible to end-
users through resource exhaustion, resulting in reputation and 
economic loss. 
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Fig. 1. The Architecture of SDN based Cloud. 

 
Fig. 2. DDoS Attack Detection in SDN. 

Though some efficient studies have been undertaken to 
detect DDoS attacks in conventional computing environments, 
these attacks are turning out to be highly occurring in cloud 
computing environments [3]. The study [4] introduced a design 
that can detect DDoS attacks in the cloud environment on 
execution in the real world. Under this design, three ML 
classification models, RF (Random Forest), LR (Logistic 
Regression) [5], and SVM (Support Vector Machine), are 
trained on the CICDDoS2019 dataset. The introduced 
algorithm chooses the effective classifier for attack prevention, 
relying on the traffic rate. RF has been found to show better 
outcomes with 97% accuracy. In addition, a practical and 
lightweight alleviation method has been introduced for 
protecting the SDN framework in contradiction to DDoS 
flooding, confirming an efficient and secure networking 

environment based on SDN [6]. The proposed system 
enhanced the DP with a mitigation and classification module to 
analyze all the new incoming packets and classify all the 
normal requests from SYN-flood attacks. Subsequently, it 
performs suitable countermeasures. Simulation outcomes 
represent that the introduced defending method might 
effectively deal with DDoS attacks in downstream servers and 
SDN [7]. The DDoS attack detection in SDN is shown in Fig. 
2, which comprises IoT server, SDN controller, serving 
gateway, data plane, and control plane. Typically, an IoT 
sensor shall comprise three layers: an application, network, and 
sensing layer. 

The end-user software like email clients and web browsers 
utilize the application layer. It allows the software to send and 
receive information and present essential data to the users. The 
network layer affords the telecommunication resource 
operations that allow data transfer amongst the systems. PDN 
(Public Data Network) might provide real-time 
telecommunication services and have been defined as sub-
networks. The sensing layer shows the data type arriving from 
specific data sources like web services, conventional WSN 
(Wireless Sensor Networks), and PSNs (Pervasive Social 
Networks). 

Hence, DDoS attack detection is accomplished in SDN, 
where the SDN controller manages the overall flow control to 
improve application performance and network management. 
This platform usually utilizes protocols to inform switches by 
directing the path for sending the data packets and runs on the 
server. 

Various researches have been carried out to detect DDoS 
attacks. An approach based on anomaly intrusion has been 
introduced in the hypervisor layer to minimize the DDoS 
attacks amongst VMs (Virtual Machines). The evolutionary 
neural network has been employed to execute the proposed 
system that integrates PSO (Particle Swarm Optimization) with 
NN (Neural Network) to detect and classify traffic exchanged 
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amongst VMs. Analysis of the system showed the efficiency in 
classifying these attacks with high accuracy and a low false 
alarm rate [8]. However, the dataset used handles only the 
traffic exchange amongst VMs; hence, traffic arriving from the 
outside host could be researched in further studies. As this 
system relied on soft computing methods, a probable future 
work has to be chosen as the alternative technique to 
accomplish a high detection rate and minimum computation 
time. Similarly, ML (Machine Learning) based system has 
been recommended to detect DDoS attacks. This system makes 
inferences by the signatures extracted earlier from network 
traffic samples. Experimentations have been performed 
through four benchmark datasets, and the outcomes exhibited 
an accuracy rate of 96.5%. However, the accuracy rate has to 
be further improved to enhance the detection rate [9], [10]. 
However, accuracy and dataset shift issues are common in 
existing methods. Hence, the present study intends to detect 
DDoS attacks in the SDN-based cloud environment through 
the proposed Decision Tree Detection (DTD) model. 

The objectives of this study are 1) to address the dataset 
shift issue efficiently through the proposed Decision Tree 
Detection (DTD) model comprising Greedy Feature Selection 
(GFS) algorithm and Decision Tree Algorithm (DTA). 2) To 
enhance the detection accuracy above 90% using the 
introduced Decision Tree Detection (DTD) model. 3) To 
evaluate the performance of the proposed system by comparing 
it with traditional ML methods concerning detection rate, error 
rate, FAR (False Alarm Rate), specificity, sensitivity, MCC 
(Matthew’s Correlation Coefficient), and AUC (Area under 
Curve). 

A. The Significant Contribution of the Proposed Study 
The proposed model contributes to increasing the security 

in the cloud system with high accuracy. The proposed system 
employed GFS in the feature selection process, which reduces 
the overfitting issues, the accuracy range was improvised, and 
the model training was accomplished faster. The proposed 
system then used a DTD algorithm for classification, which 
forms in a tree structure. Further, it breaks down the dataset 
into smaller subsets, whereas the related decision tree is 
incrementally developed at the equivalent period. The system 
also efficiently performs data shifting. Various studies 
implemented with DTA and GFS in cloud environments were 
viewed. Therefore, the system can effectively and efficiently 
detect DDoS attacks in the SDN-based cloud system. 

B. The Motivation of the Proposed Model 
Though various studies have been implemented in the 

DDoS attack detection over the SDN-based cloud system with 
the DT approach, they still fail to enhance the accuracy range. 
The Decision tree provides an efficient approach for decision-
making because it results in lay for the problems, thus that all 
choices might be challenged. Consents to estimate all the 
conceivable magnitudes of a decision. Affords an architecture 
for enumerating the standards of results and the possibilities of 
accomplishing them. Then, the Greedy algorithm results 
elucidation for small illustration of the complications can be 
forthright and easy to understand. The greedy feature selection 
process results in both forward and backward selection; in the 
proposed model, the backward selection is employed. Thus, 

these factors motivate implementation of an SDN Based 
Decision Tree Detection (DTD) Model for Detecting DDoS 
Attacks in a Cloud Environment. 

C. Paper Organization 
The paper is organized in the following way. Section I 

explores the SDN-based cloud’s basic ideas in DDoS attack 
detection. Followed by the existing works related to this 
context are analyzed in Section II. Then, the proposed DTD 
model is described in Section III. The results obtained from the 
proposed system are discussed in Section IV. Finally, the 
overall study is summarized in Section V. 

II. REVIEW OF EXISTING WORK 
Various existing studies that correspond to DDoS 

(Distributed Denial of Service) attack detection in SDN-based 
cloud are analyzed, and the outcomes are presented. The 
common problems encountered in these existing systems 
during this review are also explored in this section. 

The SDN (Software Defined Networking) encompasses 
various management, control, and configuration functionalities 
from the server. This SDN is partitioned into the control and 
DP method. From the recent data centers that maintain massive 
data every moment with servers possessing large data volumes, 
the SDN driver has increased. Components needed in this 
technique are costly. This process also consumes more time, 
and configuration turns out to be manual. Through central and 
management control, this issue has been solved in SDNs. 
However, SDN has a weak structure in various threats where 
DDoS attacks dominate. The main recent disruptions in all 
security systems have been because of DDoS attacks. These 
attacks mainly intend to collapse the user’s access path to 
another server or network source. It occurs by integrating the 
server and host. Because of this, resources like CPU, memory, 
and traffic disappear from the host. Hence, this issue occurs 
when data transfer happens between authentic users and 
servers. Supplementary attacks could be resolved through 
rebooting. However, this merging model or flooding is 
complex. The DDoS attack detection has been analyzed based 
on entropy in SDN for detecting and controlling the impact of 
the SDN controller. DDoS attack traffic has been incorporated 
into typical traffic by a setup of twenty-five and fifty percent of 
traffic intended towards a host in the SDN network. Simulation 
has been carried out, and the outcomes explore the threshold 
value selected to find an effective DDoS attack. Future studies 
include simulating chi-square to find the attack traffic 
incorporated with the typical traffic [11]. Similarly, a method 
based on Infdis (Information distance) has been used to detect 
this attack in SDN based cloud environment. Subsequently, 
ABA (Adaptive Boosting Algorithm) framework has been 
employed with SDN features to detect DDoS attacks. Finally, 
experimentations revealed the effectiveness of ABA in 
detecting this attack in SDN based cloud. Despite various 
merits in utilizing SDN in the cloud, it makes the cloud system 
susceptible to multiple novel security attacks like FTO (Flow-
Table Overloading) DDoS attacks [12]. The FTS (Flow Table 
Sharing) method has been used to protect SDN-based clouds 
from FTO DDoS attacks to prevent this attack. This method 
uses idle FT of supplementary OFS (Open Flow Switches) in-
network to protect the FT of switches from overloading. The 
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proposed method enhances the cloud system’s resistance 
against DDoS attacks with minimum engagement of the SDN 
controller. This leads to minimum communication overhead. 
The proposed approach has been highly supported by many 
experiments based on simulation. This shows the efficacy of 
the proposed system. It is also significant to classify abnormal 
and normal traffic [13]. 

Ensemble classification methods comprising SVM 
(Support Vector Machine), ELM (Extreme Learning Machine), 
and K-Nearest Neighbour (K-NN) have been suggested for the 
detection of DDoS attacks through the classification of the 
traffic as abnormal and normal. The analytical results explored 
that the proposed K-NN shows an accuracy rate of 76.9%. 
ELM and SVM classifier performs less or more identical to 
one another, with an accuracy of 96.4% and 92.7%. The 
overall decision is undertaken through a max-vote 
methodology [14], [15]. Various existing methods used 
different techniques for detecting this attack. The distributed 
blockchain method has been employed to detect and prevent 
DDoS attacks on SDN’s centralized control plane. The 
proposed system has been simulated through the use of the 
AnyLogic simulator. The outcomes revealed the efficiency of 
the introduced system more than traditional systems, as it adds 
only minor overhead. Results explored that the controller’s 
overhead was minimized up to thirty-five percent. This also 
substantially minimized the SDN controller’s DDoS attack risk 
and overhead. A HIDS (Host-based Intrusion Detection 
System) has been presented to monitor the intrude’s activity. 
The host machine would permit the administrator to monitor 
the attacker and their activities and alert the data owner in the 
cloud [16]. The proposed method has enhanced efficacy over 
the overall system’s performance [17], [18]. 

Similarly, TEHO-DBN (Taylor Elephant Herd 
Optimization-Deep Belief Network) has been used to detect 
DDoS attacks in the cloud computing environment. This 
proposed classifier determines if the particular user is normal 
or an attacker. Simulation has been undertaken, and it could be 
summarized that the introduced TEHO relying on DBN has 
enhanced the performance with an accuracy of 83%. Though 
the accuracy is better, it has to be further improvised for 
efficient detection of DDoS attacks [19]. Hence, a Bi-fold 
SDN-based solution has been recommended using a covariance 
matrix and genetic algorithm (GA). Traffic data (real-time) has 
been gathered from an analyzer tool named Tshark network. 
The Bi-fold method has been employed to distinguish the 
abnormal traffic. GA takes an initial decision regarding the 
abnormal and normal attacks. The covariance matrix has been 
used for refining decisions. Empirical outcomes confirmed the 
efficiency of the introduced method with better sensitivity, 
specificity, and accuracy. But, the consumption of time to 
detect attacks is higher, but it is tolerable simultaneously. In 
addition, minimizing biased data is also significant in 
enhancing the attack detection rate [20]. 

The article [21] examined all the features extracted from 
SDN traffic, minimizing bias data from the dataset. The traffic 
features have been assessed through a tenfold-cross validation 
method. The efficiency of the proposed dataset has been 
assessed through comparison with the supplementary dataset, 
for instance-KDDCUP99 (Knowledge Discovery and Data 

mining tools Competition) dataset. The outcomes revealed that 
the introduced dataset could be efficiently used for SVM on 
SDN. A live traffic analysis technique has been provided with 
the NN (Neural Network) [22]. The proposed TFC-NN (Traffic 
Flow Classifier-Neural Network) has been trained by a labeled 
dataset built from under traffic and regular traffic of SDN. A 
live reduction process has also been integrated with TFC-NN 
relying on detecting DDoS. The recommended method has 
been deployed and assessed on SDN architecture relying on 
various performance metrics under different scenarios of DDoS 
attacks. Through TFC-NN, Classification has been 
accomplished with Global accuracy (96.13%). SDN and fog 
computing has been integrated as a mitigation method to 
accomplish better outcomes [23]. It also considers the IP spoof 
an excellent way to detect DDoS attacks. Proposed IP-spoof 
detection has been undertaken near the attacker source in this 
study to enhance the attack trace. In addition, a model has been 
introduced for detecting and mitigating all the DDoS attacks in 
the cloud environment [24], [25]. The introduced model needs 
small storage and the ability for fast detection. Empirical 
outcomes explored the power of the system to ease many 
attacks. Processing time and detection accuracy were the 
performance metrics used to assess the proposed model’s 
performance. From the outcomes, it has been clear that the 
proposed system accomplished high accuracy of 97% with 
reduced false alarms [26], [27]. Similarly, issues have been 
solved by introducing an effective system named Prodefense to 
detect and mitigate DDoS attacks. It also includes criteria that 
are application-specific for the corresponding threshold of the 
network traffic. This allows the execution of customizable 
measures to detect DDoS attacks [28]. 

Likewise, a modular and flexible architecture has been 
suggested to alleviate and detect LR-DDoS (Low Rate DDoS) 
attacks in SDN-based clouds. Notably, the IDS (Intrusion 
Detection System) has been trained in the suggested 
architecture through the use of six ML (Machine Learning) 
models such as RF (Random Forest), SVM, MLP (Multilayer 
Perceptron), RT (Random Tree), and J48 to assess their 
performance through the use of CIC (Canadian Institute of 
Cybersecurity) DoS dataset. Evaluation findings reveal that the 
introduced method accomplished a 95% detection rate, 
irrespective of the complexity of detecting LR-DoS attacks. 
Simulation has been carried out equivalent to real-world 
production through the usage of the ONOS (Open Network 
Operating System) controller that has been running on MVM 
(Mininet Virtual Machine), which showed better outcome. Fast 
attack detection is also another significant parameter to be 
considered [29]. For this purpose, a DDoS attack alleviation 
architecture has been recommended to combine a 
programmable network observance to permit flexible 
controlling structure and attack detection for specific and fast 
attack reactions. To manage the structure, an attack detection 
system based on a graphic model has been introduced that 
could handle the dataset shift issue [30]. Simulation outcomes 
revealed that the suggested architecture could efficiently and 
effectively solve the security issues caused by the novel 
network paradigm. It has also been concluded that the 
proposed attack detection could efficiently state several attacks 
through real-world cases. Empirical analysis of ML methods 
has been carried out for detecting Botnet DDoS attacks [31]. 
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Evaluation has been carried out on KDD99 and UNBS-NB 15 
datasets for detecting Botnet DDoS. Typically, ML methods 
such as SVM, NB (Naïve Bayes), USML (Unsupervised 
Machine Learning), ANN (Artificial Neural Network), and DT 
(Decision Tree) have been analyzed concerning FPR (False 
Positive Rate), AUC (Area under Curve), accuracy, FAR 
(False Alarm Rate) and MCC (Matthews Correlation 
Coefficient). Analytical results revealed that the KDD99 
dataset’s performance was better than UNBS-NB 15. This 
substantiation has been crucial in network security and other 
relevant areas [32]. 

Various problems identified through the review of different 
existing methods for DDoS attack detection in SDN-based 
cloud environments are discussed below, 

• Only a few parameters have been taken into analysis 
that encompasses the FPR (False Positive Rate) and 
attack detection rate [12], [16]. In addition, the current 
work [14], [20] considered only accuracy, specificity, 
and sensitivity. The present study considers many 
performance metrics for comparative analysis, such as 
detection rate, error rate, FAR (False Alarm Rate), 
specificity, sensitivity, MCC (Matthew’s Correlation 
Coefficient), and AUC (Area under Curve), which 
explores the effective analysis of the proposed system. 

• The traditional research [14] used K-NN, ELM, and 
SVM for DDoS attack detection, and the accuracy rate 
of K-NN was found to be 76.9%, ELM-96.4%, and 
SVM-92.7%. The existing system [19] used TEHO-
DBN to detect this attack, and the accuracy was 83%. In 
addition, the article [22] accomplished an accuracy rate 
of 96.13% through the use of the proposed TFC-NN. 
Similarly, the paper introduced methods like HIDS with 
an accuracy of 97 per cent. Only two parameters are 
considered [24]. Likewise, the article [29] used ML-
based methods, and accuracy was 95 per cent. 
However, accuracy has to be improved further in all 
these cases for efficient DDoS attack detection. Hence, 
this article intends to improve the detection accuracy 
through the proposed DTD model. Its efficiency is 
confirmed through the results. 

• The existing work [22] has not executed and deployed 
the NIDS (Network-Based Intrusion Detection System) 
in SDN. However, the present study intends to detect 
DDoS attacks in SDN based cloud environment. 

• Introduced model of the traditional systems performs 
fast execution. But, these works hardly suffer from 
performance loss regarding dataset shift issues [30] and 
detection accuracy [31]. The proposed system aims to 
solve these issues through the proposed DTD model. 

• The traditional system [32] aimed to compare the 
introduced methods with other ML methods through 
many evaluation metrics in the future. But, the present 
work performs comparative analysis in terms of several 
metrics by considering various ML methods, such as 
SVM, NB, DT, USML and deep learning (DL) 
algorithm - ANN. 

• Though various studies [31], [32], [28], [23] have been 
implemented in the DDoS attack detection, it fails to 
focus on the data shifting issues. 

III. PROPOSED METHODOLOGY 
The research introduced a model named DTD (Decision 

Tree Detection), comprising two algorithms such as Greedy 
Feature Selection (GFS) and Decision Tree Algorithm (DTA), 
to detect DDoS attacks in SDN based cloud environment. 
Various techniques and methods exist to detect this attack. In 
the proposed model GFS is employed for feature selection, 
which reduces the complexity and selects features faster. 
Followed by this, the classification is performed with DTA that 
enhance the accuracy range in class. However, all these 
methods possess common drawbacks. The data shift issues are 
not efficiently handled, and detection accuracy is also minimal 
[30]. To resolve this drawback, this study proposed a DTD 
model comprising two algorithms such as GFS and DTA, 
where GFS is used to perform feature selection. For this 
purpose, the gureKddcup dataset is used, which includes 48 
features. In addition, DTA (Decision Tree Algorithm) is used 
for classification. The overall process of the proposed system is 
presented in Fig. 3. 

 
Fig. 3. Dataflow Diagram of the Proposed DTD Model. 
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Various processes are involved in detecting DDoS attacks. 
At first, the dataset is loaded, and then pre-processing is 
performed for noise removal. After this, the feature selection is 
performed by the GFS algorithm, which filters only five 
features from all the features available in the dataset; these 
features are then fed into DTA, one of the efficient 
classification algorithms that classify non-malicious (normal) 
and malicious attacks. Here, one portion of the dataset is used 
for training. The other portion is used for testing. Training data 
is labeled as local. At the same time, the testing data is labeled 
as global. After training, the proposed model can detect DDoS 
attacks effectively, which is proven through results. Finally, 
performance analysis is undertaken to evaluate the efficiency 
of the proposed system. 

A. GFS (Greedy Feature Selection) Algorithm 
GFS is a mathematical method that is simple, easy to 

implement, and provides solutions to complex issues by 
making practical decisions [33]. This algorithm operates by 
recursively building object sets from minimum probable 
constituent elements. It either selects the best features 
individually (forward selection) or removes all the worst 
features individually (backward selection). In the proposed 
model, the backward selection is employed. The dataset is 
loaded for pre-processing and feature selection using the GFS 
algorithm. It performs various steps to accomplish this process, 
and those steps are presented, 

Step 1: Initialize the dataset and its source with the attack 
features. 

Step 2: Generate the objects for the evaluator, search 
algorithms, and attribute selection. 

Step 3: Initiate a Greedy backward search with a filter in 
accordance with the search algorithms and evaluator over a 
particular dataset. 

Step 4: Measure the error of LOOCV (Leave One Out 
Cross Validation) of DT classification for the current 
population set of features of the current search iteration. This is 
the fitness cost 𝑓(𝑥𝑖𝑡𝑒𝑟)  for the input set of features of the 
current iteration 𝑥𝑖𝑡𝑒𝑟 . 

Step 5: Apply filter to perform greedy operations in a 
stepwise way. Evaluate it to optimize the search filters. 

Step 6: Obtain the count of classes and their attributes. Map 
the class indexes and update their weight for a pre-defined 
count of instances.  

Step 7: Repeat step 2 to 7 for maximum search iterations. 

Step 8: Save and update the minimum fitness cost as 
𝑓𝑚𝑖𝑛(𝑥) = min 𝑓(𝑥). 

Step 9: Final optimal solution of GFS comprises the 
significant features from the dataset. 

The fitness cost 𝑓(𝑥) serves as the parameter to decide on 
the selection of significant features since it is the evaluation 
measure of the feature set 𝑥. The GFS is executed until the 
𝑓𝑚𝑖𝑛(𝑥)  is obtained as the optimal solution. Hence, after 
implementing all these steps through GFS, the dataset 
comprising 48 columns gets reduced to 5 columns with only 

relevant and specific features. Feature selection must be made 
efficiently as it affects the accuracy rate. Implementing GFS 
for feature selection undergoes the seven steps to select the best 
features effectively. Finding an issue’s solution is typically 
easier with the GFS algorithm than with other algorithms. 
Hence, implementing it will enhance the detection accuracy 
proven through outcomes. 

B. DTA (Decision Tree Algorithm) 
DTA pertains to the group of SLA (Supervised Learning 

Algorithms) [34]. It is a tree-based classifier where the internal 
nodes show the dataset features, individual leaf nodes show the 
results, and branches show decision rules. Unlike other SLAs, 
DTA can be used for classification and regression issues. DTs 
are efficient kinds of algorithms that rely on several learning 
techniques. It possesses various advantages by boosting the 
accuracy of prediction models, stability, and straightforward 
interpretation. DTA is an efficient classification algorithm that 
exhibits data records into corresponding classes. It utilizes the 
recursive partition method for data exploration. The DTA 
components include roots, leaves, and branches. This study 
pursues a directed tree, which means roots don’t have edges. 
Other components possess a single edge. In addition, the 
interior nodes show nodes without flow edges. Other nodes are 
leaves which show the decisional or terminal nodes. The 
Interior node partitions the space decision into many subspaces 
based on minimized feature sets. As numeric attributes are 
considered, attribute spaces are termed conditional ranges. Leaf 
nodes hold target values to attain their corresponding classes. 
Under the conditional values, the arrangement of interior nodes 
occurs from the root node to the leaf nodes. Hence, DTA is 
used for feature classification based on the below steps. 

Step 1: Initialize the tree with a root node (R) that 
comprises the overall dataset. 

Step 2: Determine all the best attributes in the dataset 
through ASM (Attribute Selection Measure). 

Step 3: Determine all the best attributes in the dataset 
through ASM (Attribute Selection Measure) using information 
gain 𝐼 . Information gain is the criterion for estimating the 
information comprised by each feature attribute. It can be 
expressed as, 

𝐼 = 𝐸𝑅 − (𝐴𝑅 ∗ 𝐸𝑥) 

Where, 𝐸𝑅 is the entropy of the dataset, 𝐸𝑥 is the entropy of 
the feature 𝑥, and 𝐴𝑅  is the weighted average of the dataset. 
This measure of entropy helps in the identification of 
redundant or unnecessary information in an attribute and in the 
specification of randomness in the data. 

Step 4: Generate the node of DT that comprises the best 
attributes. 

Step 5: Recursively make new DTs using dataset subsets 
developed in step 3. Iterate this process until a particular stage 
is met, where further classification of nodes cannot be 
performed. These final nodes are the leaf nodes. 

Hence, all the features selected using the GFS algorithm are 
fed into DTA, which classifies the features based on the above 
five steps. The attacks are classified as malicious or non-
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malicious through the overall proposed DTD model. The 
efficacy of the proposed system is confirmed through the 
outcomes, which are discussed in the subsequent section. 

IV. RESULTS AND DISCUSSION 

A. Experimental Setup and Dataset Description 
The research considered the dataset to evaluate the 

proposed model for detecting DDoS attacks. It is described in 
this section. The proposed system also attempts to solve the 
data shift issue, a common problem in the existing system. A 
comprehensive analysis of data shift is also explored in this 
section. 

1) Experimental setup: The proposed system is developed 
and implemented in a system having configurations, as shown 
below. 

Hardware details of the introduced module: Windows 10 
pro processor: Intel (R) Core ™ i5-4210U CPU @1.70GHz 
installed memory, RAM: 4GB, System type: the 64-bit 
operating system. 

2) Dataset description: This study used the gureKddcup 
dataset [35] to assess the performance of the proposed 
algorithms,  which is one of the widely utilized datasets. It is 
created regarding the association of Kddcup99 (UCI repository 
database) and incorporates its payload into individual 
connections. This dataset helps extract all the information 
directly from a separate connection’s payload to be effectively 
used in ML processes. In this study, the gureKddcup dataset is 
used to detect DDoS attacks that consist of 48 attributes which 
are later reduced to five through the proposed GFS algorithm. 

3) Data shift: The data shift issue handles the information 
association in two subsets of data and assists in predicting a 
subset, thereby taking into account the data in the 
supplementary subset. This issue happens when the data 
generation relies on a model P y1/x1 P(x1), where P(x1) 
indicates the data distribution or changes amongst the train and 
test split. It usually occurs when data from a particular class is 
selected spontaneously compared to a supplementary class. 
Hence, a large dataset is needed to accomplish high accuracy in 
this case. During data classification and dataset partitioning in 
training and testing split, the training dataset is termed Local. 
The testing dataset is termed Global. It is shown in Fig. 4. As 
per Fig. 4, it could be seen that a data shift issue occurs in 
network traffic when a model is constructed using a training 
dataset. In the proposed method, when new traffic arrives, only 
some existing data is used as training data (Global). This shows 
that the proposed detection model keeps updating its training 
data according to the data received in real-time. Hence, it could 
always get new observations, afford accurate outcomes, and 
solve data shift problems. The proposed model nearly functions 
in real-time and thus solves data shift issues. This infers that 
the proposed model is not limited or constrained to any 
particular dataset. To prove the robustness of the model, its 
performance is compared with the performance of existing 
datasets. 

4) Performance metrics: The performance of the proposed 
system is analyzed concerning detection rate (accuracy), error 
rate, specificity, sensitivity, FAR (False Alarm Rate), AUC 
(Area under Curve), and Matthew’s Correlation Coefficient 
(MCC). Each of the performance metrics is discussed in this 
section. 

 
                (A): Local Update                     (B): Global Update. 

Fig. 4. Comprising A and B, explores how the Introduced Model Efficiently Handles Data Shift Issues. It is also essential as it affects the Proposed Model’s 
Accuracy. Hence, the Proposed System Efficiently Solves Data Shift Issues, enhancing the Accuracy Rate above 90%.
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Accuracy in detecting the attacks can be described as the 
proportion of detected attacks to the overall attack counts. It is 
given by the following equation 1. 

Accuracy = Count of detected attacks
Overall attack count

            (1) 

a) Error rate: The error rate is the proportion of attack 
counts not detected by the overall attack count and is given by 
equation 2. 

Error rate = Count of attacks not detected
Overall attack count

           (2) 

b) Sensitivity: It is defined as the number of true 
positives correctly predicted and given by equation 3. 
Sensitivity = True Positive

True Positive+False Positive
           (3) 

c) Specificity: The state/quality of being specific/unique 
to an individual or a group. It is mathematically represented as 
per equation 4. 

Specificity = True Negative
True Negative+False Negative

           (4) 

d) AUC (Area Under Curve): It could be stated as the 
correct curve integral that explores differences in classification 
and is given by equation 5. 
AUC =
1
2
(( True Positive
True Positive+False Negative

)+( True Negative 
True Negative+False Positive

))    (5) 

e) FAR (False Alarm Rate): It is defined as the ratio in 
which FA occurs in contradiction to true alarms. 

f) MCC (Matthew’s Correlation Coefficient): A highly 
static and reliable rate would afford a high score if detection 
attained good outcomes in all four confusion matrix classes 
(True Positive, False Positive, True Negative, and False 
Negative). It is given by equation 6. 
MCC =

True Positive∗True Negative−False Positive∗False Negative

�
(True Positive+False Positive)(True Positive+False Negative)(True Negative+False Positive)  
                                                                                                                                     (True Negative+False Negative)

        (6) 

B. Experimental Results 
The proposed DTD model is implemented, and the results 

are shown in this section. Initially, the dataset is uploaded. The 
dataset used in the study is gureKddcup. After the dataset is 
uploaded, the dataset is viewed. The overall count of instances 
or records is 10000, and attributes (features) are found to be 48. 
The proposed evolution of the proposed model is stated in 
Table I with respect to the class and considered performance 
metrics. Initially, in class normal, the true positive is 0.985, the 
false positive is 0.043, Precision is 0.999, recall is 0.985, F-
measure is 0.992, and the ROC area is 0.972. In the class 
warezclient, true positive is 0.965; true negative is 0.015, 
Precision is 0.428, recall is 0.965, F1-measure is 0.593, and 
ROC area is 0.996. Similarly, in the class dict, the true positive 
is 0.961, the true negative is 0, Precision is 0.98, recall is 
0.961, F1-measure is 0.97, and ROC area is 0.999. Therefore, 
in class warezmaster, the true positive is 0, the true negative is 
0, Precision is 0, recall is 0, F1-measure is 0, and ROC area is 
1. For class teardrop, the true positive is 0.982, the true 
negative is 0, Precision is 1, recall is 0.982, F1-measure is 
0.991, and ROC area is 1. In syslog class, the true positive is 0, 

the true negative is 0, Precision is 0, recall is 0, F1-measure is 
0, and ROC area is 0.499. Similarly, in land class, the true 
positive is 0, the true negative is 0, Precision is 0, recall is 0, 
F1-measure is 0, and ROC area is 0.499. In the guest class, the 
true positive is 0, the true negative is 0, Precision is 0, recall is 
0, F1-measure is 0, and the ROC area is 0.489. Similarly, in 
class imap, the true positive is 0, the true negative is 0, 
Precision is 0, recall is 0, F1-measure is 0, and ROC area is 
0.489. In the weighted average class, the true positive is 0.984, 
the true negative is 0.043, Precision is 0.992, recall is 0.984, 
F1-measure is 0.987, and ROC area is 0.976. 

The confusion matrix is the performance evaluation of ML 
classification issues. The output could be two or many classes, 
a table with four varied combinations of actual and predicted 
values. The confusion matrix for the proposed model is done as 
shown in Table II. As per Table II, the diagonal values show 
the correct prediction rate. Finally, the correct and incorrect 
classified instances are determined as per Table III. 

From Table III, the correctly classified instances are 
98.42%, and the incorrectly classified instances are 1.58%. In 
addition, the kappa statistics, MAE (Mean Absolute Error), 
RMSE (Root Mean Square Error), RAE (Relative Absolute 
Error), and RRSE (Root Relative Squared Error). The 
experimental results show that the proposed system shows high 
accuracy with a low error rate. The proposed system is 
compared with the existing system to prove the efficacy of the 
introduced system over other systems, which is explored in the 
next section. 

TABLE I. PERFORMANCE ANALYSIS 

TP 
Rate 

FP 
Rate 

Precisio
n 

Recal
l 

F-
Measure 

ROC 
Area Class 

0.985 0.043 0.999 0.985 0.992 0.976 normal 

0.965 0.015 0.428 0.965 0.593 0.996 warezclient 
0.961 0 0.98 0.961 0.97 0.999 dict 
0 0 0 0 0 1 warezmaster 

0.982 0 1 0.982 0.991 1 teardrop 
0 0 0 0 0 0.499 syslog 

0 0 0 0 0 0.499 land 
0 0 0 0 0 0.489 guest 
0 0 0 0 0 0.489 imap 

0.984 0.043 0.992 0.984 0.987 0.976 Weighted 
Average 

TABLE II. CONFUSION MATRIX 

a b c d e f g h i <--classified as 
9627 142 1 0 0 0 0 0 0 a=normal 
4 110 0 0 0 0 0 0 0 b=warezclient 

2 0 49 0 0 0 0 0 0 c=dict 
0 3 0 0 0 0 0 0 0 d=warezmaster 

1 0 0 0 56 0 0 0 0 e=teardrop 
0 1 0 0 0 0 0 0 0 f=syslog 
1 0 0 0 0 0 0 0 0 g=land 

2 0 0 0 0 0 0 0 0 h=guest 
0 1 0 0 0 0 0 0 0 i=imap 
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TABLE III. CORRECTLY AND INCORRECTLY CLASSIFIED INSTANCES 

Correctly classified instances 98.42 
Incorrectly classified instances 1.58 

Kappa statistics 0.7281 
Mean absolute error 0.0035 
Root mean squared error 0.0587 

Relative absolute error 34.0313 
Root relative squared error 82.7176 

Total number of instances 10000 

C. Comparative Analysis 
The proposed system is analyzed by comparing it with 

other algorithms concerning seven performance metrics. The 
existing algorithms considered for analysis include SVM 
(Support Vector Machine), DT (Decision Tree), NB (Naïve 
Bayes), ANN (Artificial Neural Network), and USML 
(Unsupervised Machine Learning). At first, the comparison is 
made by considering the existing and proposed model’s 
detection rate and error rate over the corresponding input 
dataset. It is shown in Table IV. 

TABLE IV. COMPARATIVE ANALYSIS OF THE PROPOSED AND 
TRADITIONAL SYSTEMS [30] 

Parameter 

Local Global 

[30] 
DTD 
(Proposed 
work result) 

[30] 
DTD 
(Proposed work 
result) 

Detection 
rate 86.56% 88.80% 89.30% 98.42% 

Error 13.44% 11.20% 10.70% 1.58% 

From the comparative analysis, as shown in Table IV, it is 
found that the proposed DTD model shows an 88.80% 
detection rate in local data and an error rate of 11.20%. In 
comparison, the existing system [30] shows a detection rate of 
86.56% and an error rate of 13.44% in local data. The proposed 
DTD shows a detection rate of 98.42% and an error rate of 
1.58% in Global data. In contrast, the traditional system [30] 
offers an 89.30% detection rate and 10.70% error rate in 
Global data. It is also graphically presented in Fig. 5. Hence, 
the introduced model affords more effective accuracy than 
traditional systems in both local and global data. In real-time, 
the attackers don’t send similar attack patterns each time, 
which might vary. As the experimental outcomes show the 
efficiency of the proposed system in testing data with high 
accuracy, the introduced model can also be utilized in real-
time. 

In addition, a comparative analysis is undertaken by 
comparing the proposed DTD model with the existing 
methods, such as SVM, NB, ANN, DT and USML in terms of 
accuracy, sensitivity, specificity, FAR, AUC and MCC. The 
obtained results are shown in Table V and Fig. 6. 

The comparative analysis explores that the proposed DTD 
model shows an accuracy rate of 98.42%, existing SVM shows 
a 91.55% accuracy rate, DT of 93.30%, NB of 96.74%, ANN 
of 97.44%, and USML offers 98.08%. From this comparison, 
the proposed system shows high accuracy rate than the existing 

systems. The proposed system also shows high AUC, MCC, 
sensitivity, and specificity than the traditional systems. The 
FAR of the proposed system is 1.58%, which is minimum than 
the existing methods, revealing that the introduced system 
shows only a minimum error rate with high accuracy. Hence, it 
can be concluded that the presented system is more effective 
than the traditional systems in terms of all the considered 
metrics. 

 
Fig. 5. Comparative Analysis in Terms of Detection Rate and Error Rate 

[30]. 

TABLE V. COMPARATIVE ANALYSIS IN TERMS OF VARIOUS METRICS 
[31] 

Perform
ance 
metrics 

SV
M DT NB ANN US

ML 
DTD (Proposed 
work result) 

Accurac
y 

91.5
5% 

93.3
0% 

96.7
4% 

97.4
4% 

98.0
8% 98.42% 

FAR 8.45
% 

6.70
% 

3.26
% 

2.56
% 

1.92
% 1.58% 

Sensitivit
y 

90.1
3% 

93.1
4% 

98.2
1% 

84.8
9% 

91.8
8% 98.84% 

Specificit
y 

9.87
% 

6.86
% 

1.71
% 

15.1
1% 

8.12
% 94.30% 

MCC 10.4
6% 

5.48
% 

10.4
2% 

14.4
6% 

1.48
% 90.26% 

AUC  89.5
4% 

94.5
2% 

89.5
8% 

85.5
4% 

98.5
2% 98.90% 

 
Fig. 6. Comparative Analysis in Terms of Accuracy [31]. 
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V. CONCLUSION 
The study detected DDoS (Distributed Denial of Service) 

attacks through the use of the proposed DTD (Decision Tree 
Detection) model that is composed of the GFS (Greedy Feature 
Selection) algorithm for selecting relevant features and DTA 
(Decision Tree Algorithm) for classifying these features. The 
proposed model was assessed by comparing it with traditional 
algorithms such as SVM (Support Vector Machine), DT 
(Decision Tree), NB (Naïve Bayes), ANN (Artificial Neural 
Network), and USML (Unsupervised Machine Learning) 
concerning significant metrics such as accuracy, MCC, 
sensitivity, specificity, error rate, FAR and AUC. The 
outcomes explored that the proposed system showed a high 
accuracy of 98.42% in testing data. As the proposed system 
showed high accuracy in testing data, it can be employed in 
real-time and is expected to get efficient results in detecting 
DDoS attacks. The proposed approach is also more effective 
than traditional methods, which are confirmed through the 
outcomes. Hence, these merits show the efficacy of the 
proposed system in classifying the malicious and normal 
attacks, thereby efficiently predicting. This results in the 
proposed model being employed in real-time to enhance the 
security in the cloud environment. The proposed model is 
evaluated with only Gurekddcup6 dataset; it can also be 
evaluated with other datasets. In the future, various other 
algorithms and hybrid approaches can improve detection 
accuracy further and perform DDoS attack mitigation. 
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Abstract—Human action analysis is an enthralling area of 
research in artificial intelligence, as it may be used to improve a 
range of applications, including sports coaching, rehabilitation, 
and monitoring. By forecasting the body's vital position of 
posture, human action analysis may be performed. Human body 
tracking and action recognition are the two primary components 
of video-based human action analysis. We present an efficient 
human tracking model for squat exercises using the open-source 
MediaPipe technology. The human posture detection model is 
used to detect and track the vital body joints within the human 
topology. A series of critical body joint motions are being 
observed and analysed for aberrant body movement patterns 
while conducting squat workouts. The model is validated using a 
squat dataset collected from ten healthy people of varying 
genders and physiques. The incoming data from the model is 
filtered using the double exponential smoothing method;the 
Mean Squared Error between the measured and smoothed angles 
is determined to classify the movement as normal or abnormal. 
Level smoothing and trend control have parameters of 0.8928 
and 0.77256, respectively. Six out of ten subjects in the trial were 
precisely predicted by the model. The mean square error of the 
signals obtained under normal and abnormal squat settings is 
56.3197 and 29.7857, respectively. Thus, by utilising a simple 
threshold method, the low-cost camera-based squat movement 
condition detection model was able to detect the abnormality of 
the workout movement. 

Keywords—Abnormality movement; double exponential 
smoothing; skeletal tracking; mediapipe; squat exercise 

I. INTRODUCTION 
Human activity recognition is a critical application in the 

computer vision community. Human activity recognition is 
comprised of two primary components: body tracking and 
action recognition [1]. These two components have garnered 
considerable attention in recent years as a result of their 
multiple applications in areas such as health tracking, sign 
language recognition, and video surveillance. 

Human body tracking can be utilised to tackle a range of 
problems. This includes avoiding injury during physical body 
exercise routines (aerobic, anaerobic, or agility training) by 
monitoring and predicting the person's body's vital points 
through each frame of a video stream [2]. Injury-free is 
essential during physical exercise. Thus, computer-assisted 
self-training systems for sports and exercise can help 
participants improve their performance and avoid injuries [3]. 

Besides human body monitoring can be used to solve several 
issues. Injuries can be avoided during physical training 
(aerobic, anaerobic, or agility training) by monitoring and 
predicting body vital points through video streams [2]. Injury-
free exercising is crucial and computer-assisted self-training 
systems for sports and exercise can help athletes increase their 
performance while avoiding injury [3]. Determining the 
fundamental cause of postural, balance, and total body 
coordination difficulties can also be done through corrective 
exercise. 

Action recognition can also benefit the living. During the 
COVID-19 pandemic, Malaysians were advised to stay at 
home and avoid routine visits. This may harm older people 
who were not accompanied by youngsters. Due to health 
difficulties, most elderly people are in danger of falling and 
fainting. Seniors may also face security issues such as robbery. 
Moreover, a study found that Malaysian healthcare has 
improved, accelerating the "Silver tsunami" of population 
ageing [4]. Thus, eldercare should focus on this population. 
Using machine learning and contemporary computer vision 
techniques, we can detect things of interest more accurately 
than humans [5]. Hence, an automated eldercare system should 
be considered for good monitoring. 

Additionally, numerous studies have demonstrated that 
commercially available devices such as the Microsoft Kinect 
Sensor, the PlayStation Eye, and the Wiimote are successful at 
sensing and analysing human joint motion in many 
applications [6]. However, these researcher tracking studies 
necessitated the use of a 3-Dimensional (3D) sensor and 
additional expensive visual and wearable sensors. As a result, a 
low-cost mono camera equipped with a MediaPipe algorithm is 
proposed for determining pose landmarks and monitoring 
action motion in daily routine human activity. 

II. LITERATURE REVIEW 
Human skeletal tracking consists of tracking several key 

points from different parts of the human body, such as the body 
joints, eyes, nose, and ears depending on the purpose of 
tracking. The key points are connected creating a human 
skeletal form. Generally, the tracking of human motion can be 
done through visual information like images from video or 
extraction data through camera sensors. From the human 
skeletal features, Human Pose Estimation (HPE) and Human 
Action Recognition (HAR) can be applied. HPE is widely 
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applied to solve various problems such as bad posture 
correction, sports movement monitoring, fall detection, etc., 
[7]. HAR can be used to recognize daily life activities such as 
running, jumping, squatting, etc. which are recognized from 
video sequences using the vectors extracted [8]. The goal of 
HAR is to study and recognize the nature of action from 
unknown video sequences automatically [9]. 

A. Human Body and Movement Tracking 
Human movement detection predicts and tracks an entity's 

position and orientation within an image/video frame. Previous 
researchers have investigated various techniques for detecting 
human movement. Certain detecting methods make use of 
wearable sensors. The Inertial Motion Unit (IMU) sensor is 
one of the most frequently used wearable sensors [10]. IMU 
technology is used in conjunction with a machine learning 
(ML) technique to precisely locate body key points and deliver 
accurate orientation measurements. However, relying 
exclusively on wearable sensors may impose significant limits, 
particularly for home-based monitoring. In addition, the 
implementation of the environmental sensor leads to high costs 
due to the use of professional external sensors [11]. 

In comparison to prior systems, some researchers use depth 
cameras such as the Kinect sensor, a low-cost consumer-grade 
3D camera, to extract key points on the human body [12]. This 
technology can contribute to the provision of several human 
action characteristics, such as depth, colour differentiation, and 
human skeletal structure [13]. The x and y coordinates, as well 
as the confidence value, were recorded for each body key 
point, and a 2-Dimensional (2D) human movement estimate 
can be performed using the OpenPose algorithm [14]. Human 
movement detection can also be performed with an RGB stereo 
camera as a result of enhanced advances in in-depth imaging 
technology [6]. 

B. Machine Learning Framework 
A framework represents an interface algorithm that makes 

the work of the machine learning model easier and faster. [7] 
apply six machine learning frameworks; OpenPose, Tflite, 
Pifpat, Tfjs (mobileNet), Tfjs (Resnet 50), and BlazePose for 
pose estimation and correction of fitness training dataset since 
the goal was to find the fastest and most accurate methods that 
work in real-time. Besides that, the use of a Kinect sensor to 
extract the skeletal features has also been used to determine the 
abnormality of squat exercise from a dataset [12]. In addition, 
[15] and [16] suggested the use of the OpenPose framework to 
extract the keypoints coordinates from the RGB data for pose 
detection of fall action. In comparison, the BlazePose 
framework that was used by the MediaPipe model presented a 
topology with 33 human body keypoints, which is more than 
OpenPose and Kinect topologies, which only provide 17 
human body keypoints [2]. 

MediaPipe is an open-source ML model purposely for live 
and streaming media and provides direct and customizable 
Python solutions as a prebuilt Python package [17]. The 
primary use of MediaPipe is the quick creation of perceptual 
pipelines with any models and other reusable components [18]. 
MediaPipe offers several solutions such as MediaPipe Face 
Detection, MediaPipe Hands, MediaPipe Pose, MediaPipe 
Object Detection, etc. MediaPipe Hands tracking solution 

offers an ML pipeline that includes two different models that 
act in tandem; Palm Detection Model and Hand Landmark 
Model [19]. 

Furthermore, The MediaPipe Pose model, which was 
inspired by Leonardo's Vitruvian man, can identify the human 
body by predicting the midpoint of the human's hip, the radius 
of a circle circumscribing the full body, and the inclination 
angle of the line linking the shoulder and hip midpoints [18]. In 
[7] the author applied the MediaPipe Pose solution, which can 
predict 33 3D human body landmarks for human pose 
assessment and correction with an emphasis on fitness training. 
The MediaPipe Pose solution was also used during the pre-
trained pose estimate for data collection of various yoga poses 
[20]. 

C. Rehabilitation Exercise 
Physical therapy and rehabilitation programs are critical for 

persons who participate in sports, are accident victims, or are 
senior citizens. Nowadays, rehabilitation programs are 
conducted prior to the occurrence of any sports injury in order 
to prepare the athletes for the next level of physical demands 
[21]. The rehabilitation approach will involve exercises to 
increase muscle and joint range of motion. To ensure a 
consistent recovery outcome, patients are urged to complete a 
series of prescribed home-based physiotherapy sessions. 

Squats are a well-known rehabilitation exercise, 
particularly for people with knee difficulties or injuries. This 
exercise is ideal for a home workout program because it does 
not require any extra equipment. Squat exercises require the 
patient's knee and hip joints to flex and extend to develop the 
body part's flexion and extension strength [22]. Hip, knee, and 
ankle movements must be synchronized correctly to ensure 
efficient muscle function and avoid damage throughout the 
activity [23]. The squat exercise cycle is performed as 
followed: 

Step 1: Stand straight, open your feet align with the 
shoulder, and stretch out your arms to the front; 

Step 2: Bend down your knees slowly until you reach a 
half-crouched position while maintaining your chest upward 
and back straight; 

Step 3: Hold the previous step position for approximately 
one second while maintaining your feet flat on the floor; 

Step 4: Slowly stand up to the initial position and one cycle 
is completed; 

Step 5: Repeat steps 1 to 4. 

All of the procedures above must be followed precisely to 
guarantee that the exercise's objective is met and that undesired 
injury is avoided. The training and testing phases of this paper 
make use of a similar squat dataset from [14]. The dataset was 
created by video recording squat exercises performed by ten 
healthy volunteers of varying gender and body build using 
Microsoft Kinect. The dataset is divided into two distinct 
categories: normal and aberrant. The normal condition dataset 
contains somewhat slow squatting movements to mimic the 
patient's gradual movement during rehabilitation. While the 
abnormal dataset was conducted with the same group of 
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volunteers performing a comparable squat exercise with only 
one leg. This is done to mimic the same level of discomfort 
experienced by some patients during therapy. 

III. METHODOLOGY 
The goal of this research is to identify the abnormality of 

squat exercise by a single human using a single camera image. 
Training and testing datasets for classifiers were acquired from 
a set of ten subjects with different genders and physical body 
postures performed half-squat exercise. The diversities of 
human squat exercise were classified into two categories; 
normal condition squat and abnormal condition squat as shown 
in Fig. 1. 

The normal condition squat consists of ten videos of the 
different subjects performing double legs half-squat exercise as 
shown in Fig. 1(a). On the other hand, the abnormal condition 
squat videos consist of ten videos of a similar subject in normal 
condition squat performing single legs half-squat exercise as 
shown in Fig. 1(b). Each subject conducted the exercise 
separately, and it was captured from front viewpoint angles in 
normal lab lighting. In this study, the distance between the 3D 
image sensor and subjects is fixed in the range of 2.5-3 meters. 

A. Human Skeletal Tracking-MediaPipe Pose  
MediaPipe Pose is the current solution for human pose 

assessment i.e. fitness training [12] which can predict 33 3D 
human body landmarks as shown in Fig. 2. By using the 
MediaPipe Pose model, this study is improvised and able to 
track the subjects’ lower body (from hip to ankle) of the squat 
exercise dataset without the use of any marker on 2D images. 

 
Fig. 1. Normal and Abnormal Squat Exercise Posture Steps [10]. 

 
Fig. 2. Thirty-Three Human Skeletal Landmarks of MediaPipe Pose Model. 

 
Fig. 3. Thirty-Three 3D Body Landmarks-MediaPipe Pose on 2D Image. 

The study focuses on the hip-knee-ankle of a subject 
performing the half-squat exercise. The MediaPipe Pose model 
is capable to predict the essential human body landmarks as 
shown in Fig. 3. 

B. Joint Angle Tracking 
The angle was generated in 3D space based on the joint’s 

coordinates as shown in Fig. 4. Euclidean distance is computed 
to evaluate the distance between two joints; hip-knee joint, 
knee-ankle joint, and knee-hip joint [24] using (1)-(3) below: 

dHL,KL =  �(xHL − xKL)2 + (yHL − yKL)2 + (zHL − zKL)2  (1) 

dKL,AL =  �(xKL − xAL)2 + (yKL − yAL)2 + (zKL − zAL)2   (2) 

dAL,HL =  �(xAL − xHL)2 + (yAL − yHL)2 + (zAL − zHL)2  (3) 

From the distance calculated, the knee angle (θ), is 
determined by using the Law of Cosines in (4) as stated below: 

θK = cos−1(dHL,KL
 2 + dKL,AL

 2 − dAL,HL
 2  

2dHL,KLdKL,AL
) , 0 ≤  θK ≤  π           (4) 

 
Fig. 4. Illustration of Tracking Lower Body Joints and Joint Movement. 
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C. Signal Filtering 
From the result of the hip-knee-ankle angle extracted from 

the skeletal features, it is discovered that there was some 
unwanted noise presented. This random noise might occur due 
to the image parameter such as illumination disturbance, 
random shadow, subject pose, etc. from the dataset [12]. 
Therefore, an algorithm is applied to filter the incoming data 
image for the elimination of the noise before proceeding to the 
next process. 

Double Exponential Smoothing (DES) was chosen for the 
following task as suggested by [25] to predict the trend for 
forecasting. Generally, DES is approached in economic data 
analysis to predict the immense range of noise, to forecast a 
trend, and give high forecasting accuracy level. DES also has 
been proven to run 100 times faster than the extended Kalman 
Filter [26]. The (5)-(6) are applied as stated below which are 
related to DES: 

St = αyt + (1 − α)(St−1 + bt−1) ,α ∈ [0,1]           (5) 

St = αyt + (1 − α)(St−1 + bt−1) ,α ∈ [0,1]           (6) 

where: 

yt = original measured angle. 

α = level smoothing parameter. 

St = smoothed value. 

bt = trend control parameter. 

β = trend smoothing parameter. 

Equation 5 is applied for adjusting the new smoothed value 
(St) by totaling the previous smoothed value (St-1) with the 
previous trend control (bt-1). Equation 6 is responsible for 
updating the new trend control (bt) by calculating the 
difference between current St with St-1. In this study, the 
initial value of St and bt are S1 = y1 and b1 = y2 – y1; similar 
to the method applied by [10]. All the angles’ data of the 10 
samples are recorded and smoothed using DES. Fig. 5 
represents one of the examples of DES application on the 
original angle data and the result of the smoothed value. It 
shows that smoothed using DES is able to reduce the random 
noise due to environmental constraints. 

 
Fig. 5. Original Angle Vs Smoothed Angle Data. 

Next, the mean squared error (MSE) is calculated from the 
smoothed value of the knee angle by the DES method [25]. 
The MSE method is used to determine the values of constant 
that minimizes the error size and how close estimations or 
forecasts are to actual data. The MSE formula can be defined 
in (7) below: 

MSE =  1
n
∑ et 2              (7) 

Where the error, e, is derived from the difference of values 
between the current period of the original measured angle (yt) 
and the previous period of smoothed value (St-1) as shown in 
(8). 

et = yt − St−1              (8) 

In this study, to calculate the MSE value for all samples of 
the normal and abnormal conditions, the average value is 
calculated. The optimum α and β values of 0.8928 and 0.77256 
respectively are reused based on performance results obtained 
by [10]. 

IV. RESULT 

Based on the experimental setup explained in Section II, 
Fig. 6(a) shows the half-squat exercise in normal conditions, 
while Fig. 6(b) shows half-squat exercise in abnormal 
condition performed by subject 1. The hip-knee-ankle angle 
was extracted from the squat exercise performed by subject 1 
in normal conditions (Fig. 7) and abnormal conditions (Fig. 8). 

 
Fig. 6. Half-Squat Exercise in Normal (a) and Abnormal (b) Conditions. 

 
Fig. 7. Knee Angle Captured from Normal Squat Exercise for Subject 1. 
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Fig. 8. Knee Angle Captured from Abnormal Squat Exercise for Subject 1. 

Based on the data that have been collected from the dataset 
in Table I, there is a significant difference between the result of 
MSE of the normal and abnormal conditions. The average of 
MSE from 10 normal exercise data is 50.63, for the specified 
constants: α = 0.8928 and β = 0.7726. In contrast, the average 
MSE for ten abnormal exercise data sets is 84.69. 

The comparison of MSE normal and abnormal conditions, 
the difference between MSE, and the average of MSE among 
the subjects are presented in Fig. 9. From the figure, subjects 4 
and 8 performed adequate accurate movements during both 
normal and abnormal squat exercises in comparison to the 
other subjects. This shows that their positions are balanced 
during both normal and abnormal exercise. In contrast, squat 
exercise movement of subjects 5 and 10 can be considered 
mediocre based on the difference between the MSE of normal 
and abnormal. The threshold value of 67.66 (mean MSE) 
meets as a dividing boundary between the normal and 
abnormal conditions for all subjects except subjects 1, 4, 6, and 
8. 

TABLE I. THE PERFORMANCE RESULT FOR EACH SUBJECT 

Subject 
No. 

Mean Squared Error 

Normal Abnormal Difference Average 

1 116.40 151.83 35.43 134.11 

2 40.94 86.45 45.51 63.69 

3 43.25 92.61 49.36 67.93 

4 50.13 62.12 11.99 56.12 

Subject 
No. 

Mean Squared Error 

Normal Abnormal Difference Average 

5 54.18 106.29 52.16 80.24 

6 27.14 58.48 31.33 42.81 

7 49.73 71.50 21.77 60.62 

8 39.16 52.25 13.08 45.71 

9 50.42 80.33 29.91 65.38 

10 34.95 85.04 50.09 59.99 

Mean 50.63 84.69 34.06 67.66 

Min 27.14 52.25 11.99 42.81 

Max 116.40 151.83 52.12 134.11 

 
Fig. 9. MSE for Normal Vs Abnormal Squat Condition. 

V. DISCUSSION 

From Fig. 7 and Fig. 8, the trend in MSE of the normal 
condition has a lower frequency of vibration compared with the 
abnormal condition. This showed that the subject was able to 
maintain a better squat form while performing the exercise in 
normal conditions compared to an abnormal condition. This 
proves that MSE is a suitable measurement for evaluating the 
performance of the system [27]. The smoothed value also helps 
in evaluating the data by reducing the noise. Thus, the 
simulated result shows that the DES method has been proven 
as one of the methods to reduce random noise from the original 
data of the dataset based on the computed results [28]. As a 
result, from Table I, the average MSE for normal condition 
squat exercise is lower and better than the abnormal condition. 
This shows that the MediaPipe Pose model able to predict the 
3D body landmarks of subjects efficiently [12]. 

Fig. 9 shows that their positions are balanced during both 
normal and abnormal exercise. In contrast, squat exercise 
movement of subjects 5 and 10 can be considered mediocre 
based on the difference between the MSE of normal and 
abnormal. The threshold value of 67.66 (mean MSE) meets as 
a dividing boundary between the normal and abnormal 
conditions for all subjects except subjects 1, 4, 6, and 8. 

There are some limitations of the model observed in this 
research that need to be considered and further addressed. 
Firstly, beside its high ability to perform human detection of 
squat action, MediaPipe Pose algorithm has so far only 
managed to detect a single person per frame. It may not be not 
suitable to be used for human detection of squat action when 
multiple humans present in the image frames. In addition to 
that, the model faces difficulties if there are obstacles blocking 
the camera’s view of human upper body. This will affect the 
human detection confidence level. To address this issue and to 
have better detection performance, it is advisable to ensure that 
no foreign object block the camera view. Lastly, like other 
vision system issues, the performance of human detection 
might be affected due to the lack of proper illumination. 

VI. CONCLUSION 
This paper introduced the use of the MediaPipe Pose model 

for human movement tracking on a 2D frame-frame video 
dataset. The MediaPipe Pose model is a powerful model which 
can predict thirty-three 3D human body landmarks and can be 
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used to perform a human virtual skeletal model for features 
extraction. Skeletal pose features will contain all of the 
necessary information to comprehend the action's results. This 
model can be applied to a rehabilitation center or self-
monitoring exercise at home. DES method was able to 
minimize the random noise from the tracked angle data that 
might be due to the image parameter such as illumination, 
shadow, pose, etc. Next, MSE is applied to evaluate the 
movement cycle for squat exercise. Finally, the mean MSE was 
used as the threshold value to differentiate the posture 
movement for squat exercise between the two conditions. 
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Abstract—There are two main problems on forming the 
Automatic Essay Scoring Model. They are the datasets having 
imbalanced amount of the right and wrong answers and the 
minimal use of labeled data in the model training. The model 
forming based on these problems is divided into three main 
points, namely word representation, Cost-Sensitive XGBoost 
Classification, and adding unlabeled data with the Pseudo-
Labeling Technique. The essay answer data is converted into a 
vector using the trained word vector fastText. Furthermore, the 
classification of unlabeled data was carried out using the Cost-
Sensitive XGBoost Method. The data labeled by the classification 
model is added as training data for the new classification model 
form. The process is carried out iteratively. This research is 
about using the combination of Cost-Sensitive XGBoost 
Classification and Pseudo-Labeling which is expected to solve the 
problems. For the 0th iteration, the dataset having a ratio of the 
amount of "right" labeled data with the amount of "right" 
labeled data is close to 1, in other words a balanced dataset or a 
ratio that is more than 1 produces a model with better 
performance. Thus, the selection of training data at an early 
stage must pay attention to this ratio. In addition, the use of the 
Hybrid Method on these datasets can save labeled data 56 times 
compared to the AdaBoost Method. Hybrid model is able to 
produce F1-Measure more than 95.6%, so it can be concluded 
that the Hybrid Method, which combines the XGBoost and 
Pseudo-Labeling Cost-Sensitive Classification with Self Training, 
is able to overcome the problem of unbalanced datasets and data 
limited label. 

Keywords—Imbalanced data; limited labeled data; automated 
essay scoring; cost sensitive XGBoost; pseudo-labeling 

I. INTRODUCTION 
Pusat Asesmen dan Pembelajaran (PUSMENJAR), 

Ministry of Cultural, Education, and Research Technology, 
Republic of Indonesia conducts a mapping program of 
educational attainment to monitor the quality of education 
nationally or locally, called AKSI (Asesmen Kompetensi 
Siswa Indonesia). Learning evaluation is carried out based on 
the results of the questions tested on students. PUSMENJAR 
distinguishes question packages into two, those are literacy 
and numeracy. There are eight packages of literacy questions 
and eight packages of numeracy questions that will be used to 
simulate the exam. In the sixteen question packages, there are 
six types of questions, namely true or false, check box, 
matching, sorting, multiple choice, and essay. For the process 

of correcting true or false, check boxes, matching, sorting, and 
multiple choice can be done by matching the answer keys. 
However, the process of correcting essay answers cannot 
always be done by matching an answer with the answer key. 
In addition, essay answers scoring manually takes longer than 
answers for multiple choice questions and short answers [1]. 
Therefore, we need models for scoring essay answers 
automatically. 

Herwanto et al. [2] sees correction of the essay answer as a 
classification of a true or false answer using AdaBoost 
Classification Method. Another Automated Essay Scoring 
(AES) model has begun to be researched to develop a model 
for automatically correcting essay answers in Indonesian [3]. 
However, the models that have been developed have not paid 
attention to the effect of the large number of manually labeled 
data on model performance and have not paid attention to 
whether the dataset is a dataset that has amount of the right 
and wrong labeled data  and is balanced or not. 

The exam simulation of high school level questions 
obtained ten datasets of essay answers. After manual labeling 
by experts, it is known that the dataset is an imbalanced 
dataset between correct and false answers. Therefore, a 
classification algorithm which is capable of handling 
imbalanced data characteristics is needed. Fernandez et al. [4] 
and He and Ma [5] state that the approach taken to solve 
imbalanced data problems is divided into three points, namely 
methods at the data level, methods at the algorithm level, and 
methods at the hybrid level.  The method at the algorithm 
level is the easiest method to apply [6]. Wang et al. [7] and 
Xia et al. [6] classify imbalanced data using the Cost-Sensitive 
XGBoost method. The use of the XGBoost algorithm is due to 
the fact there are many teams wining the competition using 
this algorithm [8]. In addition to the imbalance problem in the 
dataset, there is another problem that is forming a model with 
good performance with less training data than the current 
number of labeled data. The number of labeled data provided 
is currently around 6,000 data and will be used to correct 
approximately 330,000 uncorrected answer data. This problem 
can be overcome, one of which is by implementing Pseudo-
Labeling with Self Training as was done by Babakhin et al. 
[9]. 
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II. AUTOMATED ESSAY SCORING 
Research on Automated Essay Scoring (AES) began since 

Page [10] conducted research on essay assessment using 
computers. AES research on answers to essays in Indonesia 
has begun to be developed from various points of view. One 
of them views the problem of essay assessment as a problem 
of classifying right or wrong answers [2], [3]. 

Herwanto et al. [2] conducted research on the AES Model 
for answers to essays in Indonesia. The dataset used is three 
datasets of student answers from the Program for International 
Student Assessments (PISA). The word representation used is 
Bag-of-Words (BoW) and character ngrams. The 
classification algorithm used is Adaptive Boosting 
(AdaBoost). The AES model formed has a F1-Score of 
97.69% for the Machu Picchu dataset, 67.2% for the jacket 
dataset, and 71.74% for the bicycle dataset. Riasetiawan et al. 
[3] conducted research for essay answers on clustering and 
classification. The dataset used is a dataset of essay answers 
from the Indonesian Ministry of Education and Culture 
(Kemendikbud). The clustering algorithm used is K-Means, 
while the classification algorithm used is Convolutional 
Neural Network (CNN). Prior to clustering and classification, 
the word representation stage was carried out using GloVe. 
The answer classification model yields an accuracy above 
85%. 

In supervised learning, not all labeled datasets are 
balanced datasets. To solve the problem of unbalanced 
datasets, it can be done using data sampling methods [11], 
cost-sensitive algorithms [6], or a combination of data 
sampling methods and cost-sensitive algorithms [12]. The use 
of the data sampling method has weaknesses, namely, in 
addition to choosing a suitable classification method for the 
dataset, there is a need for further analysis of what data 
sampling method is more suitable for the dataset before 
entering the classification model training stage. In a cost-
sensitive algorithm, there is no need to add these steps, so this 
method is the easiest of the other two methods to be applied to 
an unbalanced dataset. 

Xu et al. [11] conducted research on the classification of 
sentiments and emotions on an unbalanced dataset. By using 
the Support Vector Machine (SVM) and Word Embedding 
Compositionality with Minority Oversampling Technique 
(WEC-MOTE), it can increase the precision by 29.3%. Xia et 
al. [6] conducted research on the classification of borrowers in 
peer-to-peer lending. By using the Cost-Sensitive XGBoost 
(CSXGBoost), the highest Area under the ROC Curve (AUC) 
value was obtained when compared to all trials compared by 
Xia et al. [6], which is 74.85%. The use of cost-sensitive is the 
easiest way to deal with unbalanced datasets [6]. Le et al. [12] 
conducted research on the classification of bankruptcy 
companies. Using CBoost and SMOTE-ENN, the highest 

AUC values were obtained from all the trials compared by Le 
et al. [12], which is 87.1%. Pseudo-Labeling is a technique 
used to increase the amount of labeled data by utilizing the 
unlabeled data that is owned. There are several learning 
algorithms used in Pseudo-Labeling, namely Self-Training [9], 
Co-Training [13], and Cluster-then-label [14]. In the Co-
Training algorithm, the features used must be divided into 
two. Meanwhile, in cluster-labeling, there is a clustering stage 
before labeling. The clustering stage in the Cluster-then-label 
algorithm has its own challenges, namely making a good 
cluster. Based on the three algorithms, namely Self-Training 
[9], Co-Training [13], and Cluster-then-label [14], the Self-
Training algorithm is the easiest algorithm to be implemented. 

III. HYBRID METHOD 
This research uses eight pairs of datasets, namely eight 

labeled datasets and eight unlabeled datasets [15], shown in 
Table I. Each dataset uses the .xlsx format. The datasets are 
from the PUSMENJAR. The datasets are the answers to the 
simulation of AKSI questions. For each pair the dataset will 
be analyzed and the model with the best performance is sought 
based on the experiments carried out. 

Data pre-processing is necessary being used in the next 
process. The pre-processing consists of Lower-Case Folding, 
Filtering, and Tokenization, fastText pretrained word 
embedding for Indonesia. Pre-trained word vectors are trained 
on Wikipedia using fastText. The model is trained using skip-
gram, dimension 100, subwords size 3-6 characters, epoch 5, 
and learning rate 0.05. To increase the chances that the 
machine can produce the best labels, the best-performing 
classification model is needed before it is used to predict 
answers on the unlabeled dataset. This is done by training the 
model with several combinations of different parameter values 
and selecting the model with the highest F1-Measure. Fig. 1 
shows the Cost-Sensitive XGBoost modeling development for 
the research. 

TABLE I. DATASET DESCRIPTION 

Dataset 
 Description 

Correct Label Wrong Label Unlabeled  Total 

A 3.371 2.065 334.301 339.737 

B 1.972 3.824 237.208 243.004 

C 2.298 3.525 336.266 342.089 

D 1.072 4.716 334.082 339.870 

E 757 5.046 333.094 338.897 

F 1.235 4.605 333.741 339.581 

G 140 5.566 333.574 339.280 

H 393 5.288 332.407 338.088 
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Fig. 1. Cost-Sensitive XGBoost. 

IV. RESULT AND DISCUSSION 
Pseudo-Labeling (Fig. 2) testing is seen based on two 

things, those are the amount of initial data and the amount of 
data added per iteration. This experiment is repeated until the 
third iteration. Fig. 3 (a)-(h) are the results of testing the initial 
data for Pseudo-Labeling. Based on Fig. 3, it is found that in 
the 0th iteration, the F1-Measure model with N0 = 100 is 
always lower than the model with more initial data. However, 
after iterating until the third iteration the F1-Measure of the 
model increases. On the Dataset 2, 4, 5, and 6, the F1-
Measures of the models are able to exceed the models using a 
bigger amount of manual labeled data. In the Dataset 7, F1-

Measure of the model with N0 = 100 is 0%. Although, it has 
been done for some iterations, but cannot improve the F1-
Measure of the model. In this case, the number of “true” 
labeled data is 1, while the “false” labeled is 99. For the 
extreme case of the Dataset 7, the Pseudo-Labeling technique 
has not been able to improve the F1-Measure of the model. 
Furthermore, the amount of additional data tested are 50, 100, 
150, and 200. Fig. 4 (a)-(h) are the results of testing additional 
data for Pseudo-Labeling using 100 labeled data as initial data. 
Based on Fig. 4, the selections of the amount of additional 
data per iteration that have been tried always increase F1-
Measure of the models when compared to F1-Measure of the 
models in the 0th iteration, except for the Dataset 7 which 
only has 1 “true” labeled data and 99 “false” labeled data. 
Furthermore, the selection of additional data which is 50 (half 
of the number of initial data) is always lower than the others 
(equal to or higher than the initial data). 

 
Fig. 2. Pseudo-Labeling with Self-Training. 
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Fig. 3. Pseudo-Labeling F1-Measure Result.. 
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Fig. 4. Performance Comparisons for Cost-sensitive XGBoost. 
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Fig. 5. Performance Comparisons for Hybrid and AdaBoost. 
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Fig. 5 (a)-(h) are graphs comparing three models, namely 
the Hybrid Model using 100 labeled data, the AdaBoost 
Model using 100 labeled data, and the AdaBoost Model using 
5600 labeled data. In this comparison, three F1-Measure 
values are compared for each case, namely the best, mean, and 
worst F1-Measures that can be obtained from the use of these 
algorithms. 

Based on Fig. 5 (a)-(h), it is found that the best and mean 
F1-Measure of the Hybrid Model is always higher than the 
two AdaBoost Models. Overall, the worst F1-Measure of the 
Hybrid Model is also higher than the two AdaBoost Models. 
There is only one worst F1-Measure value of the Hybrid 
Model which is lower than the AdaBoost Model using 5600 
labeled data, namely the Dataset 3, but the difference in F1-
Measure values is less than 6%. By saving 5500 data labeling, 
the difference between the F1-Measure values can be 
neglected. Overall, even though one of the AdaBoost Models 
already uses 56 times more data, it still cannot compete the 
F1-Measure of the Hybrid Model. 

V. CONCLUSION 
For the 0th iteration, the dataset having a ratio of the 

amount of "right" labeled data with the amount of "right" 
labeled data is close to 1. In other words, a balanced dataset or 
a ratio that is more than 1 produces a model with better 
performance. Thus, the selection of training data at an early 
stage must pay attention to this ratio. In addition, the use of 
the Hybrid Method on these datasets can save labeled data 56 
times compared to the AdaBoost Method. The positive class 
weight parameter has no effect on the performance of the 
resulting model. The Pseudo-Labeling process with Self 
Training is able to handle the problem of limited training data, 
except for the Income Dataset Residents who have F1-
Measure with a value of 0% both before and after the Pseudo-
Labeling process with Self Training. Hybrid model which is 
able to produce F1-Measure more than 95.6%, so it can be 
concluded that the Hybrid Method combines the XGBoost and 
Pseudo-Labeling Cost-Sensitive Classification with Self 
Training is able to overcome the problem of unbalanced 
datasets and data limited label. 
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Abstract—The quality of instructors’ performance mainly 

influences the quality of educational services in higher 

educational institutions. One of the major challenges of higher 

educational institutions is the accumulated amount of data and 

how it can be utilized to boost the academic programs quality. 

The recent advancements in Artificial Intelligence techniques, 

including machine and deep learning models, have led to the 

expansion in practical prediction for various fields. In this paper, 

a dataset was collected from UCI Repository, University of 

California, for the prediction of instructor performance. In order 

to find how effective the instructor in the higher education 

systems is, a group of machine and deep learning algorithms 

were applied to predict instructor performance in higher 

education systems. The best machine-learning algorithm was 

Extra Trees Regressor with Accuracy (98.78%), Precision 

(98.78%), Recall (98.78%), F1-score (98.78%); however, the 

proposed deep learning algorithm achieved Accuracy (98.89%), 

Precision (98.91%), Recall (98.94%), and F1-score (98.92%). 

Keywords—Education; deep learning; machine learning; 

prediction; instructor performance 

I. INTRODUCTION 

Machine learning is a subclass of artificial intelligence (AI) 
[1, 2]. It is concerned with the teaching computers how to learn 
from different types of data and to enhance with experience 
without programming explicitly to do that [3]. In machine 
learning, models are being trained to look for correlations and 
patterns in huge datasets and be able to make predictions and 
decisions according to its analysis [4]. Applications of machine 
learning are improved with usage and become more precise 
when there are more data at hand. Machine learning 
applications are everywhere –in our offices, our supermarkets, 
our social media, and our hospitals [5]. 

Deep learning are subclass of Machine learning. Deep 
learning are networks with a great number of layers [6]. These 
layers can process broad quantities of data and find the weight 
of associated link in a network; such as, in an image of bird 
species recognition, part of the layers in the network can detect 
singular features in the bird’s face, such as beak or eyes, 
whereas another layer could tell if the features in some way 
designate bird face [7]. Deep learning emulates how human 
brain operate. A few examples of deep learning are self-driven 
cars, medical diagnoses through sounds, classification of fish 
species, detection of different diseases from the eyes of the 
person [8]. If a network has more layers, these layers can 
perform complex tasks. Deep learning algorithms need high 
computer power to be able to produce results [10, 13]. 

Higher education systems claim new methodologies that 
increase the achievement, quality and efficiency [14, 15]. 
Typically Machine and Deep learning algorithms are applied in 
higher education for examining the effect of educational 
approaches on students, and in what way students comprehend 
the course material [11, 22]. The academic performance of 
students usually is based on some features like the Cumulative 
Grade Point Average (CGPA), economic situation, 
demographic data, family background and the models for 
prediction. Therefore the majority of the research in this field 
depends on the attributes that are related to the students [12, 
21]. 

This paper is an attempt to analyze the data associated with 
the evaluation of the student for instructors to enhance the 
quality of higher educational systems and specify the factors 
that impact the performance of the students. Student 
performance prediction is largely associated with the quality of 
teaching. 

In this study, various data prediction techniques are carried 
out on the student evaluation dataset for the prediction of 
student accomplishment, inspect instructors’ performance, and 
discover the best technique for classification in line with these 
measures: Accuracy, Precision, Recall, F1-score and time 
performance [16]. 

II. LITERATURE REVIEW 

It is required to measure the instructors’ performance to 
boost the effectiveness of teaching and enhance the knowledge 
of students in the field of higher education. It is done by using 
feedback gathered from the students. 

Agaoglu [1] measured the performances of instructor 
dependent on view of student using questionnaire of a course 
evaluation using four techniques: Support Vector Machines, 
Decision Tree algorithms (C5.0, CART), Discriminant 
Analysis and Artificial Neural Networks (ANN-2QH, ANN-
3QH, ANNMH). The performance measurements applied were 
recall, precision, accuracy, and specificity. Also, feature 
importance was done to eliminate the irrelevant features. At 
last this work indicated the expressiveness and adequacy of 
models of data mining in higher education. Dataset was 
collected from Marmara University, Istanbul, Turkey. The 
dataset contains 2850 records, 25 features, and one class name. 
Among various strategies C5.0 achieved high accuracy of 
92.3%. 
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The research in Ahmadi and Ahmad [2], inspected the 
attributes of instructors training performance utilizing two 
techniques: stepwise regression and decision trees. The dataset 
in that study was collected from learners of MIS department 
during the time of 2004-2009. Factor investigation was applied 
to reveal free factors influencing the overall performance of 
instructors. Stepwise regression model was created using SPSS 
and decision trees were built using Answer Tree. 

Ahmed et al. [3] inspected the parts which are mainly 
influencing the success of learners for predicting the 
performance of instructors to upsurge the quality of the 
educational system using several techniques like Multilayer 
Perception (MLP), J48 Decision Tree, Sequential Minimal 
Optimization (SMO) and Naïve Bayes (NB). The Dataset was 
collected from (UCI) Repository. There were 32 features 
collected from Q1 to Q28 asked with responses from 1 to 5. 
Features were assessed utilizing R, eight features were chosen 
with high impact. Algorithms were applied with all features 
and with strongly affected features only. J48 achieved 84.8% 
with all the features and SMO achieved 85.8% for chosen 
features. 

Ola and Sellapan [16] examined the feedback from students 
about the instructors to form Instructor Evaluation framework 
using WEKA tool. Data collected from 830 undergraduate 
studies around 104 records with five attributes. Decision tree 
algorithm applied and the outcomes were utilized by the 
educationalist to distinguish whether specific instructor is 
proceeded to the following semester or not. The researchers 
used an intelligent approach for the assessment of instructors’ 
performance in higher institutions and proposed an optimal 
machine learning algorithm to design a system framework. 
Formative and Summative assessment methods applied to 
assess the instructor’s performance to increase the quality. 

Kumar and Saurabh [17] created a framework to predict the 
performance of instructors utilizing their assessment, checking 

the classes and performance assessment of instructors. The 
strategies utilized in that system was Naive Bayes, ID3, LAD 
tree and CART in WEKA tool. Three years of data gathered 
from post graduate students with 14 attributes. The precision 
created by ID3 was 65.14%, 72.32% by CART, 75.00% by 
LAD Tree and the most accuracy 80.35% produced by NB 
classifier. 

In the study of Vijayalakshmi et al. [19] some of the 
machine learning algorithms were applied like “Naïve Bayes, 
K-Nearest Neighbor, Random Forest, Support Vector Machine, 
and Decision Tree”. The implementation language is R 
programming language for data mining apps. Various 
implementation measures were applied to assess the system 
such as accuracy, precision, recall, specificity, sensitivity. The 
highest accuracy attained was by SVM. It was better than other 
models using the dataset at hand. 

Yahya et al. [20] examined the practicality of applying 
Data Mining techniques to distinguish the practicality of 
instructors. Data was gathered, nine methods were applied such 
K-Nearest Neighbors (KNN), Naive Bayes (NB), Support 
Vector Machine (SVM), RA, J48, JPip, AdaBoost, BN, 
Random Forest among these Random Forest (RF) and SVM 
showed prominent implementation. 

A. Summary of the Previous Studies 

In Table I, a summarization of the above discussed 
previous studies in terms of Machine Learning methods, best 
method, tools used, accuracy of each method used, and the size 
of the dataset and number of attributes. 

Therefore, in the current, the same dataset as in [3] which 
was collected from UCI Machine Learning Repository from 
the University of California for the prediction of instructor 
performance [18] was used. 

TABLE I. SUMMARY OF PREVIOUS STUDIES 

Reference Techniques used Tool Used Results Dataset 

Agaoglu [1] ANN, DA,C5.0,CART, SVM 

IBM SPSS 

Modeler-Quick and 

Multiple Classifiers 

C5.0 92.3 

2850 data, 26 Attributes 

CART 89.9 

SVM 91.3 

ANN-Q2H 91.2 

ANN Q3H 90.8 

ANN-M 90.5 

DA 90.5 

Ahmadi and Ahmad [2], Decision tree with J48 WEKA J48 82.60 
104 records 

5 features 

Ahmed et al. [3] MLP, DT, NB, ETR WEKA 

DT 84.8 

5820 data, 
33 Attributes 

NB 83.3 

ETR 84.5 

MLP 82.5 

Asanbe et al. [8] MLP, ID3, C4.5  WEKA 

ID3 71.00 

2010-2015 

data, 350 records, 12 Attributes 
C4.5 83.5 

MLP 82.5 
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Ola and Sellapan [16] Decision tree with J48 WEKA J48 71.20 

830 undergraduate studies 

around 104 records with 5 
attributes 

Kumar and Saurabh [17] NB, ID3, CART, LAD WEKA 

NB 80.35 

3 Years data 

14 Attributes 

ID3 65.17 

CART 72.32 

LAD 75.00 

Vijayalakshmi et al. [19] NB, KNN, RF, SVM, C5.0 R 

NB 87.7 

2220 data, 21 Attributes 

KNN 91.7 

C5.0 94.2 

RF 98.09 

SVM 99.25 

Yahya et al. [20] 
KNN , NB, SVM, RA, J48, 

JPip, AdaBoost, BN, RF 
WEKA 

KNN 57.90 

7348 questions 

6 attributes 

NB 57.40 

SVM 70.80 

RA 64.90 

J48 72.60 

JPip 25.00 

AdaBoost 64.70 

BN 20.10 

RF 55.70 

III. METHODOLOGY 

This section will present the methodology of our study 
which includes Data Collection, Data Preprocessing, 
Explanation of the proposed models used for analysis and 
prediction. 

A. Dataset 

Dataset used in this study was collected from UCI 
Repository for the prediction of instructor performance [18]. It 
has 5820 with 33 features. 

The features in the dataset: “instr code, class level, number 
of repeating the course, attendance, difficulty level, and 28 
question (Q1 to Q28). Q1-Q28 are all Likert-type, meaning that 
the values are taken from 1-5, where 1,2,3,4,5 represents 
‘Poor’, ‘Fair’, ‘Good’, ‘Very Good’, and ‘Excellent’ 
respectively for Q1 to Q28. Furthermore, there is one class 
variable (Performance). Performance was calculated by taking 
the average of the 28 Question values. The calculated values of 
these questions are in the form {1, 2, 3, 4, 5}, where 1,2,3,4,5 
represents the ‘Poor’, ‘Fair’, ‘Good’ ‘Very Good’, and 
‘Excellent’ respectively." [18] 

B. Data Analysis 

The class (performance) variable predicts the performance 
of the instructor. The possible values for performance are 
‘Poor’ (888 Observations),”.Fair” (996 Observations), Good” 
(2073 Observations), “Very Good” (1275 Observations), 
‘Excellent’ (588 Observations). The class (performance) 
variable distribution is shown in Fig. 1. 

C. Data Preparation 

All of the 33 features and the Performance class of the 
dataset are already label encoded. The class (Performance) 
balancing was checked and found that the class is not balanced 
as in Fig. 1. So, Smote function was used to balance the class 
(Performance). The Smote function increases the number of 
samples of the low counts to be the same as the higher count. 

D. Dataset Splitting 

The dataset was split into 3 datasets: (Training, testing and 
validating datasets). The ratio of splitting was (60%, 20%, and 
20%). 

 

Fig. 1. Class (Performance) Distribution. 

E. Description of Models used in the Study 

There are many algorithms of ML that can be used in the 
prediction of instructor Performance level. ML algorithms 
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were trained and tested using the current dataset with 18 
various features. The algorithms that were used for prediction 
and analysis belong to 10 categories of Machine Learning [9] 
including: 

 Naive_Bayes (GaussianNB). 

 Neighbors (NearestCentroid, KNeighborsClassifier). 

 Linear_model(LogisticRegression,LogisticRegressionC
V , LinearRegression). 

 SVM (SVC). 

 Tree (ExtraTreeClassifier, DecisionTreeClassifier). 

 XGBoost (XGBClassifier). 

 Ensemble (GradientBoostingClassifier, 
GradientBoostingRegressor, AdaBoostRegressor, Extra 
TreesRegressor, BaggingClassifier, RandomForest 
Classifier). 

 Neural_Network(MLPClassifier, MLPRegressor). 

 Lightgbm(LGBMClassifier). 

 Semi_supervised(LabelPropagation). 

Furthermore, a deep learning model was proposed to 
predict instructors’ performance in higher education systems. 
The DL proposed model consists of seven Dense layers: one 
input layer (33 features), five hidden layers (256,128, 64, 32, 
and 16 neurons), and one output layer with five classes and 
softmax function as can be seen in Fig. 2. The reason for using 
five hidden layers is the high accuracy. The structure of the DL 
model gave the best accuracy compared to four, three, or two 
hidden layers. 

The steps of the methodology used in the study for 
predicting instructors’ performance in higher education 
systems are summarized in Fig. 3. 

 

Fig. 2. Structure of the Proposed Deep Learning Model. 

 

Fig. 3. Methodology for the Prediction of Instructors’ Performance in 

Higher Education Systems. 

IV. RESULT AND ANALYSIS 

In the following sections, a discussion of the result 
achieved by the deep learning model and the machine learning 
models will be presented. The first section talks in detail about 
the Performance Evaluation and the second section presents the 
Performance Analysis of all models used in this study. 

V. PERFORMANCE EVALUATION 

Different machine and deep learning measurements can be 
applied on the various model used in the current study. The 
most popular measurements are: Accuracy, F1- score, Recall 
and Precision are the most important criterion used to assess a 
models performance. The value of the confusion matrix which 
is generated during the testing of the model is considered to 
calculate these measurements as illustrated in equation 1, 2, 3 
and 4. 

Accuracy = (TP + TN) / (TP+TN+FP+FN)           (1) 

Precision = (TP / (TP+FP)             (2) 

Recall = (TP / (TP+FN)              (3) 

F1 = 2 x (Precision x Recall) / (Precision + Recall)           (4) 

Where TP = True Positive, TN = True Negative 

  FP = False Positive, FN = False Negative 

VI. PERFORMANCE ANALYSIS OF APPLIED MODELS 

In this study, 18 machine learning algorithms to predict 
instructors’ performance in higher education systems were 
used. Furthermore, a deep learning model was proposed to 
predict instructors’ performance in higher education systems. 
The aim of this study was to get a more efficient predictive 
model by making a comparison between the different deep and 
machine learning models. 60% of the dataset for training, 20% 
of the dataset for validating and the remaining 20% of the 
dataset were used for the testing. 
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TABLE II. PERFORMANCE OF THE MACHINE AND DEEP LEARNING ALGORITHMS 

Model Type Model Name Accuracy Precision Recall F1-score Time in Sec 

Machine Learning 

Extra Trees Regressor 98.78% 98.78% 98.78% 98.78% 2.70 

Gradient Boosting Regressor 97.71% 97.71% 97.71% 97.71% 0.80 

Random Forest Classifier 97.35% 97.36% 97.35% 97.35% 0.65 

Logistic Regression CV 97.25% 97.25% 97.25% 97.25% 308.06 

LGBM Classifier 97.01% 97.01% 97.01% 97.01% 1.10 

Gradient Boosting Classifier 95.95% 95.95% 95.95% 95.95% 5.55 

MLP Classifier 95.80% 95.80% 95.80% 95.80% 11.37 

Bagging Classifier 95.75% 95.75% 95.75% 95.75% 0.25 

Logistic Regression 94.64% 94.64% 94.64% 94.64% 1.93 

Extra Tree Classifier 93.83% 93.83% 93.83% 93.83% 0.02 

Decision Tree Classifier 93.39% 93.39% 93.39% 93.39% 0.03 

Label Propagation 93.25% 93.25% 93.25% 93.25% 2.02 

Gaussian NB 92.47% 92.47% 92.47% 92.47% 0.02 

K Neighbors Classifier 91.66% 91.66% 91.66% 91.66% 0.41 

SVC 91.66% 91.66% 91.66% 91.66% 0.61 

Linear Discriminant Analysis 91.27% 91.27% 91.27% 91.27% 0.07 

Ada Boost Regressor 91.16% 91.16% 91.16% 91.16% 2.12 

Nearest Centroid 90.79% 90.79% 90.79% 90.79% 0.02 

Deep Learning Proposed Deep Learning Model 98.89% 98.91% 98.94% 98.92% 2.00 

To evaluate the models performance, five sorts of 
assessment measures were engaged: “Recall, Precision, 
Accuracy, F1-Score and time needed for each model to run are 
shown in Table II. It is observed that the best machine-learning 
algorithm was “Extra Trees Regressor” with an Accuracy 
(98.78%), Precision (98.78%), Recall (98.78%), and F1-score 
(98.78%); however, the proposed deep learning algorithm 
achieved an Accuracy (98.89%), Precision (98.91%), Recall 
(98.94%), and F1-score (98.92%). 

VII. RESULT AND DISCUSSION 

All previous studies reviewed in the section of literature 
review except one used different datasets; thus the results of 
these studies cannot be compared with the result obtained in 
the current study. 

The previous study that used the same dataset as in the 
current study is Ahmed et al. [3]. The following table compares 
their results with the current proposed model’s results. 

As it can be seen in Table III, the results of the current 
study are much higher than the results obtained in the previous 
study. 

TABLE III. RESULTS COMPARISON WITH PREVIOUS STUDIES 

Model 

Name 
Previous study 

(Ahmed et al. [3]) 

Proposed Models of 

the Current Study 

Decision Tree Classifier 

(DT) 84.80 93.83 

Gaussian NB 83.30 92.47 

Extra Trees Regressor (ETR) 84.50 98.78 

MLP Classifier 82.50 95.80 

The reason for the high accuracy of the current study is the 
pre-processing the handling of the dataset. 

VIII. CONCLUSION 

In this study, 18 different Machine Learning algorithms and 
one deep learning algorithm for predicting instructors’ 
performance in higher education systems were used. The 
dataset was collected from UCI Repository for the prediction 
of instructor performance. The dataset was preprocessed, the 
class (performance) was balanced using smote function. Each 
algorithm was trained, tested and its performance was noted. 
Furthermore, the proposed deep learning model was trained, 
validated and tested using the same dataset and its performance 
was noted. Among all the machine learning models used, the 
best machine-learning algorithm was Extra Trees Regressor 
with an Accuracy (98.78%), Precision (98.78%), Recall 
(98.78%), F1-score (98.78%); however, the proposed deep 
learning algorithm achieved an Accuracy (98.89%), Precision 
(98.91%), Recall (98.94%), F1-score (98.92%). Even though, 
the accuracies of the best machine learning algorithm and the 
proposed deep learning algorithm were close; the proposed 
deep learning algorithm was slightly better. 

These discoveries are helpful to educationalist to improve 
their performances. 
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Abstract—Testing is one of the vital stages in the software 
development life cycle (SDLC). Usability testing is a very 
important field that helps the applications be easily used by the 
end-users. Because of the importance of usability testing, a 
metrics has been developed to help in measuring the usability 
through converting the main qualitative usability attributes in 
ISO to quantitative steps that provide the developer a framework 
to follow in developing to achieve usability of their applications 
and helps the tester with a checklist and a tool to measure the 
usability percentage of their application. The framework 
provides a set of steps to achieve the usability attributes and 
answers the question of how you could measure this attribute 
with the defined steps. The framework results in a 95% average 
accuracy in the high-rate application and a 59% average 
accuracy in the low-rate application. Finally, the framework is 
programmed in a tool to measure the usability percentage of the 
application through a checklist and provides a scheme to help the 
developer achieve the best results in usability. 

Keywords—Usability; human-computer interaction; evaluation; 
quantitative attributes; testing 

I. INTRODUCTION 
Testing is one of the important stages of the SDLC. 

Usability testing is one of the non-functional testing types [1]. 
Usability is one of the quality dimension that evaluates the 
quality and usefulness of applications [2]. Usability is a 
quality attribute that determines how easily and simply user 
interfaces can be used. So, usability is the interface’s 
necessary condition for application’s survival [3]. If an 
interface is difficult to use and the users get lost, they will 
leave. No user would be bothered with reading a manual first 
before using an interface or a website. Therefore, usability is a 
very vital element of an application interface. 

Accordingly, a framework has been developed to convert 
the qualitative usability attributes into qualitative steps to help 
the developer to have simple steps to achieve the highest 
usability and helps the tester to have a checklist to easily 
evaluate the application usability. According to Nielson, 
usability can be defined as a method for improving the design 
process [4]. Usability is assessed based on six dimensions, 
which include learnability, memorability, efficiency, 
effectiveness, error rate, and user satisfaction. [5]. Usability 
testing uses the black box testing technique [1]. Our 
framework can be performed by the tester at the system and 
acceptance levels. As well, usability is one of the 
nonfunctional requirements of any software, which is one of 
the core areas of research in the field of human-computer 
interaction [6]. 

Now-a-days, both Web and mobile applications are 
considered the most two popular types of applications. 

Usability has been defined as a key component in the overall 
quality of a software product, and research shows that 
usability can determine the success or failure of a software 
system [7]. Usable software systems are not only more 
efficient, accurate, and safe, but also much more successful 
and several studies have shown the benefits of incorporating 
usability evaluation in the process of software development. 
Therefore, usability evaluation has become an important 
research field [7]. 

The remainder of this paper is organized as follows: 
Section II is related work, which provides background 
information about usability and testing techniques; Section III 
is methods, which describe how the research is designed and 
carried out; Section IV is usability attributes, which describe 
the attributes in well-defined steps; Section V is testing 
references and questions, which describe the usability 
attributes in testing questions; and Section VI is results, which 
describe the findings. 

II. RELATED WORK 
Nielsen (1994) defined usability as a quality attribute that 

measures how user interaction can be used as a method for 
improving ease-of-use, efficiency, and satisfaction [4]. 
Standard ISO 9241-11 defines usability as "the extent to 
which a product can be used by specific users to achieve 
specified goals with effectiveness, efficiency, and satisfaction 
in a specified context of use" [7]. It was further elaborated that 
there are other important concepts related to usability, such as 
user, goal, effectiveness, efficiency, satisfaction, and context 
of use [8]. 

Usability of software applications is one of the core areas 
of research in the field of human-computer interaction. There 
were many methods to inspect, test, and inquire about an 
application's usability [7], [9]. 

Making the application usable doesn’t mean that it will be 
easy. Some applications must be a little bit difficult to use to 
help in reaching the target of the application's usage for 
example e-learning applications [10]. The e-learning 
applications' difficulty must be specified according to the 
learning level of the student to meet the target of increasing 
the student's learning curve [11]. One of the very effective 
ways of evaluating the e-learning applications’ usability is the 
heuristic evaluation method [12], [13]. Heuristic evaluation 
can also be used to measure other types of applications 
because it has been shown to be effective in inspecting errors 
[14], [15], [16]. 

Before evaluating any application, the latest issues must be 
reviewed and the most commonly occurring errors arise 
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related to your application type [17]. To change the qualitative 
attributes to quantitative, the quantitative attributes must be 
revised [18]. Mobile and web applications are the most 
commonly used types of applications today. Both of those 
types can be accessed via mobile, which is the most 
convenient device to hold most of the time, so we must 
concentrate on mobile application usability [19], [20], [21], 
[22], [23]. 

Most of the papers focus on updating the usability 
attributes by adding some new attributes or deleting some of 
existing attributes or changing the way of the attribute 
evaluation [24]. Some of the papers are updating the usability 
main categories introduced in the ISO/IEC 25022 [3], [6]. 
Some papers are creating new modules to be remotely 
evaluating the applications through user usage [25]. Some 
papers focus on one of the usability evaluation techniques [26] 
[27]. Some papers focus on analyzing the Human computer 
interaction or usability attributes according to a specific 
application type [28], [29]. There is some approaches and 
frameworks that improve issues tracking [30], [31], [32]. 

According to the ISO, those are the documented standards 
presented in Table I [6]. 

TABLE I. ISO USABILITY ATTRIBUTES REFERENCES 

ISO reference number Usability attribute category 

ISO 9241-11 Usability Definitions and concepts, replacing the 
1988 version of ISO 9241-11 

ISO 9241-220 
Processes for enabling, executing and assessing 
human-centered design within organizations, 
replacing the earlier ISO TR 18529 

ISO/IEC 25066 Common industry Format for Usability — 
Evaluation Reports 

ISO/IEC 25022 
Measurement of quality in use, (includes 
measures of effectiveness, efficiency and 
satisfaction), replacing ISO TR 9126-4 

ISO/IEC 25023 

Measurement of system and software product 
quality, (includes measures for usability 
attributes), replacing ISO/IEC TR 9126-2 and 
ISO/IEC TR 9126-3 

This research highlighted the following usability gaps: 
first, there is a problem in evaluating the usability of the 
application's interface. Second, developers do not focus on the 
simplicity of the interface as they focus on the functionality of 
the application because the functionality is easy to develop as 
there are no clear guidelines for evaluating the interface 
usability. Third, there is no balance between user experience 
and interface simplicity. For example, learning applications 
mustn't be so easy or so difficult to meet the goal of increasing 
the learning curve. Finally, there is no clear qualitative 
borderline to be applied by the developer and tested by the 
tester. To fill those gaps, a framework has been developed to 
describe the usability attributes in fine steps and helps in 
achieving the best usability of the application. 

III. METHODOLOGY 
To convert usability attributes in the ISO from qualitative 

to quantitative steps, this is done by searching for how the 
developer could achieve each attribute in well-defined steps 

and asking usability experts what the points they take into 
consideration to make the application usable enough for the 
user. The 20 developers and testers were asked about the 
frequently repeated problems that they face while developing 
and testing the applications. After collecting the required data, 
usability attributes have been chosen from the ISO Usability 
standards. Some of those attributes were merged and some 
have been added to create an effective usability framework. In 
the framework, the qualitative chosen attributes have been 
converted to detailed steps to help the developer and the tester 
in their practical work. Then, one or two questions is assigned 
for every attribute to be asked by the tester for evaluation and 
tested on the application to measure the usability. 

The results have been developed by choosing two 
applications, one with a high rate (amazom) and the other with 
a low rate (waradly) to test the effectiveness of the framework 
developed. The first is Amazon, which has a global web 
application and also a mobile application with a rate of 4.3 out 
of 5, and the other is Waradly, which is an Egyptian e-
commerce site with an intermediate rate, but they don't have a 
mobile application. To test our framework, three main tasks 
have been chosen that are performed by any e-commerce 
application, which are searching, seeking product data, and 
purchasing. 

Finally, a tool has been developed using our framework to 
measure the usability percentage of the application through a 
checklist and provide a scheme to help the developer to 
achieve the best results in usability (http://abuem.com/ ). 

IV. USABILITY ATTRIBUTES 
Accordingly, steps have been assigned for each attribute in 

each category to be measured quantitatively, merging, and 
adding some attributes to them. 

A. Effectiveness 
1) Tasks completed and objectives achieved: The 

applications mainly provide the user with services or products. 
To complete the task, you have to use a scale from 1 to 10 
according to the feasibility analysis conducted by the business 
analyst. To achieve effectiveness in tasks completed and 
objectives achieved, set reasonable objectives according to 
each business environment, choose the best developing 
environment to achieve these objectives (desktop, mobile, or 
web application), set tasks, specify for each task input and 
output, specify for each task severity and priority, and order 
the tasks according to the scale set by feasibility analysis. 
Here is an example to calculate the rest %. Subtract the 
finished tasks from the number of all tasks to give you the rest 
of the tasks. Then divide the result by the number of all tasks 
and multiply by 100 to give you the whole percent of the rest 
of the tasks. 

2) Errors in a task: To achieve effectiveness in errors in a 
task attribute, the errors that may arise at each task 
individually must be predicted; choose an efficient 
programming language to minimize the predicted errors, fix 
the unpredicted errors, and document them with their solution 
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to be fixed automatically if they arise again, according to the 
literature. 

3) Tasks with errors: To achieve the effectiveness in tasks 
with errors attribute, make sure that the errors in each stage 
will be solved individually, don’t move to the next task unless 
the previous task is clear of any errors, and after testing, the 
total number of errors mustn't exceed 25% of all the tasks to 
deliver the system to the end-user. 

4) Task error intensity: To achieve the effectiveness in 
task error intensity attribute, task errors must be classified 
according to task complexity, error intensity must be set from 
1 to 5 based on the severity and priority set by a tester, and the 
factors that cause the error must be identified in order to solve 
it or give the user a hint on how to deal with it in order to 
reduce the intensity of its existence. 

B. Efficiency 
1) Task time: To achieve the Efficiency in Tasks time 

attribute, the developer must set the shortest way for the user 
to make the task to achieve the goal in the easiest way, set the 
minimum developing time for a task according to its 
complexity without the existence of any errors, set the 
maximum developing time for a task according to its 
complexity with the existence of all errors that could happen, 
and complete each task within the maximum and minimum of 
it. 

2) Time efficiency: To achieve the Efficiency in Tasks 
efficiency attribute, the developer must choose a task at a time 
to set its input and desired output. Set the best programming 
language to achieve your target and choose the best algorithm 
according to its big O to achieve the best time efficiency. 

3) Cost-effectiveness: To achieve the efficiency in cost-
effectiveness attribute, a feasibility study must be developed 
based on the hardware and software needs (developing and 
testing environment) and choose the best platform to satisfy 
user needs, including user supplies to support most of the 
devices he can afford in software and hardware. 

4) Productive time ratio: To achieve efficiency in the 
productive time ratio attribute, the developer must develop a 
timing strategy for ending the project and create criteria to set 
time for each feature based on the employee performance to 
achieve the optimal standard above and more quantity. 

5) Unnecessary actions: To achieve the efficiency in 
unnecessary actions attribute, after finalising your code, all of 
the code must be revised to make sure that you choose the best 
development path and choose the quickest way to make the 
function with the minimum number of steps. 

6) Fatigue: To achieve the Efficiency in Fatigue attribute, 
the developer must be aware of the problems that occur while 
developing that affect the deadlines and add them to the 
delivery date, and be prepared for the cases that make the 
system load slowly or go down. 

C. Satisfaction 
1) Overall satisfaction: To achieve satisfaction in the 

overall satisfaction attribute, the project must be delivered 

before the deadline, have well-defined requirements that have 
one meaning, and involve small prototypes to involve the 
users while developing. 

2) Satisfaction with features: To achieve the satisfaction 
with features attribute, continuous messages must be displayed 
to inform the user of the current processing, block all the 
expected errors, and minimize the needed resources for 
working. 

3) Discretionary usage: To achieve the Satisfaction in 
Discretionary usage attribute, the developer must think about 
all the cases where the user needs to use the application, and 
according to each case, the developer must satisfy the user's 
needs, satisfy the client's needs, and satisfy the market's needs. 
Finally, the developer must develop all the ways to achieve 
each target, for example, adding a speech-to-text feature and 
chatting to enter data. 

4) Feature utilization: To achieve the satisfaction in 
feature utilization attribute, each feature must be explained to 
the user, choose the simplest way to develop each feature; 
they must choose the shortest number of steps to end a task; 
and the page must contain at most one objective or task. 

5) Proportion of users complaining: To achieve 
satisfaction in the overall satisfaction attribute, the application 
must be too clear to reduce user inquires, provide a chat pot as 
a supporter in any problem, and provide quick support in a 
large problem. 

6) Proportion of user complaints about a particular 
feature: To achieve the satisfaction in the overall satisfaction 
attribute, the application must help the user at the beginning 
by giving him a demo for each feature, giving the feature a 
definition and descriptive logo, and making the feature 
complete on one page with fine input and several steps. Then 
put the main features on the home page and their shortcuts on 
other pages. Finally, try to use AI in the application to tell the 
user if he is making the wrong decision. 

7) User trust: To achieve the satisfaction in the overall 
satisfaction attribute, the application must: get permission 
from the user before saving or using his data, give a full 
explanation for why their data is needed as audio or text, solve 
all the user's problems most simply; then support the user with 
all the knowledge he may need; and involve the user as much 
as possible while developing to see the prototypes. 

8) User pleasure: To achieve the satisfaction in user 
pleasure attribute, the application must develop every single 
task easily with fewer errors, give users continuous 
explanations and motivation messages, choose cheerful 
designs and colors to make the user happy, and ask the user 
for their feedback continuously. 

9) Physical comfort: To achieve the satisfaction in 
physical comfort attribute, a backup must be taken for all your 
work to make the user feel safe, use UPS to assure that the 
data will be safe, and use the simplest way to develop the 
application. 
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D. Appropriateness Recognizability 
1) Readability: To achieve the appropriate level of 

recognizability in the readability attribute, the icons must be 
readable to allow the other attributes like learnability, 
accessibility, and so on to be achieved. So, the font of the icon 
must be as big as you can to minimize the number of objects 
that exist on one page, whether it is a mobile or a web 
application. 

2) Description completeness: To achieve appropriateness 
recognizability in the description completeness attribute, user 
stories must be wisely described to satisfy the developer and 
have one meaning based on the user's point of view, market 
needs, and recommendation of the best way to develop 
(interface architecture). 

3) Demonstration coverage: To achieve the 
appropriateness recognisability in demonstration coverage 
attribute, the developer should develop many application types 
and many targets of applications at the same field to be aware 
of all the vulnerabilities of developing, and while developing, 
the developer must study all the pros and cons of any way 
related to developing. 

4) Entry point self-descriptiveness: To achieve the 
appropriateness recognizability in the entry point self-
descriptiveness attribute, requirements must be determined 
based on user stories that describe each scenario that could 
happen by the user to make the most effective decision while 
developing, and each feature must be described in the simplest 
way to make it easy to develop by a beginner developer. 

E. Learnability 
1) User guidance completeness: To achieve the 

learnability in user guidance completeness attribute, the 
project mustn’t be launched until the user manual is available 
in the form of steps. 

2) Entry fields defaults: To achieve the learnability in 
entry fields defaults attribute, the right option must be very 
clear to the user to avoid errors in data entry fields. 

3) Error message: To achieve the learnability in an error 
message attribute, every problem in every step the user can do, 
an error message must be designed to clarify the error and 
help him avoid it. 

4) Understandability: To achieve the learnability in the 
understandability attribute, every step must be clear and 
mustn’t have a double meaning as possible. 

5) Self-explanatory user interface: To achieve the 
Learnability in Self-explanatory User Interface Attribute, 
interface parts must be mapped to the objects used in our lives 
to be easy to understand, recognize, and recall. 

F. Operability 
1) Operational consistency: To achieve operability in the 

operational consistency attribute, the page mustn’t contain 
many tasks or any other information that doesn’t relate to the 
main task (each page for one purpose). 

2) Message clarity: To achieve the operability in the 
message clarity attribute, any message that appears to the user 
must be very clear, and if the developer has time, he must add 
an option to let the user see the last message again when it 
disappears. 

3) Functional customizability: To achieve the operability 
in the functional customizability attribute, the application must 
have fewer mandatory fields in each task as much as possible 
for less time consumption and make a detailed manual 
consisting of steps to make the application very easy. 

4) User interface customizability: To achieve the 
operability in the user interface customizability attribute, 
flexibility must be given to the user to change the places of the 
objects on the interface as well as the colors to make the 
application more comfortable. 

5) Monitoring capability: To achieve the operability in 
the monitoring capability attribute, the application must 
provide the user with an indication when he gets closer to the 
end of his task and provide the user with full statistics of the 
application usage and resource consumption. Then, inform the 
user about memory and resource usage, help the user to reduce 
memory consumption, and don't ask the user for too much 
data to be saved or user in one task. 

6) Undo capability: To achieve the operability in the undo 
capability attribute, the user must have the ability to go back 
with clear action and help them to recognize it in many 
situations. 

7) Understandable categorization of information: To 
achieve operability in understandable categorization of 
information attributes, the application must provide the user 
with a thorough explanation of the input data and why it is 
required, and then inform the user if his data will be used. 

8) Appearance consistency: To achieve operability in the 
appearance consistency attribute, the system must have one 
design on every page, stick to simple and realistic symbols 
and designs to relate them to our lives, avoid attaching 
unrelated things to the application, and avoid putting too many 
details on one page even if they are related to the same task. 

9) Input device support: To achieve the operability in the 
input device support attribute, the application must work on 
cheap resources, don’t make the application need many 
hardware devices to work properly, and try the application 
before delivery to the customer on different category devices 
according to the budget. 

G. User Error Protection 
1) Avoidance of user operation error: To achieve user 

error protection in the avoidance of user operation error 
attributes, the application mustn’t allow the user to input 
wrong data and must give a full explanation for the user's 
errors. 

2) User entry error correction: To achieve user error 
protection in the User entry error correction attribute, the 
application has to give the user a full description of the error 
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type and reason for its happening and give the user 
suggestions to correct his error. 

3) User error recoverability: To achieve user error 
protection in the user error recoverability attribute, the 
application must allow the user to go back one step to make 
the user feel safe, give the user a description for each step he 
makes to increase awareness, and provide the user with a short 
manual that explains all the steps of the application. 

H. User Interface Aesthetics 
To achieve user interface aesthetics in the appearance 

aesthetics of user interfaces attribute, the developer has to 
choose the best comfortable color for the eye, the uploaded 
pictures must be of high resolution and minimum size to 
decrease the time of loading and increase the font of the data 
as much as possible to satisfy the user. 

I. Accessibility 
1) Accessibility for users with a disability: To achieve 

user interface aesthetics in the appearance aesthetics of user 
interfaces, the developer must be aware of all the types of 
users that will use the application and their disabilities, like 
color blindness, wheelchairs, etc. 

2) Supported languages adequacy: To achieve user 
interface aesthetics in supported languages adequacy attribute, 
the application must support the global language and the 
regional language, and in the future, you can add the most 
important languages ordered by priority. 

V. TESTING REFERENCES AND QUESTIONS 
Some will need to be revised from the requirements 

documentation, while others will need to be tested on the 
application. Here is a table that identifies which attributes 
need to be tested from the application only and which 
attributes need to be revised from what has been approved in 
the requirements documentation and sets some suggested 
questions for each attribute described in Table II. 

TABLE II. DESCRIPTIVE QUESTION OF USABILITY ATTRIBUTES 

Attributes 
Requirements 
documentation or 
Application usage 

Questions to ask for an 
evaluation 

Tasks completed 
and Objectives 
achieved 

Requirements 
documentation 

Are all the system tasks 
according to the system 
requirements is done?  
Do you achieve all the 
objectives of the system 
according to the required 
documentation? 

Errors in a task Application usage Do you have any errors in 
any tasks? Then try it  

Tasks with errors Application usage 
After testing each task, is all 
the tasks that have errors 
exceed 25% of all the tasks? 

Task error intensity Application usage 
Is the task error frequently 
happening? 
 

   

Task time Application usage Is each task takes the 

minimum time it must take? 

Time efficiency Application usage 
Do you develop each task to 
be done at the minimum 
processing time? 

Cost-effectiveness Requirements 
documentation 

Are you stick to the 
feasibility analysis you made 
before starting? 

Productive time 
ratio 

Requirements 
documentation 

Is every second in the 
application is useful to the 
user? 

Attributes 
Requirements 
documentation or 
Application usage 

Questions to ask for an 
evaluation 

Unnecessary 
actions Application usage 

Is every step in each task a 
must and has a specific 
target? 

Fatigue Application usage 

Taking into consideration 
the maximum number of 
users at a time works with 
stability? 

   

Overall satisfaction Application usage 
Dose all the usability 
requirements tested to 
achieve high satisfaction?  

Satisfaction with 
features Application usage Does the simplicity of each 

feature exist? 

Discretionary usage Application usage Can you use the system 
anytime anywhere? 

Feature utilization Application usage 
Do all the features the 
system support are 
mandatory? 

The proportion of 
users complaining Application usage 

Will the user need to call 
customer support or see the 
manual many times while 
usage? 

The proportion of 
user complaints 
about a particular 
feature 

Application usage Does every feature need to be 
seen first from a manual? 

User trust Application usage 

Does the system makes the 
user feel that he/ she is 
secure enough to trust the 
system? 

User pleasure Application usage Does the system make the 
user pleased by the system? 

Physical comfort Application usage 
Does the system allow 
comfortable positions while 
usage? 

   

Readability Application usage Do all the pages is seen 
clearly by higher ages? 

Description 
completeness Application usage 

Do you make a user manual 
to explain the system in 
steps or develop a demo to 
help the user to see the steps 
of any task? 

Demonstration 
coverage Application usage Does the system has an 

explanation coverage? 

Entry point self- 
descriptiveness Application usage 

Is every step described in its 
meaning, target, and how to 
the user without using the 
manual? 
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User guidance 
completeness Application usage 

Do you create a manual to 
help the user in explaining 
the system? 

Entry fields 
defaults Application usage Do you explain the default 

inputs to the user? 

Error message Application usage 
Do you give messages every 
time the user could make an 
error? 

understandability Application usage 
Is the system easy to use and 
helps user memory to 
recover quickly? 

Self-explanatory 
user interface Application usage 

Is the interface explain itself 
by mapping the tasks to the 
user knowledge? 

   

Operational 
consistency Application usage Does the page contain many 

tasks? 

Message clarity Application usage 
Does the information in all 
the messages that appears to 
the user clearly described? 

Functional 
customizability Application usage Do all the fields in every 

step are mandatory? 

User interface 
customizability Application usage 

Does the user have the 
flexibility to change the 
interface appearance?  

Attributes 
Requirements 
documentation or 
Application usage 

Questions to ask for an 
evaluation 

Monitoring 
capability Application usage 

Do the system support 
monitoring for the user 
errors to help him in the 
long run? 

Undo capability Application usage Do you allow the user to go 
back whenever he wants? 

Understandable 
categorization of 
information 

Application usage 
Do you inform the user of 
the structure of the data and 
why the application uses it? 

Appearance 
consistency Application usage Do the system parts have 

consistency? 

Input device support Application usage 
Does all the input devices 

available to the user while 
working with the system? 

   

Avoidance of user 
operation error Application usage 

Do you take into consideration 
all the errors that can be 
done by the user and block 
them? 

User entry error 
correction Application usage 

Do you design error 
messages to help the user 
with their errors? 

User error 
recoverability Application usage 

Do you allow the user to 
solve the errors he/she 
made? 

   

Appearance 
aesthetics of user 
interfaces 

Application usage Does the interface explain 
every step? 

   

Accessibility for 
users with a 
disability 

Application usage 
Is the system helps users with 

different disabilities to use it 
easily? 

Supported 
languages adequacy Application usage Do the system support many 

languages mainly the global 

language and the user's first 
language? 

VI. RESULTS AND DISCUSSION 

A. Results 
Three main tasks have been chosen according to their 

importance to any e-commerce users which are search, seek 
product data and purchase to test them on two applications one 
with high rate (amazom) and the other with low rate 
(waradly). Assume that the attributes that need to be revised 
from the requirement documentation are all true. The results 
have been calculated by testing framework attributes on the 
two application simultaneously through asking the previous 
questions of each attribute. The answers will be true or false. 
If answer is true, so the attribute is applied on the application. 
If answer is false, so the attribute is not applied on the 
application. Every true will be converted to 1 grade and every 
false will be converted to 0 grade. Finally, all the grades of all 
the attributes are added, then divided by the total number of 
attributes which are 44, and multiplied by 100 to get the 
usability percentage of each task usability. For example, after 
testing the searching task on amazon application by opening 
the application and answer all the usability attributes on the 
searching task to check the existence of every attribute, the 
result was 42 attributes were true from total 44 attributes. The 
result was calculated by calculating total true attributes, 
divided by total number and multiply 100 (42/44*100) to give 
the result 95%. All the final results are presented in Table III 
after testing all the usability attribute on every e-commerce 
task then compare the usability results of every application to 
proof that the framework can differentiate between the 
usability of the high rate and the low rate applications. 

TABLE III. USABILITY TESTING RESULTS 

E-commerce Task 

Results after checking the attributed existence on 
every e-commerce task  

High rate 
Application(Amazon) 

Low rate 
Application(Waradly) 

Searching 95 % 49 % 

Seeking product data 100 % 61 % 

Purchasing 95 % 59% 

B. Discussion 
Most of the previous work papers focus on updating the 

needed attributes that is used in testing the applications and 
test them to proof their idea or taking an existence framework 
and upgrade the way of evaluation to get better results. But in 
this research, the framework focus on describing all the 
usability attributes from qualitative title into quantitative 
detailed steps that helps the developer and tester on their daily 
work. 

VII. LIMITATIONS OF THE STUDY 
For future improvement, this research contains some 

limitations as setting usability attributes for each application 
type according to the application categories. Also, 
differentiating between the general attributes that could be 
applied on all applications and the specific application types. 
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Finally, setting weights for each attribute to clarify the 
importance of each attribute and order them according to the 
attribute weights. 

VIII. CONCLUSION 
After testing the framework on two e-commerce 

applications, one with a high rate and the other with a low rate 
on three main tasks, which are searching, seeking product 
data, and purchasing, our framework proves that a high rate 
(Amazon) resulted in 95% in the searching task while a low 
rate (Waradly) resulted in 49%. Also, it proves that a high rate 
(Amazon) resulted in 100% in the seeking product data task 
while a low rate (Waradly) resulted in 61%. Finally, a high 
rate (Amazon) resulted in 95% in the purchasing task while a 
low rate (Waradly) resulted in 59%. 

So that means our framework proved that Amazon has a 
high rate and Waradly has a low rate, which means it can 
measure the usability percentage and categorises the 
application usability. The testers can use the framework in 
testing their applications of any type as the attributes are 
generic, which means they can measure any type of 
application. 
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Abstract—The World Health Organization (WHO) declared 
the COVID-19 pandemic on 12 Mar, 2020, due to the growth in 
the number of cases worldwide. WHO advises wearing a face 
mask and practicing social distancing, which has played a crucial 
role in prevention and control measures that can prevent the 
spread of COVID-19. Thus, this paper presents the process 
through which face mask box is equipped with a voice reminder 
and sensor. It is made with the help of an Arduino Uno board to 
give awareness or reminder whenever a person is alerted with a 
voice reminder to wear a face mask before going outside. It can 
be helpful, especially in the pandemic era, as a new norm of 
practice in wearing a mask. 

Keywords—Face mask box; COVID-19; Voice reminder; 
Arduino; New norm 

I. INTRODUCTION 
The World Health Organization (WHO) declared COVID-

19 as a pandemic on 12 Mar, 2020 due to the growth in the 
number of cases worldwide [1]. The Covid-19 pandemic has 
had a negative impact on health, education, economy, finance, 
and others, resulting in the introduction of the Movement 
Control Order for many countries. People were advised to stay 
at home, work from home, limit their movement outside the 
house, wear a mask to cover their nose and mouth, regularly 
wash their hands, establish social imprisonment, and so on as 
precautions to stop this pandemic [2]. So, all people need to 
carry and adapt to daily life with the new norm; as a prevention 
and control measure to limit the spread of COVID-19, WHO 
advises wearing a face mask and practicing social distancing 
[3]. Mask has played a crucial role in prevention and control 
measures to prevent the spreading of some respiratory diseases 
and COVID-19. The use of masks and frequent hand hygiene, 
social distancing, and other Infection Prevention and Control 
(IPC) measures should be followed to prevent the spread of 
COVID-19 [4]. 

One significant benefit of wearing face masks is to protect 
the people around us, especially if we have been exposed to 
someone carrying the virus or work in a crowded place. 
Therefore, wearing masks is a critical habit everyone should be 
applying since this simple step could significantly reduce the 
risk of transmission [5]. Hence, it is a pressing need to design 
and develop a face mask reminder with a low-cost material that 

can be easily made since there is also none of this product 
available in the market to date. 

II. BACKGROUND AND PREVIOUS RELATED WORK 

A. Motivation and Problem Statement 
Coronavirus Disease 2019 or known as COVID-19, has 

become the latest threat to global health [6]. It is an infectious 
disease [7] that causes severe acute respiratory syndrome 
(SARS) [6]. The symptoms of the infection consist of fever, 
cough, nasal congestion, fatigue, and other signs of upper 
respiratory tract infections [8]. The condition can cause severe 
disease or death; as a prevention and control measure to limit 
the spread of COVID-19, the WHO advises wearing a face 
mask and practicing social distancing [3]. 

Recently, it seems like some people are starting to 
disregard the WHO order to practice social distancing and wear 
a face mask whenever they leave the house or are in a crowded 
place. Thus, to address these problems, every country affected 
by COVID-19 has made it mandatory for people to wear face 
masks in public, especially in crowded places. The new normal 
must be continued depending on our awareness level, attitudes, 
and habits. For this project, the problem focuses on the attitude 
and practices of wearing face masks. Thus, to solve the issues 
stated, this project developed a face mask reminder to give 
awareness of the importance of face masks. A person will be 
alerted with a voice reminder to wear a face mask before going 
outside through the project. 

For this project, the problem focuses on the attitude and 
habits of wearing face masks. Thus, to solve the issues stated, 
this project developed a face mask reminder to give awareness 
of the importance of face masks. A person will be alerted with 
a voice reminder to wear a face mask before going outside 
through the project. 

B. Previous Related Work 
Based on the literature review of the previous works, the 

ideas of face mask boxes and voice reminders are considered to 
develop an awareness system toward the importance of face 
masks. The difference from previous related work is through 
the project, a person will be alerted with a voice reminder to 
wear a face mask before going outside. 
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1) Build your own COVID-19 face mask reminder using 
Arduino: The project designed and made by The Assembly 
Production addressed how people always forgot to wear a face 
mask when going outside [9]. The emergence of COVID-19 
has made the entire world obey the rules on social distancing 
and wear face masks to prevent the spread of COVID-19. 

Thus, the Assembly Production designed a face mask 
reminder using Arduino Uno, PIR sensor, buzzer, LCD, and 
keypad. The PIR sensor detects the motion of a person going 
through the device, and the buzzer will make a noise to alert 
the person to wear a face mask before going outside [9]. The 
device also has an LCD to display the number of face masks 
and a keypad to enter the number of face masks in the box. Fig. 
1 shows the device produced by the Assembly where the user 
can store the face mask in the designated container. The face 
mask's material was a paper box, which was low in cost. 

 
Fig. 1. Face Mask Reminder Device. 

2) Contact-free hand wash dispenser with voice 
assistance: The Assembly Production The project designed 
and made by Neutrino addressed how to use a hand wash 
without making any contact while taking the hand soap, as 
illustrated in Fig. 2 [10]. It is designed using Arduino Pro 
Mini, DF Player, PIR sensor, DS1307 Tiny RTC, SD Card 
module, and speaker. The intelligent hand wash dispenser 
reminds a user with a message after every 2 hours to wash 
hands. The PIR sensor detects the motion of a person by 
putting their hands next to the hand soap. Then, the signal is 
sent to the DF player, and voice assistance will help them 
wash their hands. 

 
Fig. 2. Contact - Free Hand Wash Dispenser. 

III. DEVELOPMENT OF FACE MASK REMINDER PROTOTYPE 

A. Methods 
The face mask reminder is designed to alert the person to 

wear a face mask before going out. Fig. 3 shows the flowchart 
for project planning. 

To assure the project runs smoothly, systematic action was 
taken to analyze the face mask reminder's performance. The 
project flow is divided into four phases: Research, Design and 
Modelling, Prototype, and Result and Analysis. 

For Phase 1: Research, the project begins with a detailed 
study on a literature review about voice reminders and motion 
detection. Based on the previous related works, [9] designed a 
face mask reminder box to noise to alert the person to wear a 
face mask before going outside. While [10] developed a 
contact-free hand wash dispenser with a voice reminder 
feature. The project will also focus on the simulation and 
coding to implement motion detection and voice reminder. 

For Phase 2: Design and Modelling, the project followed by 
designing the device for a better experience. In this phase, 
some research was done on hardware and software 
compatibility and suitability for the proposed system. Every 
system is a combination of hardware and software, mainly 
hardware or software [11]. 

For Phase 3: Prototype, the prototype's functionality is 
tested after the simulation and design is done. The design was 
done using Fritzing to determine the hardware connection of 
each component. At the same time, the simulation of hardware 
connection was done by using Proteus software. 

For Phase 4: Result and Analysis, the result obtained from 
testing the prototype was analyzed to monitor the system's 
performance. The analysis was done on the device's 
performance and improvement on other parts. 

 
Fig. 3. Flowchart of the Project Planning. 
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B. Face Mask Reminder Box Design 
To assure the project runs smoothly, systematic action was 

taken to analyze the face mask reminder's performance. The 
project flow is divided into four phases: Research; the Face 
Mask Reminder is designed on Sketch Up software based on 
the requirements. 

The prototype design includes space for hardware and a 
face mask box. Fig. 4 shows the face mask reminder box's 
design using SketchUp software. SketchUp has a lot of 
possibilities and needs a low amount of pre-knowledge to get 
started. This software shows some knowledge about models, 
building and using models can be getting through its help. 
There might be a few doubts for the new users, but this can be 
solved easily with help and demonstrated videos. There are 
tools for selection, drawing, component, view, and sharing the 
drawing designs [12]. The sketching shows the sides to be used 
to place all the hardware with each part labeling. The 4x4 
keypad membrane, PIR sensor, and 16x2 LCD display are 
placed side by side for the front side. For the right side, the 
speaker and IR sensor are also placed side to side. 

Hardware space is for placing the Arduino UNO and power 
supply; the suggested power supply to be used is a power bank. 
Arduino is used as an open-source computing platform that is 
used for constructing and programming electronic devices. It 
can also act as a mini-computer, like other microcontrollers, by 
taking inputs and controlling the outputs for various electronic 
devices [13]. At the same time, the face mask box is for the 
user to put the face mask in the box up to 100 pieces of face 
mask. The IR sensor function will detect a person's hand that 
takes out the face mask, and the number displayed on the LCD 
will be reduced. Then, the PIR sensor will detect a person's 
movement through the box and play a voice reminder: "Please 
wear a face mask before going out" using a speaker. So people 
will become more alert during going out. 

  
Face mask reminder box 

design 
Top view 

 

 
Front view Right Side View 

Fig. 4. Design of Face Mask Reminder Prototype using SketchUp Software. 

C. Mask Reminder Box Fabrication 
The face mask reminder is designed to alert the person to 

wear a face mask before going out. As shown in Fig. 4, the 
face mask reminder box design is divided into two parts. The 
first part is for hardware connection space, where all the 
hardware will be placed in this space. This box comes with a 
small hole for power supply purposes. The second part is for a 
face mask box where a user can store up to 100 face masks in 
this space. 

The material used for the box is Acrylic or Perspex. Acrylic 
is a transparent plastic material with outstanding strength, 
stiffness, and optical clarity. Acrylic is also a material with 
properties such as transparency and durability. It is now being 
used in a wide range of applications such as lenses of glasses, 
tail lights, and various other instruments in a vehicle to reduce 
cost and productivity [14]. It is highly resistant to variations in 
temperature and humidity. Thus, it is helpful in outdoor 
applications as well. Fig. 5 shows the top view of the box. The 
box has a lid that can be opened to check the hardware 
connection and fill in the face mask. The cover can be opened 
and closed quickly. 

Fig. 6 shows the front view of the face reminder box. The 
4x4 membrane keypad and 16x2 LCD keypad with I2C are 
placed side to side on the front side. The keypad is used to key 
in the number of face masks in the box. The LCD display 
presents the actual number of face masks in the box. On 
display, it will show the exact number of masks and the 
maximum number that can be entered. The maximum number 
of face masks that can be placed in the box is 100 pieces. The 
device can be used easily if the hardware is connected. 

Fig. 7 shows the left side view of the face reminder box. 
The speakers, PIR, and IR sensor are placed side to side on the 
left side. In addition, on the right is a face mask box where the 
user can place a face mask. The speaker is used to alert "Please 
wear a face mask before going out" to anyone passing through 
the box. PIR sensor is used to detect a person's motion. When it 
detects a motion, the speaker will sound an alert. At the same 
time, an IR sensor is used to detect a hand motion of a person. 
If a person removes a face mask from the box, the number 
displayed on the LCD will be reduced. 

 
Fig. 5. Top View of Face Mask Reminder Box. 

 
Fig. 6. Front View of Face Mask Reminder Box. 
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Fig. 7. Left Side View of Face Mask Reminder Box. 

 
Fig. 8. Right Side View of Face Mask Reminder Box. 

Fig. 8 shows the right-side view of the face reminder box. 
There is only a tiny cutout of acrylic sheet for connecting the 
hardware to the power supply on the right side. But, since the 
power supply is a small 20000mAH power bank, it is just 
placed inside the box. Fig. 9 shows the backside view of the 
face mask reminder box. 

 
Fig. 9. Backside View of Face Mask Reminder Box. 

IV. DEVELOPMENT OF FACE MASK REMINDER SYSTEM 

A. Circuit Design of Face Mask Reminder 
The hardware component for the prototype is Arduino 

UNO with PIR and IR sensor, LCD with I2C, Keypad, SD card 
module, and Speaker. Fig. 10 shows the circuit connection 
using Fritzing application. 

 
Fig. 10. Hardware Connection of Face Mask Reminder using Fritzing. 

 
Fig. 11. Hardware Connection of Face Mask Reminder. 

The prototype consists of only hardware parts tested to 
assure the device's functionality. Fig. 11 shows the hardware 
connection of the face mask reminder. Arduino UNO acts as a 
microcontroller and holds all of the other components. The 
power supply is a 20000mAH power bank to keep the 
hardware active. 

V. IMPLEMENTATION OF FACE MASK REMINDER 

A. Testing the Face Mask Reminder Box 
The face mask reminder box was tested to get its 

functionality in this part. The test was done in a living room 
near a door. A hardware component is connected to the 
20000mAH power bank that acts as a power supply to keep the 
box active through the testing. The audio of different voice 
alerts is stored on an SD card in waveform audio file (WAV) 
format [15]. 

A person passed through the box, and the speaker sent an 
alert with a voice reminder, "Please wear a face mask before 
going out." Next, the box reminds the person to wear a face 
mask before going outside to prevent exposure to the virus 
COVID-19. Then, the person takes out a face mask from the 
box and decreases the number of face masks shown on the 
LCD display. 

On the other hand, the person refills the face mask in the 
box. After that, he keys in the actual amount of face mask 
added using the keypad. Thus, the exact number of face masks 
in a box appeared on the LCD. 

The result obtained in this project is analyzed according to 
the related part. It has been proved that the face mask reminder 
box works systematically according to the working principle 
and based on the testing phase. As a result, the face mask 
reminder is successfully implemented. 

B. Manual to Key in Quantity of Face Mask 
Fig. 12 shows that the keypad matrix with 16 push buttons 

[16] is used to key in the number of face masks in a box. This 
type of keypad has four rows and four columns where the 
overlapping rows and columns are the keys [17]. To key in the 
number of face masks, the user can follow the instruction 
below. 

1) Press any number from 1 to 100. 
2) Press "#" to enter. 
3) The number will be shown on the LCD. 
4) To backspace, press "A." 
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Fig. 12. 4x4 Keypad Membrane. 

Users can only enter numbers 1 to 100 because the system 
only allowed face masks up to 100 pieces. If a user enters more 
than 100, the LCD will show "Invalid number," and it must key 
in the number again. If the user enters a wrong number, press 
keypad "A" during the process to backspace. 

VI. OVERALL SYSTEM ARCHITECTURE 
The overall system architecture of the developed Face 

Mask Reminder system is illustrated in Fig. 11 and Fig. 13. 
The system design consists of one central part: hardware. The 
hardware components are Arduino UNO, PIR and IR sensor, 
16x2 LCD with I2C, 4x4 membrane keypad, SD card module, 
and speaker. 

Firstly, Arduino UNO acts as a microcontroller that 
integrates with the PIR sensor to detect any motion within the 
range [11]. When the sensor detects a person's movement, a 
speaker will alert with a voice reminder from the SD card 
module. It will be a warning for a person to wear a face mask 
before going outside. Secondly, Arduino UNO is a 
microcontroller that integrates with an IR sensor to detect the 
hand motion of someone taking a face mask from the box [18]. 
When the sensor detects a hand motion, the number displayed 
on the LCD will be decreased. Lastly, the keypad is used to 
enter the number of face masks in the box. 

The flowchart of the system operation mechanism is shown 
in Fig. 14. The application starts with the face mask reminder 
box attached next to the door or somewhere close to the door. 
Then, a user can fill in the face mask in the box and key in the 
quantity of the face mask using the keypad membrane. The 
actual number of face masks in a box is shown on the LCD. 

 
Fig. 13. Face Mask Reminder System Architecture. 

 
Fig. 14. Flowchart of Face Mask Reminder Application. 

When a person passes through the box, the PIR sensor 
detects a motion and sends a signal to the speaker [19]. A voice 
reminder alerts the person with a warning, "Please wear a face 
mask before going out." If a person takes a face mask from the 
box, the IR sensor senses a hand motion into the face mask box 
[20]. Then, the number of face masks in the box was reduced. 
Thus, if a user fills in the face mask in the box, they must key 
in quantity, and the actual number appears on the LCD [21]. If 
a person does not make a face mask or fill in the face mask, 
they can continue their way out. The complete supplementary 
files for the Facemask Reminder coding algorithm can be 
found in the link here: https://tinyurl.com/facemaskbox 
reminder 

VII. CONCLUSION AND RECOMMENDATION 
The design of the proposed system only consists of 

hardware parts. The hardware implementation used Arduino 
UNO, PIR and IR sensor, LCD Display, Keypad, Speaker, and 
SD Card Module. It is used to develop the Face Mask 
Reminder, which provides a face mask box with a voice 
reminder. The Face Mask Reminder box capabilities provide a 
voice reminder as an alert or warning to a person to wear a face 
mask before going outside. To reduce the problem of people 
who recently forgot to wear a face mask, the box comes with a 
space to place a face mask up to 100pcs. The sensors increased 
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accuracy in detecting a person's motion when it passed through 
the box and taking a face mask out of the box. The 
performance of the box is tested in the living room, and it 
shows an excellent result that can be used for a face mask 
reminder. The Face Mask Reminder box is built successfully. 
However, this system could be upgraded better by using more 
accurate sensors. PIR sensors depend on motion detection, with 
the motion sensitivity declining as the user's distance from the 
sensor increases [22]. While IR sensor is highly accurate, they 
are highly fragile in nature [23]. 
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Abstract—The area of video technology is rapidly growing 
owing to advancements in intelligent video systems in sensor 
operations, higher bandwidth capacity, storage, and high-
resolution displays. This led to the proliferation of video-based 
computing modeling to perform specific tasks on video sequences 
to gain more insight from the data. Visual tracking of events is a 
core component in video visual surveillance systems that classify 
and track moving objects to describe their behavioral aspects. 
The prime motive behind intelligent video systems is to perform 
efficient video analytics to meet the specific requirements of the 
user/use-cases. It involves a self-directed paradigm to understand 
event sequences, reducing the computational burden of 
characterizing the activities. The study incorporates a block-shift 
feature algorithm and introduces a novel computational research 
method for unusual event tracking in video sequences. The 
formulated approach employs a framework combining 
operational blocks to compute sequential operations such as 
block-matching from the dictionary of motion estimations. 
Before applying the learning model, the subsequent analysis 
procedure adds feature lexicon and dominant attributes to make 
the execution computationally efficient. Further, it uses a sparse-
non negative factorization approach to organize the informative 
details into k possible finite clusters. The event detection outcome 
from the training datasets of video sequences shows better 
experimental results than the traditional highly cited related 
approach of unusual object detection and tracking. 

Keywords—Object detection; tracking; learning models; video 
sequence analysis 

I. INTRODUCTION 
The ever-increasing surveillance process adopted in every 

walk of life leads to the video sequence databases' reposit. If 
these databases are not analyzed, it is just a kind of dead data. 
The analysis of textual data is quite simple as the basic terms 
construct it. In contrast, the video sequences contain various 
sensitive pattern features and information. Its interpretation 
requires suitable and efficient algorithms to deal with its 
analysis so that multiple applications can be built based on this 
analysis, and real-time decisions can be taken. The 
advancement of the computing platforms with the CPU and 
GPU functioning provides the right ecosystem to explore the 
possibilities of automatically tracking an object in the video 
sequences. In the computer vision domain, detecting and 
tracking the objects within video sequences plays an essential 
role in many applications [1]. Some of the examples of such 
applications include i) event tracking in video surveillance [2], 

ii) dynamic road traffic management [3], iii) intruder tracking 
[4], and iv) robotics vision [5]. The individual image sequences 
in the video are popularly known as a frame in video 
processing. These frames contain both the static and moving 
object into it. The structure's static part is termed the 
background, whereas the moving objects are known as the 
foreground [6]. The task of tracking objects in the video frames 
or sequences includes detecting moving objects of interest, 
then classifying them and following them from frame to frame. 

In the process of object detection, the pixels of the object in 
interest are clustered, which is generally performed by various 
methods, including i) frame differences, ii) subtraction of the 
background, and iii) optical flow computation [7]. The object 
classification occurs only after the object detection based on 
the high-level features, including one or combinations of color, 
shape, texture, or sometimes motion. However, the tracking of 
an object is to gain specific information on the object utilizing 
its orientation, activity, occlusion, etc., using three popular 
approaches i) silhouette [8], ii) kernel [9], and iii) point-based 
tracking [10]. Point-Based Tracking (PBT) is significant for 
tracking small objects in the video sequences; however, it does 
not perform well in occlusion and provides false detection [11]. 
The PBT is broadly classified into i) Kalman filtering (KF) 
[12] and ii) Particle filtering (PF) [13]. The typical working 
process of the KF is to perform prediction of the current state 
variables and correction recursively. Since KF handles the 
noisy input data in recursion, it can track single objects in a 
real-time scenario [14]. Though the PF also performs the 
prediction and correction similar to the KF, it overcomes the 
state variable's approximation constraints by re-sampling. 

PF generates many possible models for the current variable 
before moving to the following state variable. The PF exploits 
feature sets like {color, contour, texture}[15]. The Kernel-
Based Tracking (KBT) uses shapes like rectangles or ellipses 
to keep the object of interest outside the shape and background 
to detect rigid objects. The typical classification of the KBT 
includes i) Simple Template Matching (STM), ii) Mean Shift 
(MS), iii) Support Vector Machine (SVM), and iv) Layer 
Matching (LM) [16]. The STM is applicable for tracking a 
single object in partial occlusion conditions. It verifies the 
video sequences with a reference frame, and only motion 
transformation is possible in this method. Simultaneously, the 
MS method uses chamfer distance transformation, the 
Bhattacharya coefficient for distance, and color distribution 
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transformation among the region of interest in windows to 
windows to improve the accuracy. However, it cannot track 
high-speed moving objects and only single object tracking 
[17]. However, the SVM-based method tracking the object in 
video sequences tracks only the positive samples. This method 
also handles tracking a single object and limits its applicability 
to partial occlusion [18]. The LM- method is used along with 
the KB method to track multiple objects, even in the complete 
occlusion condition [19]. The complex object containing a 
composite shape is well followed using the Silhouette-based 
method, which is further categorized into i) contour tracking 
(CT) [20] and ii)  shape matching (SM) [21]. In CT, the 
object's motion and shape are considered using a state-space 
model. Then, the contour energy is minimized using gradient 
descent for computing the next frame's contour in iteration 
from the previous frames. This method helps track objects with 
irregular shapes. However, the shape-based process is the same 
as SMM without classifying the objects, and it uses the edge 
templates and occlusion utilizing Hough transformations. 

This paper proposes a moving object tracking with 
satisfying background conditions using a block-matching 
method from the dictionary of the motion estimations. The 
contribution and potential benefits of proposed approach are as 
follows: 

• The presented model introduces a learning-based 
approach, initially incorporates-video sequence 
exploration, followed by block-wise feature lexicon 
extraction, updates the dictionary of feature lexicon 
with dominant attributes. 

• The system also includes a novel feature engineering 
schema and workflow modeling to compute feature 
elements with lexicon vector. 

• The study model discusses about a novel sparse non-
negative factorization (S-NNF) technique that factorizes 
data organization into k possible finite clusters. 

• The study further applies a simplified learning-based 
systematic approach to faster tracking moving objects 
from the video feed of frame sequence. 

• The system is analytically represented with numerical 
analysis, which subjects to the dictionary-based 
learning operation towards tracking the moving object 
anomaly. 

• The study also simulates the devised numerical models 
with the systematic workflow execution for evaluating 
the performance. The outcome clearly shows the 
effectiveness of the block-shift feature algorithm in 
terms of different classification parameters. 

All the above mentioned contribution are implemented in a 
sequential way. The organization of the paper is as follows: 
Section II discusses about existing methodologies while its 
identified problems are briefed in Section III. Section IV 
discusses about the system model while result discussion is 
carried out in Section V. The summary of the paper in form of 
conclusion is briefed in Section VI 

II. REVIEW OF LITERATURE 
Various strategies are evolving to improve the video 

tracking system's operation and performance. To develop an 
effective video tracking system, the existing approaches 
consider selecting multiple parameters, e.g., points, primitive 
geometric shape, contour, Silhouette of an object, articulated 
shape, and skeletal models. Such conventional approaches are 
usually modeled using standard features, e.g., color, edges, 
optical flow, and texture. However, the video tracking system 
has recently introduced various unique techniques. The 
existing approach offers importance to extracting the semantic 
factor associated with capturing essential features for 
performing the track. Boukhers et al. [22] have discussed a 
probability-based model for obtaining trajectories of a three-
dimensional object from two-dimensional video feeds. The 
model can estimate the object depth from the calculated focal 
length. The technique also uses a particle filtering method 
based on the Markov chain Monte Carlo process to stabilize 
the video better feeds with reduced time consumption for 
detecting an object. However, the majority of the video 
tracking application emphasizes more on human as an object. 
The challenge in this field is to differentiate the object from the 
background based on appearance and color. This issue is sorted 
out by Damotharasamy [23] by using a sparse representation 
that is not affected by any variations caused due to 
illumination. Apart from this, the issue associated with 
occlusion is addressed using subspace learning that extracts the 
visual features during the dictionary's updating process. 

Further work also performs sophisticated video tracking of 
moving objects and recognition of specific actions. Studies 
using a similar methodology were also encountered in the 
literature using the discrete tracking mechanism by Kong et al. 
[24]. This approach has considered the localization of 
coordinates of a moving object using compressive tracking. 
The study has contributed to refining the scaling factor and 
recovering the occlusion issue. A convolution network is used 
in this study for recognizing the action of the moving object 
based on pre-defined information of the actions and extracts 
potential features considering the static data of an object. 

Existing studies have also witnessed a video tracking 
system from multi-feeds that offers more elaborated 
information of the same scene event captured from multiple 
cameras mounted in different locations. A similar concept has 
been modeled by Lee et al. [25], where segmentation and 
tracking multiple objects using dual forms of the feature are 
applied. Feedback with multi-kernel is used for detecting local 
objects while performing a video track with a single camera. At 
the same time, the contextual information and appearance are 
integrated to carry out multi-camera tracking. The study also 
used an unsupervised learning method to improve the 
scalability factor. However, the study is all about tracking a 
single object. A unique variant of this approach was seen in 
Liu et al. [26], capable of tracking multiple objects. 
Independent from any specific object model, this approach can 
differentiate two similar objects based on the trajectory 
generation. The system uses a neural network and graphical 
model for tracking with a correlation between the targets. 
Another part of the literature on video tracking has been carried 
out considering detecting abnormalities present within it. 
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Adopting the Gaussian mixture is proven to improve the 
video tracking system effectively, as seen in Ratre and 
Panchapakesan [27]. The model offers a better classification of 
an object and the decomposition concept's usage using tucker 
tension. The study also uses cosine similarity to compare the 
attributes of decomposition considering the mobility-based 
feature, i.e., speed and shape of an object, to track the event 
from the video feed. Existing studies also include the text as 
another representation of an object from the web video for 
exhibiting the video tracking mechanism. Tian et al. [28] 
further works in this direction and come up with a Bayesian-
based algorithm model for object detection and tracking from a 
complex video form. A similar kind of tracking of the object is 
also carried out by Yang et al. [29] by addressing its multi-
orientation. The study uses multiple frames using dynamic 
programming for performing video tracking over various 
scenes. 

Literature has also witnessed the implication of the 
identification and classification of a different number of objects 
for a video feed, as seen in the work of Wong et al. [30]. The 
author has developed a model independent of any apriori 
information of the object to perform tracking. At the same 
time, the classification is carried out using the learning 
approach of the neural network. There are specific unique 
categories of studies on video tracking. Existing literature has 
also seen the usage of super-pixels to extract fluctuation of an 
object's appearance with the monitoring, as seen in the work of 
Cheng et al. [31]. Using a deep residual network, the 
classification performance is improved using a correlation filter 
in tracking. The concept of facial recognition for automated 
identification of a specific human as an object is presented by 
Khan et al. [32]. The study also uses location information and 
time to carry out the tracking process. The adoption of infrared 
modalities and Red, Green Blue content (RGB) was used to 
develop a video tracking system for industrial surveillance 
systems, as explored in Lan et al. [33]. Adopting machine 
learning has addressed the issues associated with modalities' 
discrepancies. Another unique implementation is carried out by 
Liu et al. [34] and Benthem et al. [35]. A stochastic nature 
grammar is used over a decomposed graph to manage different 
attributes of the signal feeds. A learning-based approach is 
delivered for training this grammar model. This work addresses 
various possibilities of error in object recognition from the 
video feed. Therefore, multiple methods have been evolved to 
brief the associated issues in the next section. 

III. RESEARCH PROBLEM 
A review of existing approaches towards improving video 

tracking performance shows various procedures in recent times 
and also outlines their limitation factors. However, a closer 
look into existing systems shows its emphasis on identifying a 
single mobile object. The studies also offer minor inclusion of 
contextual attributes connected with objects' mobility patterns. 
Various studies using trajectories are not meant to evaluate the 
dynamic environment over the scene. This could be a more 
significant challenge when tracking an object with dynamic 
mobility patterns in the crowd. Irrespective of approaches 

using the extraction of particular objects, the studies lack the 
consideration of other similar objects moving along with the 
target object, which could generate a significant number of 
outliers in its detection process. Although this challenge is 
somewhat solved using a machine learning-based approach, it 
should be noted that such systems are computationally 
complex when it relates to their practical operation of video 
tracking. Simultaneously, dependencies of trained feeds will 
also include many resources to store and process them. Such a 
phenomenon will lag in the bounding box's appearances over 
the tracked target presence within a scene. Therefore, there is a 
potential need for research to be carried out to extract 
contextual information about the target object from the video 
feed scene to improve accuracy. Learning-based approaches 
are a potential solution to overcome this challenge; however, 
such methods also require the smart amendment to balance the 
spontaneity in tracking performance and computational 
complexity. 

IV. SYSTEM MODEL 
This study continues our prior works in [36], [37]. The 

formulated system model consists of various sub-
computational units as i) video sequence explorer: where the 
training and testing data are visualized to get an intuition about 
the scene, ii) Dictionary feature lexicon blocks: where the 
dictionary based on the blocks are made, iii) Feature 
engineering modeling with feature element and lexicon vector 
computation, followed by iv) Design and development of a 
cost-effective learning model to estimate learning-based 
features which help in identifying the unusual moving object 
from each frame of the input video sequence and v) 
Exploration of the numerical outcome to justify the 
performance of the proposed modeling. The consecutive 
sections illustrate the rational description corresponding to the 
system modeling concept with mathematical notions. 

A. Video Sequence Exploration 
The system model provision to select the reposit location 

(R l) of the training dataset (Dt), which consists of 'n' video 
sequences (Vs). The explicit function f1([R l, Dt ]: Sc[Vs. 
(N)], the typical elements of the structure set Sc={Na, D, S}, 
where Na = video sequence name, D=date of creation that may 
trace the event's date in the surveillance system, and S= 
memory space. The statistical description of the dataset is 
given in Table I. 

The dataset typically consists of '44' independent folders 
consisting of '8800' video sequences in totality, divided into 
77.28 % as training data and 22.72 % as testing data. Few 
random video sequences from both training data and the testing 
data are shown below in Table II. 

TABLE I. STATISTICS OF THE DATASET 

Sl. No Data Description No of the video sequences  

1 Training Data 6800 

2 Testing Data 2000 
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B. Dictionary Feature Lexicon Block 
The computational block for obtaining the 'Dictionary of 

Feature Lexicon' (DFL) takes three input sets {Dt, R l, Sc[Vs. 
(n)]}, the detailed operations are given in the algorithm -1. 

Algorithm 1: Block wise Feature Lexicon  
Input: Dt , R l , Sc[Vs(n)] 
Output:DFL 
Process 
Start 
Initiate: BS [ n x n x n ] 

F1Sc[Vs(n)], n=1 
BConvert F1 into a column of block n x n 
Create Dictionary Size: 

nRn3 and nC q [no. of columns(B)] 
oBS n2 

Cs with Size [ n3,q , D= ⌊𝑁(𝑉𝑠)𝑡⌋
𝑛

 ] 
Compute: Mean of B as 𝑀��⃗  

𝑉 =
𝐵𝑗 − 𝑀��⃗

�𝐵𝑗 − 𝑀��⃗ �
 

 
Update DFL with V 
End 

The computing model initiates a block size (BS) of [n x n x 
n], and the entire sequence (Vs) is arranged in columns of BS 
with the size n x n, as shown below: 

�
𝑝1,1 𝑝1,𝑘 𝑝1,𝑛
. . . … …
𝑝𝑚,1 𝑝𝑚,𝑘 𝑝𝑚,𝑛

�f(BS):[B1,B2,B3,….Bq][B] 1 x q  

The vector size for storing the lexicon blocks in the 
dictionary is n3 x q. The observation block size (oBS) is 
defined as [n x n]. The container size (Cs) for the dictionary 
feature lexicon is Cs [n3, q, D], where D is the dimension as in 
equation (1) if D n ≤ 0.49 and as in equation (2) if D ≥ 0.49 

𝐷 = ⌊𝑁(𝑉𝑠)𝑡⌋
𝑛

              (1) 

𝐷 =  ⌈𝑁(𝑉𝑠)𝑡⌉
𝑛

…              (2) 

For∀ Vs.∈ Sc, an empty vector 𝑓 of the number of rows 
and columns as of Vs. The dimension of 'n' is created, and the 
pixels of ∀ Vs.∈ Sc is stored in all the nul1 matrices of  𝑓 . The 
Lexicon block dictionary for ∀ Vs.∈ Sc as a null matrix of size 
[n3, q,]. The mean of the B is computed as 𝑀��⃗  and further, the 
normalized Vector (V) is computed as in equation (3). 

𝑉 =
𝐵𝑗−𝑀��⃗

�𝐵𝑗−𝑀��⃗ �
…              (3) 

The dictionary for the feature lexicon gets updated with the 
corresponding values of the V. 

C. Feature Engineering 
The multidimensional array for the Lexicon of 'Vs' 

dictionary as 𝑳��⃗ (m x 𝑛 x d) is an input vector for the feature 
engineering process. The 'Fs' A structure for storing the feature 
vectors (𝑭𝒗�����⃗ ). 

Algorithm-2: Feature Engineering 
Input: L�⃗  
Output: Fv����⃗  
Start 
for∀ n ∈ L�⃗ , compute 𝐿𝑡���⃗ (m,1, d) 

initiate, X[0](m x 1) 
for ∀ d ∈ 𝐿𝑡���⃗  

[val](m x d) 𝐿𝑡���⃗ (d) 
      end 
check for noise (NAN) 

�⃗� [0:NAN]NAN: (Algorithm-3) 
Define the number of clusters: k 

Invoke, f Non-NLS (): (Algorithm-4) 
{features}NNLS(�⃗�,k) 

Updates, Fv����⃗ ({features} 
End 

This phase of the study incorporates an efficient feature 
engineering modeling to normalize the lexicon attributes 𝐿�⃗ (m x 
𝑛 x d) ∈ ′ Vs.′ dictionary. The prime underlying motive of 
the feature engineering modeling in this research phase is to 
speed up the calculations during the execution phase of the 
empirical decomposition model. A matrix structure 'Fs' is 
further created to update the trainable extracted features for the 
feature vectors (𝐹𝑣�����⃗ ). The algorithm finally yields a vector of 
computed (𝐹𝑣�����⃗ ). The computation steps exhibit that it initially 
computes and creates a structure corresponding to the lexicon 
attributes of the dictionary feature set. Here, for each lexicon 
attribute of the dictionary feature matrix, the process computes 
each column corresponding to 𝐿�⃗  Moreover, further computed 
in a decomposed form as: 𝐿𝑡���⃗ (m,1,d) ∈ 𝐿�⃗ (m x n x d). The 
matrix decomposition process makes the computational 
process efficient from the execution and memory "S" 
viewpoint. Here the computation takes place with one column 
vector from the matrix. The analytical algorithm also initializes 
another form of the matrix: X[0](m x 1), and for each 
individual d, the process workflow computes dominant and 
significant attributes of the Lexicon from 𝐿𝑡���⃗ (d) and further 
store it into [val](m x d). The dimensionality (𝜕) of computed 
feature elements gets reduced from 𝑂(𝑑3) →  𝑂(𝑑2). The 
execution workflow of this Algorithm 2 further checks for the 
noise elements (NAN) in the feature set and also performs 
correction of feature attributes by replacing the elements of �⃗� 
[0:NAN]NAN by 0. The process of computing the adjusted 
and normalized feature matrix is shown with simplified 
execution steps below. 

Algorithm-3: Normalization of the [val](m x d) 𝐿𝑡���⃗ (d) 
 
Start 

1. Create one structure: Feature Set 
2. For each column of 𝑳��⃗  

a. 𝑳��⃗ (m x n x d) 𝑳𝒕����⃗ (m,1,d) 
b. X(m,1)=[0]  
c. X[val](m x d) 𝐿𝑡���⃗ (d) 
d. Check for NAN if found, replace it by 0, X [0: 

NAN]NAN 
End 
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Algorithm-3 computationally executes the normalization of 
the feature lexicon from the dictionary attributes, making them 
suitable to train the proposed model with higher efficiency and 
optimized computation. Here, the appropriate feature lexicons 
also improve the learning-based performance towards the 
accuracy of event detection. In this computing stage, the 
proposed model also incorporates another cost-effective 
approach of feature lexicon approximation by defining several 
clusters in k. Here the system invokes a functional segment f 
NNLS (): to be operated on the normalized feature lexicon vector 
X[val] (m x d). Finally, the computed factorize multivariate 
lexicon blocks of learning-based features are evaluated by the 
functional component of the non-negative least square 
approach, which optimizes the non-negative factorization of 
the lexicon block matrix. The executable functional segment of 
f NNLS () is further discussed in the subsequent section. The 
computed trainable lexicon vector features are then stored in a 
structure called Fv����⃗ ({features} and it is updated. The raw form 
of Lexicon features Vector �⃗�  (Fig. 1) before NNLS-based 
lexicon factorization is visualized as follows: 

D. The NNLS Algorithm 
The explicit function, sparse-"non-negative factorization" 

as S-NNF, effectively handles multivariate for the depreciation 
of massive matrix computation's computational resources. The 
algorithm for S-NNF takes the matrix of the feature vector 𝐹𝑣.������⃗  
The dictionary features lexicon block as a mixed-signal to 
factorize organized as samples in the column and features in a 
row with clusters (k). 

Algorithm-4:The NNLS Algorithm 
Input:𝑭𝒗�����⃗  , k 
Output: (𝑭𝒗�����⃗ )𝒓𝒆𝒔 
Process: 
Start:  
𝑌�⃗ Matrix with random value 

for each iteration 
𝐴 (Moore-pseudo inverse 𝑌�⃗ ) x 𝑭𝒗�����⃗  
Update normalized (𝐴) 
𝑌�⃗f(Ae,(𝐹𝑣�����⃗ )𝑜) // function for solution of least 

square 
Initialize, a large value of Xp 

(𝐹𝑣�����⃗ )𝑐𝐴 x 𝑌�⃗  
(𝐹𝑣�����⃗ )𝑓f((𝐹𝑣�����⃗ )𝑝 − (𝐹𝑣�����⃗ )𝑐) // function for the 

Frobenius norm 
Update(𝐹𝑣�����⃗ )𝑝(𝐹𝑣�����⃗ )𝑐 

(𝐹𝑣�����⃗ )𝑟𝑒𝑠||𝐹𝑣�����⃗  - (𝐹𝑣�����⃗ )𝑐 || 
end 

End 

The NNLS(): The �⃗� as 𝐹𝑣�����⃗ contains -ve elements; therefore, 
directly non-negative factorization(NNF) is not applicable as in 
NNF, all �⃗�  and its factors 𝑊���⃗  and 𝐻��⃗  Shall be having non-
negative elements. Therefore, Semi-NNF is used. The semi-
non-negative matrix factorization is a technique that learns a 
low-dimensional dataset representation that lends itself to a 

clustering interpretation.). A vector 𝑌�⃗ as a matrix to hold the 
coefficient initially consist of random values with the number 
of rows is equal to the number of clusters(k) and the number of 
the columns as the number of columns of 𝐹𝑣�����⃗  and another 
vector 𝐴 As a base matrix. In each iteration of computation, the 
Moore-pseudo inverse of the Vector 𝑌�⃗  updates the value of 𝐴 
after multiplying to the 𝐹𝑣�����⃗  and gets normalized 𝐴 . The 
parameter Ae and (𝐹𝑣�����⃗ )𝑜 is taken as an input argument to an 
algorithm for the solution of the NN-constraint least square 
problem (LSP) [AR]. With the value of the 𝐴 based on the Ae 
and (𝐹𝑣�����⃗ )𝑜, this algorithm solves for the optimal value of the K 
in a least-square using equation (4). 

Ae = (𝐹𝑣�����⃗ )𝑜 x K               (4) 

In the problem of Min || Ae - (𝐹𝑣�����⃗ )𝑜 x K || such that K≥ 0 
for a given Ae and (𝐹𝑣�����⃗ )𝑜  . A considerable value of the 
previous fit value (𝐹𝑣�����⃗ )𝑝and the current fit value (𝐹𝑣�����⃗ )𝑐 = 𝐴 x 𝑌�⃗  
provides the Frobenius norm to give the fittest result (𝐹𝑣�����⃗ )𝑓 and 
the current fit value is updated as a previous fit value, and 
finally, the final residual ( 𝐹𝑣�����⃗ )𝑟𝑒𝑠  is gets updated using 
equation (5). 

(𝐹𝑣�����⃗ )𝑟𝑒𝑠||𝐹𝑣�����⃗  - (𝐹𝑣�����⃗ )𝑐 ||             (5) 

The updated value of the final residual as (𝐹𝑣�����⃗ )𝑟𝑒𝑠 at every 
iteration are computed where the proposed NNLS algorithm 
optimizes the factorization approach and computes the learning 
based-features of lexicon blocks in ( 𝐹𝑣�����⃗ )𝑟𝑒𝑠  after the 
completion of the training. The proposed system further 
extracts the test data (GTDtest) from the repository location 
(Rl). The process also checks for the GT dimension and 
converts it into greyscale form with the dimension of (𝜕). Here 
the study invokes an explicit function ft(x) to test the S-NNF of 
the least square, which is obtained as (𝐹𝑣�����⃗ )𝑟𝑒𝑠 . The study 
further discussed the explicit functions of ground truth (GT) 
computation solution considering the formulated approach. 

 
Fig. 1. Visualization of Feature Elements of the Lexicon Vector �⃗�. 

  

102 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 7, 2022 

Explicit ft(x) to test the S-NNF of least square with GT  
Input: GT, bw DFL{} , (𝐹𝑣�����⃗ )𝑟𝑒𝑠, d 
Output: Updated bw DFL{}, d 
Process start:  
 Initialize: GT, bw DFL{} , (𝐹𝑣�����⃗ )𝑟𝑒𝑠, d  
 𝑝 ← 𝑅(𝐺𝑇)  
 𝐶 ← 𝑐𝑜𝑛(1, 𝑝) 
 𝑖𝑓 𝐶 → [] 
  𝐶𝑜𝑚𝑝𝑢𝑡𝑒: 𝑐1 → 𝐶(𝑟𝑜𝑤, 1)  
  𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒 → 𝑟𝑎𝑛𝑔𝑒( 𝐶1) 
   𝐶𝑜𝑚𝑝𝑢𝑡𝑒: 𝑐2 → 𝐶(𝑟𝑜𝑤, 2)  
  𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒 → 𝑟𝑎𝑛𝑔𝑒( 𝐶2) 
  𝑢𝑝𝑑𝑎𝑡𝑒: 𝑏𝑤 ←  𝑂𝑏𝑗(𝑏𝑤) [𝑓𝑢𝑛𝑐_𝑖𝑛: 𝑏𝑤, 𝑐1, 𝑐2] 
 𝑒𝑙𝑠𝑒 
  𝑢𝑝𝑑𝑎𝑡𝑒: 𝑏𝑤 ←  𝑍[𝑠𝑖𝑧𝑒(𝐺𝑇)] 
 𝑒𝑛𝑑 
 𝑝𝑒𝑟𝑓𝑜𝑟𝑚 𝑔𝑡 ←  𝑏𝑤𝑀𝑂(𝐺𝑇) 
  𝑏𝑤 ←  𝑏𝑤 × 𝑔𝑡 
 𝑢𝑝𝑑𝑎𝑡𝑒: 𝑏𝑤 ← 𝐷𝐹𝐿(𝑑)  
End 

In this process, the system initially computes the GT as a 
binarize form of the Dtest from the greyscale matrix. The 
approach here also considers the lexicon properties of DFL for 
the test sequence generation. Initially, the function computes 
the region properties from the centroid matrix corresponding to 
the GT. Further, the function ft(x) also performs concatenation 
on the centroid factor of computed region properties and stores 
the numerical values into a vector C. Further algorithmically, 
the computational process also assesses a conditional check on 
this computed Vector C. If it finds C as an empty matrix, it 
computes the 1st column values corresponding to C and stores 
it into another variable, c1. The range of c1 is also get adjusted 
for ease of computation. Further, the system also computes 
another variable, c2, from the second column of C and adjusts 
the range of c2. Here the function ft(x) invokes another 
function to identify the objects in the binary form of an image 
that overlaps with the pixel attributes (pi). The function here 
considers bw, c1, and c2 for the execution purpose. Else the 
process constructs a vector of zeros for bw with the size of the 
matrix GT. Finally, the computational process applies 
morphological operations on the pixel of the binary image to 
identify the Obj and update the bw matrix form. In the ground 
truth (GT), the contiguous region is considered a connected 
component, sometimes known as blobs. An example of a label 
matrix containing the blobs is as in the following Table II: 

TABLE II. LABEL MATRIX 

1 1 0 2 2 0 3 

1 1 0 2 2 0 3 

It returns a [1 x n] vector that specifies the center of the 
region's area. The very first element of the centroid is the x-
coordinate and the second element is the y-coordinate. The 
study further incorporates another functional module, fm(x), to 
compute the Moore-pseudo inverse 𝑌�⃗  concerning 𝐹𝑣�����⃗  as shown 
in the above algorithm-4 for NNLS computation and 
optimization procedure. This explicit function computation is 
discussed as follows. 

Explicit fm(x) to compute Moore-pseudo inverse 𝑌�⃗  
Input: 𝑌�⃗  , 𝑭𝒗�����⃗  , 𝛿 
Output: 𝐴 
Process start:  
 Init: 𝑌�⃗  ,𝑭𝒗�����⃗  ,𝛿  
 Compute: [row, col] size( 𝑌�⃗ ) matrix form 
 Check: func: input arg  
 If arg <2 
  If (row < col) 

    𝐴 ← (𝑌����⃗ ′×𝑌�⃗ )
𝑌�⃗ ′

  
  Else  
   𝐴 ← 𝑌�⃗ ′

(𝑌�⃗ ′×𝑌)����⃗
  

 End 
 If (row < col) 
  𝐴 ← 1

𝛿
× ∑ I(col),𝑌�⃗ ′/𝑌�⃗ ′ × 𝑌�⃗   

 Else  
  𝐴 ← 𝑌�⃗ ′

1
𝛿

×∑I(col),𝑌�⃗ ′×𝑌�⃗
  

 End 

The above function for Moore-pseudo inverse computation 
is analytically modeled in such a way that it takes  𝑌�⃗  , 𝐹𝑣�����⃗  𝛿 as 
inputs here 𝛿 refers to a scalar parameter that produces a stable 
outcome during the computation, and its value should be 
tremendous. Further, the process computes the size of the 
matrix form of 𝑌�⃗  and according to the conditional check, it 
executes the numerical computation of pseudo-inverse and 
stores it into 𝐴 in the inverse computed form. The system was 
further subjected to compute another functional module fnorm(x) 
for the Frobenius norm computation considering (𝐹𝑣�����⃗ )𝑐  as 
input which is the normalized form of the computed Vector  𝐴 . 
The following eq can obtain the computation of the Frobenius 
norm. (1). 

𝐹𝑣�����⃗ ← �∑∑(𝐹𝑣�����⃗ )𝑐2              (6) 

The system computes the Frobenius norm during the 
execution of the proposed NNLS algorithm to strengthen the 
feature computation and training procedure. It also applies 
another functional strategy of fast combinatorial to deal with 
the optimization problem of least square execution mode in 
NNLS. The function fO(x) here adjusts the least square 
problem in 𝐴e  and computes a solution matrix k in the form of 
𝑌�⃗  During the execution mode of NNLS. For an optimal matrix 
of 𝑌�⃗  computation, the function fO(x) takes the input parameters 
𝐴e   and defined coefficient matrix from ( 𝐹𝑣�����⃗ )𝑜 . The 
optimization problem for the function fO(x) is formulated as: 

𝑀𝑖𝑛 𝑓𝑂(𝑥) → ||𝐴e−, (𝐹𝑣�����⃗ )𝑜 × 𝑘            (7) 

𝑠𝑢𝑏𝑗𝑒𝑐𝑡𝑒𝑑 𝑘 ≥ 0 𝑓𝑜𝑟 𝑔𝑖𝑣𝑒𝑛 𝐴e(𝐹𝑣�����⃗ )𝑜, 

The proposed solution in 𝑌�⃗  in the form of k obtained from 
minimizing the function fO(x), the study here also checked 
whether the proposed NNLS algorithm converged properly 
toward the optimality of 𝑌�⃗ . The formulated learning model 
based on NNLS also computes a scalar 𝐾  for linear kernel 
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computation. It constructs a function fK(x) to compute 𝐾, that 
is, kernel vector concerning column vectors of 𝑐1, 𝑐2 . The 
function fK(x) is explicitly designed as follows: 

Explicit fK(x) to compute linear kernel matrix  
Input: c1, c2 
Output: 𝐾 
Process start:  
 Init: c1, c2 
 If size (c1) >1  
  c1 ← m(c1,3) 
  c2 ← m(c2,3) 
  c1 ← c1′    
  c2 ← c2′   
 End 
 𝐾 ← c1′ × 𝑐2 
End  

The function here computes a linear kernel matrix to ease 
the identification of unusual objects during the tracking phase. 
The formulated approach computes two distinct column 
vectors and performs normalization of column vectors with a 
function m(x). Finally, the product of c1′𝑐2 are stored into 𝐾 
as a linear kernel matrix. The study constructs another 
function, fKM(x), to compute the kernel matrix for different 
kernel functions. Finally, for the computation of the kernel 
function, the fKM(x) evaluates the kernel function to retain the 
value of 𝐾.  The next segment of the study discusses the 
experimental outcome obtained for different random test 
instances during the model evaluation and validation phase 
considering test sequence exploration concerning GT and the 
context of tracking unusual events. 

V. RESULT ANALYSIS 
The study performs an extensive numerical analysis by 

investigating the outcome of a block-shift feature algorithm-
based learning model for tracking unusual object movement 
from a video sequence. Every functional module associated 
with the formulated approach is evaluated with numerical 
modeling and a systematic execution flow. The optimized 
version of the proposed NNLS algorithm for S-NNF converges 
towards a fixed point. It helps in efficient and faster tracking of 
the motion patterns associated with the non-pedestrian entities. 
The study refers to the dataset in [38] for the block-shift 
feature-based framework's entire design and numerical analysis 
phase. 

A. Analysis of the Dataset for the Experiment 
The dataset contains a set of training videos and testing 

videos as GT for validation, and also it consists of 
cumulatively 5000 frame sequences for videos. Here, each 
video data was captured through a camera installed on the 
roadside to record pedestrians' feeds and the non-pedestrian 
pattern of movement, which is also considered an unusual 
movement in this study. Here, during the numerical modeling 
and computation of scene sequences and dictionary lexicon 
block extraction, it is realized that each of the moving scene 
sequences is composed of a set of people walking on streets 
and moving in two directions. Among the crowd of people, the 

prime role of the formulated NNLS-based approach is to track 
significant unusual events in the form of the non-pedestrian 
pattern of movement and dynamic movement of the pedestrian. 
The dataset of video sequences also consists of metadata 
annotation and a GT set of sequences in test data form. Here 
the annotation form of metadata indicates binary flags for each 
video scene. The prime intention here is to objectify the 
significant events to be tracked. Here unusual event tracking 
belongs to a cart between pedestrians, a wheelchair rolling in 
sideways, skaters moving in between the walking way, and a 
biker). The numerical modeling-based framework assesses 
different training and test instances to validate the performance 
of an NNLS-based formulated unique event tracking algorithm. 
It also assesses the algorithm's capability to differentiate the 
significant events (i.e., unusual events) from normal 
circumstances (i.e., pedestrians walking on the road). The 
visualization of the outcome for the video sequence exploration 
phase partially has already been shown in Fig. 2 above for 
training and testing sequences of random video scenes. Fig. 2 
shows the unexpected visual outcome for feature block 
extraction during the extended video sequence exploration 
phase. 

Fig. 2 shows the random visuals of scenes involving 
pedestrians on the road for a different set of training sequences 
in the event tracking dataset. The data of random visuals are 
generated during the execution of algorithm-1 for the lexicon 
block extraction process and feature selection modeling 
processes. Every algorithm modeling is analytically simplified 
so that the formulated learning model based on the NNLS 
algorithm does not encounter convergence problems during the 
feature evaluation process during run-time. The dataset 
computed post feature extraction process subjected the NNLS 
optimization procedure to converge towards optimal DFL with 
properly trained classes. During the training procedure, the 
visuals of unusual events are learned, tracked with the 
appropriate feature modeling, and reposited and indexed with 
the composition of a matrix set in the subsequent computation 
process. The proposed system of NNLS-based computation 
results in a single form of matrix composition with the 
outcome of training, making the evaluation and validation 
process computationally faster during run-time. The visuals of 
the unusual tracing of objects using the block shift feature 
algorithm are as follows in Fig. 3. 

Fig. 3 shows the tracking visuals of the unusual movement 
of an object using the proposed NNLS algorithm. The 
validation phase is carried out concerning the computed GT, 
generated with the explicit function ft(x). To measure the 
effectiveness of the proposed tracking algorithm, the 
performance parameters are compared with a highly cited 
related study by Fang et al. [39], in which the learning model is 
designed based on deep learning. The comparative outcome in 
figure xx shows that the formulated approach attains better 
unusual event tracking accuracy concerning the performance 
parameters such as recall factor, precision score, specificity 
score, F1-score, and algorithm execution time. The 
interpretation of figure xx clearly shows that the formulated 
NNLS attain a significantly lesser processing time for 
execution, approximately 0.266621 sec. 
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(a) Test Instance-1: Random visuals for block extraction process  

   
(b) Test Instance-2 Random frames of lexicon block extraction process 

   
(c) Test Instance-3: Random visuals of feature lexicon block extraction 

process 
Fig. 2. Random Visuals of the Video Scenes from the Feature Engineering 

Feature Lexicon Block Extraction Process. 

 
(a) Tracked scene 

 
(b) Color map of the tracked scene 

Fig. 3. Tracking Visuals for Training Data-1 in different Frame Instances 
with the Colormap. 

 
Fig. 4. Comparable Outcomes for the Effectiveness Measure in Comparison 

with Fang et al. [39]. 

In contrast, the deep learning-based model in Fang et al. 
[39] takes a comparatively higher computing time execution of 
approximately 0.97782 sec. The numerical assessment for the 
comparative analysis is performed in a similar test 
environment. The relative performance outcome is shown in 
the following Fig. 4. 

The prime reason behind the effectiveness of the outcome 
corresponding to the formulated approach NNLS is that it has a 
lower dependency on the computational resources, unlike the 
deep learning models. The deep learning-based models have a 
more considerable dependency on the quantity of the training 
data set, which can attain accuracy but compromise the 
computational performance. However, the formulated NNLS-
based tracking approach intelligently extracts features and 
poses lower dependency on the training images with faster 
execution in run time, making it suitable for real-time video 
tracking applications. 

VI. CONCLUSION 
This paper introduces an efficient scheme of unusual 

movement tracking from video sequences considering a novel 
block-shift feature and NNLS algorithm. The study finds a 
standard dataset of different video sets where the scenes 
comprise crowd and pedestrian movements. The underlying 
motive behind this research study is to track the unusual 
dynamics associated with a mobile object that differs from the 
pedestrian movement pattern. The proposed research 
introduces an efficient feature extraction algorithm with a 
block-wise feature lexicon. It optimizes the NNLS algorithm to 
optimize the computing and training performance of the 
learning model. The extensive performance outcome shows 
that the formulated NNLS-based approach involves training for 
the learning model, which doesn't include many dependencies 
on the computational resources and the video feeds, unlike 
other traditional learning models. Most conventional training 
models demand a comparatively larger size of trained data to 
accomplish better tracking accuracy. The NNLS design is 
optimized so that it can efficiently train with even low or 
medium training data and performs with higher accuracy in 
identifying unusual events. The formulated approach's faster 
and timelier execution makes it highly applicable in a practical 
environment. 
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Abstract—Breast cancer is mostly a female disease, but it may 
affect men as well even at a considerably lower percentage. An 
automated diagnosis system should be built for early detection 
because manual breast cancer diagnosis takes a long time. 
Doctors have lately achieved significant advances in the early 
identification and treatment of breast cancer in order to decrease 
the rate of mortality caused by the latter. Researchers, on the 
other hand, are analysing large amounts of complicated medical 
data by employing a combination of statistical and machine 
learning methodologies to assist clinicians in predicting breast 
cancer. Various machine learning approaches, including 
ontology-based Machine Learning methods, have lately played an 
essential role in medical science by building an automated system 
that can identify breast cancer. This study examines and 
evaluates the most popular machine learning algorithms, besides 
the ontological model based on Machine Learning. Among the 
classification methods investigated were Naive Bayes, Decision 
Tree, Logistic Regression, Support Vector Machine, Artificial 
Neural Network, Random Forest, and k-Nearest Neighbours. The 
dataset utilized has 683 instances and is available for download 
from the Kaggle website. The findings are assessed using 
performance measures generated from the confusion matrix, 
such as F-Measure, Accuracy, Precision, and Recall. The 
ontology model surpassed all machine learning techniques, 
according to the results. 

Keywords—Machine learning; prediction; ontology; semantic 
web rule language; decision tree; breast cancer 

I. INTRODUCTION 
In 2020, 2.3M women were identified with breast cancer, 

with 685 thousand fatalities worldwide. By the end of 2020, 
there will have been 7.8M women diagnosed with breast 
cancer in the previous five years, making it the most frequent 
kind of cancer in the world. Breast cancer claims more DALYs 
from women than any other kind of cancer worldwide. Breast 
cancer affects women of all ages after puberty in every country 
throughout the world, but at a rising rate in the latter stages of 
life. From the 1930s through the 1970s, there was minimal 
change in the breast cancer death rate. In nations where early 
diagnosis systems are available in conjunction with various 
treatment options to remove intrusive illnesses, life 
expectancies started to get better as in 1980s. 

Machine learning (ML) is one of the most constantly 
evolving areas of computer science, with a wide range of 
applications [1], [2]. It is the process of obtaining usable 
information from a big quantity of data [3]. Marketing, 
Industry, Medical diagnosis, and other scientific domains all 
make use of ML approaches. ML algorithms are well-suited for 

medical data analysis since they have been frequently 
employed in medical datasets. ML comes in several forms, 
including classification, regression, and clustering. Each form 
has a particular consequence and influence depending on the 
problem that we are attempting to address. We focus on 
classification algorithms in our work because of their high 
accuracy and performance in classifying a given dataset into 
predetermined categories and predicting future events or 
information from that data. In the medical field, classification 
algorithms are often utilized, particularly in the diagnosis of 
illnesses such as breast cancer. As a result, regularly used 
machine learning classification methods such as Support 
Vector Machine (SVM), k-Nearest Neighbours (KNN), 
Artificial Neural Network (ANN), Naive Bayes (NB), Logistic 
regression (LR), and Decision Tree (DT) are utilized to detect 
patients with breast cancer at an early stage. 

Several researches have been conducted, and various 
machine learning models have been implemented, to identify 
and predict breast cancer diagnoses [4]. For example, this study 
[5] sought to identify the most accurate machine learning 
approaches for predicting patients with breast cancer. Various 
supervised machine-learning algorithms, including RF, KNN, 
DT, AdaboostM1, LR, and ANN [6], were used and their 
performance was compared. The authors of this study [7], 
examined linear discriminant analysis with support vector 
machines in terms of specificity, F-Measure, accuracy, and 
sensitivity to see which method is better for classifying breast 
cancer datasets. The results reveal that the support vector 
machine outperforms the linear discriminant analysis, with a 
98.77 percent accuracy rate. [8] This study covers the whole 
Bayesian technique to assess the predicted distribution of all 
classes using three datasets and three classifiers: naive bayes 
(NB), bayesian networks (BN), and tree augmented naive 
bayes (TAN). The outcomes showed that the BN method 
performed the best, with an accuracy rate of 97 percent. 

Breast cancer diagnosis and prediction has garnered a lot of 
attention in recent years, and numerous ways have been taken 
to address this issue [9]–[12]. The present focus is on machine 
learning and the semantic web. The Wisconsin Breast Cancer 
Dataset was used in this study [13]. The authors' purpose is to 
study the dataset and assess the efficacy of several ML 
algorithms for predicting breast cancer. Several machine 
learning methods have been developed to differentiate benign 
and malignant tumors. To predict whether breast cancer is 
malignant or benign, [14] the authors used machine learning 
and computer vision to extract features and construct an 
optimized model by varying hyper-parameter values. The 

*Corresponding Author. 

108 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 7, 2022 

analysis is carried out using a support vector machine, and 
several quality indicators are produced, with the observed 
findings being notable. [15] The goal of this study is to 
evaluate the classification algorithms' prediction accuracy in 
terms of efficiency and effectiveness. The authors conduct a 
rigorous comparison of classification algorithms such as SVM, 
DT, NB, and RF in terms of prediction accuracy utilizing 
WEKA and a 10-fold cross validation approach on the 
Wisconsin Diagnostic Breast Cancer dataset. In this study [16], 
two machine learning algorithms, Decision Tree Classifier, and 
Logistic Regression, were implemented for breast cancer 
prediction on the "Breast Cancer Wisconsin (Diagnostic) Data 
Set," and their accuracies were compared and the Decision 
Tree Classifier is the most suited-algorithm for prediction since 
it has a precise prediction accuracy. 

Recently, researchers published a significant quantity of 
research utilizing machine-learning algorithms to diagnose 
breast cancer [17]–[20]. In this comparison study [21], 4 
machine learning (ML) algorithms were used: DT classifiers, 
SVM, KNN, and RF, and the results show that Support Vector 
Machine has the highest accuracy of 97% among them for the 
classification of breast tumors in women. On the Wisconsin 
Breast Cancer dataset, [22] the authors examined five 
supervised machine learning algorithms: LR, RF, KNN, ANN, 
and SVM. The metrics of the confusion matrix are used to 
assess the study's performance. According to the results, the 
ANNs had the greatest accuracy score of 98.57 percent. 

Furthermore, ontology has been one of the most widely 
used techniques to managing, organizing, and extracting data 

throughout the last few decades. It is a way of data 
representation that has been effectively utilized in a number of 
domains, particularly the medical domain. It is significant in 
computer science because of its ability to express many 
concepts and their relationships across fields. In reality, no 
single ontology is sufficient to meet today's expanding 
healthcare demands, and ontologies must be combined with 
machine learning algorithms to facilitate data integration and 
analysis. The authors in [23] created and explored an ontology-
based decision tree model able to predict diabetes, [24] then 
compared the findings to numerous ML techniques, and 
discovered that the ontology model outperforms all other 
classifiers. 

In this research, we intend to compare seven prominent 
classification approaches with the Ontological Model using 
carefully chosen criteria obtained from the confusion matrix, 
such as F-Measure, Accuracy, Precision, and Recall. The rest 
of this paper is organized as follows: Section II describes the 
methodologies utilized in this comparison analysis. Section III 
summarizes the findings and discussion. Section IV concludes 
and discusses future work. 

II. METHODS AND EVALUATION 
The approaches and materials employed, as well as the 

experimental methodology, dataset description, machine 
learning algorithms, ontology model, and evaluation metrics, 
are all included in this section. Fig. 1 depicts the process 
flowchart for this comparative study. 

 
Fig. 1. Experimental Workflow. 
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A. Data Preprocessing 
The dataset used is Breast Cancer Wisconsin - benign or 

malignant from Kaggle website, it consists of 683 instances 
and 10 features (9 attributes and the last one is a target). A full 
description of all dataset attributes is provided in Table I. 

To build an effective machine learning classifier, we should 
always start with data cleaning, normalization of features, 
transformation of features, and even creation of new features 
from the dataset. The dataset contains 234 similar instances, 
after removing duplicated instances the remaining is 449 
instances, where 213 represent benign cancer cells and 236 
represent malignant cancer cells. We would like to inform you 
that in order to provide a fair comparison of the classification 
results obtained, we did not use any feature selection or 
performance-boosting methods. 

B. Machine Learning Algorithms 
We have used Weka software for all machine learning 

algorithms to predict whether the cancer cells are benign or 
malignant. Weka comprises tools for data classification, 
clustering, visualization, preparation, association rules mining, 
and regression [25]. 

We used the seven most classifiers used to classify datasets 
(Decision Tree, Random Forest, Logistic Regression, Artificial 
Neural Network, Naïve Bayes, Support Vector Machine, k-
Nearest Neighbours). In addition, we employed two modes of 
test options: 10-fold cross validation and percentage split (split 
50% train, remainder test) for the reason of enriching the study. 

C. Ontological Model 
This section presents the technologies used to create the 

ontology, besides the approach used to build the ontology 
model with the help of rules extracted from DT. This 
methodology has been referred to in this research for more 
details [26], which we recommend reading for more 
information. We'll go through some specifics shortly here. 

1) Ontology construction: The ontology was built using 
the Protégé software, which is an open-source platform that 
provides a set of tools to a growing user community for 
constructing domain models and knowledge-based 
applications with ontologies. The ontology was created 
manually; the main classes are Diagnostic and Patient. The 
graphical representation of the ontology is shown in Fig. 2. 

TABLE I. DATASET FEATURE’S INFORMATION 

Attribute Description 
1- clump Clump Thickness: Benign cells often form monolayers, whereas malignant cells frequently form multilayers. 
2- ucz Uniformity of Cell Size: Cancer cells differ in size. 
3- ucp Uniformity of Cell Shape: Cancer cells differ in form. 
4- adhesion Marginal Adhesion: Adhesion loss is an indication of cancer. 

5- epithelial Single Epithelial Cell Size: Is connected to the previously mentioned uniformity. Significantly expanded epithelial cells may be cancerous 
cells 

6- bare_nuclei Bare Nuclei: These are common in benign tumors. 
7- bland_chromatin Bland Chromatin: In benign cells, the nucleus has a homogenous texture. 
8- normal_nucleoli Normal Nucleoli: In normal cells, the nucleolus is generally quite tiny, if at all detectable. The nucleoli grow more visible in cancer cells. 
9- mitoses - 
10- Class Predicted class (2 for benign, 4 for malignant). 

 
Fig. 2. The Ontology Graph. 
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Fig. 3. Data Properties. 

2) Data properties and instances: The data properties 
used in the ontology are the same attributes presented in Table 
I which are used to build models of machine learning 
algorithms. Fig. 3 illustrates the data properties. A plugin 
among the Protégé software plugins called Cellfie is used to 
import the same dataset used in Weka. 

3) Semantic web language rules and pellet reasoned: 
Following the creation of classes, data properties, and 
instances in the ontology. We need to establish the SWRL 
reasoning rules. To achieve this, we used the SWRLTab 
plugin, we retrieved created rules from the DT algorithm, and 
imported them into Protégé. The collected rules from the DT 
algorithm are converted using the Java programming 
language, with each leaf of the tree extracted as a single 
SWRL rule. For instance/ 

A leaf from the DT algorithm 
If ucp > 2 && ucz ≤ 4 && bare_nuclei ≤ 2 && adhesion ≤ 3 
THEN put the patient in benign 

SWRL resulted 
Patient(?P) ^ ucp(?P, ?UCP) ^ swrlb:greaterThan(?UCP, 
‘2’^^xsd:decimal) ^ ucz(?P, ?UCZ) ^ 

swrlb:lessThanOrEqual(?UCZ, ‘4’^^xsd:decimal) ^ 
bare_nuclei(?P, ?BN) ^ swrlb:lessThanOrEqual(?BN, 
‘2’^^xsd:decimal) ^ adhesion(?P, ?A) ^ 
swrlb:lessThanOrEqual(?A, ‘3’^^xsd:decimal)  benign 

To execute SWRL rules and infer new ontology axioms we 
utilized another plugin from Protégé software named Pellet 
[27], which includes capabilities for checking ontology 
coherence, deals with SWRL rules, computing the 
classification hierarchy, deals with OWL, explaining 
inferences, and answering SPARQL queries. It uses the 
Ontology and SWRL rules to initiate the inference and then 
determines if the cancer cells are benign or malignant. The 
ontology classifier's results are reported in the next section. 

D. Evaluation 
ROC Area, F-Measure, Root mean squared error, Recall, 

Accuracy, Root relative squared error, Precision, Kappa 
statistic, and other performance measures are employed to 
assess ML algorithms. We employed two test modes (split-test 
and K-fold cross-validation) using several metrics including 
Recall, F-Measure, Accuracy, and Precision to analyze our 
experimental results, which are presented below and in Fig. 4. 
Furthermore, the same criteria are utilized to assess the validity 
of this comparison research including ML classifiers and the 
ontological model. 

ACC =  TP+TN
TP+TN+FP+FN

              (1) 

PREC = TP
TP+FP

              (2) 

𝑅𝐸𝐶 = 𝑇𝑃
𝑇𝑃+𝐹𝑁

              (3) 

F-Measure = 2 ∗ 𝑃𝑅𝐸𝐶∗𝑅𝐸𝐶
𝑃𝑅𝐸𝐶+𝑅𝐸𝐶

            (4) 

Other metrics, such as Mean Absolute Error (MAE), Mean 
Squared Error (MSE), and Root Mean Squared Error (RMSE), 
are available but are most commonly employed in regression 
issues. As a result, owing to classification issues imposed by 
the dataset and techniques employed. 

 
Fig. 4. Performance Metrics. 
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III. RESULTS AND DISCUSSION 
In this section, the results of the evaluation of the various 

classifiers that were used in this study are presented. The 
statistics and results of the ontological model are also shown in 
Tables II, III, and Fig. 5 illustrates the performance metrics of 
the ontology model. 

The results of this study provide a visual representation of 
the various metrics that are used in this research, such as 
precision, F-measure, Recall, and Accuracy, as shown in Fig. 
6-9. Table IV also shows the results of the various classifiers 
that were used in this research. 

TABLE II. 10-FOLD CROSS-VALIDATION FOR ONTOLOGICAL MODEL 

Confusion matrix 
Actual class  
positive Negative 

Predicted class positive 
negative 

TP : 207 
FN : 9 

FP : 5 
TN : 228 

TABLE III. 50% SPLIT MODE FOR ONTOLOGICAL MODEL 

Confusion matrix 
Actual class  
positive negative 

Predicted class positive 
negative 

TP : 98 
FN : 3 

FP : 6 
TN : 117 

 
Fig. 5. Results of Inferred Concepts. 

Accuracy: 

The ontological model achieved the maximum value of 
96.88% and Random Forest with rate of 96.00%, and 95.30 % 
for both Support Vector Machine and Logistic Regression in 
terms of 10-fold cross-validation, according to Fig. 6 and Table 
IV. 

 
Fig. 6. Comparison Results of Accuracy. 

Almost the same results using split test mode, we obtained 
96.00%, 95.10% for Ontology and Random Forest 
consecutively, and 94.60% for both Support Vector Machine 
and Artificial Neural Network. 

Precision: 

The ontology classifier has the highest Precision of 97.64% 
in terms of 10-fold cross-validation mode, followed by 
Random Forest and Naïve Bayes. Concerning split test mode, 
the highest Precision value of 97.00% goes for ANN. More 
details are shown in Table IV and Fig. 7. 

 
Fig. 7. Comparison Results of Precision. 
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Recall: 

According to Fig. 8 and Table IV, the ontological model 
has the highest Recall values of 95.83 % and 97.00 % for both 
test modes, followed by RF, LR, and KNN for 10-fold cross-
validation mode, and Decision Tree and Random Forest for 
split test mode. 

 
Fig. 8. Comparison Results of Recall. 

F-Measure: 

According to Fig. 9 and Table IV, the ontology model had 
the greatest value of 96 % in both test modes, followed by 
Random Forest in the second position and Support Vector 
Machine in the third position. 

The experimental findings reveal that the ontology model 
has the highest accuracy of 96.9 %, followed by the Random 
Forest at 96.00 % and both Logistic Regression and Support 
Vector Machine at 95.30 %. In terms of the data stated above, 
we see no significant difference between 50%-Split and 10-
Folds test modes. We conclude that the ontological model can 

aid by extending the scope machine learning model. They can 
comprise any data kind or variation, and each diver data can be 
assigned to a certain job. Combining the ontological model 
with machine learning may provide well outcomes. The 
ontological model achieves results that are comparable to 
machine learning classifiers. Humans may interpret the 
findings, and the rules can be modified or added as needed. 
Furthermore, it supports unstructured, semi-structured, and 
structured data formats, allowing for more seamless data 
integration. It can comprise all aspects of the data modeling 
process, starting with schemas at the most basic level. As a 
result, they can handle the massive amounts of data utilized as 
input for machine learning training or output as outcomes. 
Furthermore, ontology matches any organization's aim, which 
might be mathematical, logical, or semantic-based. To the best 
of our knowledge, this is the first comparative study of the 
ontological model and ML in which we have integrated the 
ontology with ML, especially in the area of breast cancer 
detection. As a result, no significant comparison can be done. 

 
Fig. 9. F-Measure Comparison Findings. 

TABLE IV. ONTOLOGICAL MODEL AND MACHINE LEARNING CLASSIFIERS RESULTS 

 
Accuracy Precision Recall F-Measure 

Folds-10 Split-50% Folds-10 Split-50% Folds-10 Split-50% Folds-10 Split-50% 

DT 0.942 0.933 0.947 0.917 0.93 0.943 0.938 0.93 

LR 0.953 0.942 0.949 0.96 0.953 0.914 0.951 0.937 

RF 0.96 0.951 0.967 0.961 0.948 0.933 0.957 0.947 

ANN 0.947 0.946 0.948 0.97 0.939 0.914 0.943 0.941 

SVM 0.953 0.946 0.957 0.96 0.944 0.924 0.95 0.942 

NB 0.947 0.938 0.961 0.969 0.925 0.895 0.943 0.931 

KNN 0.944 0.938 0.935 0.942 0.948 0.924 0.942 0.933 

Ontology 0.969 0.960 0.976 0.942 0.958 0.970 0.967 0.965 
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IV. CONCLUSION 
ML methods are widely employed in all scientific 

disciplines and have revolutionized industries all over the 
world. The use of machine learning techniques and algorithms 
in healthcare has recently advanced significantly. These 
approaches have shown success and may be valuable in the 
treatment of enduring diseases such as breast cancer. 
Furthermore, the Semantic Web has proven its usefulness and 
effectiveness in a multitude of areas, including health. As a 
Semantic Web component, ontology has the capability to treat 
concepts and relationships in the same way that humans view 
connected concepts. 

In this research, we provided seven machine learning 
algorithms and an ontology model, as well as a comparison of 
their performance. Furthermore, two test modes are employed: 
10-fold cross validation and percentage split, and several 
performance measures such as Accuracy, F-Measure, 
Precision, and Recall are employed to assess the outcomes. The 
findings show that the ontological model has the uppermost 
accuracy even when no feature selection is used. This brings us 
to a new search area, to which we advise and urge academics to 
participate and produce new insights in the same context, in 
order to provide additional outcomes and analysis, in order to 
make a forecast, recommendation, or decision, and so on. In 
future work, we want to improve this comparison analysis by 
adopting new ways to incorporate ML rules with the 
ontological model method, as well as regression machine 
learning algorithms. 
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Abstract—There is no proper structure for Vehicular ad hoc 
networks (VANETs). VANET generates several mobility vehicles 
that move in different directions by connecting the vehicles and 
transferring the data between the source and destination which is 
very useful information. In this system, a small network is 
created with vehicles and other devices that behave like nodes in 
the network. Sometimes for better communication, VANET uses 
suitable hardware for improving the performance of the 
network. Reliability is one of the significant tasks that perform 
the needful operations and methods based on the conditions at a 
specific time. To disturb the VANETS, the attacker tries to hit 
the server and that causes damage to the server. This paper 
mainly focused on detecting the falsification nodes by analyzing 
the behavior of the models. In this paper, an improved intelligent 
transportation system (ITS) Proxima analysis is introduced to 
find the accurate falsification nodes. The proposed approach is 
the integration of KNN and RF with Proxima analysis. The main 
aim of the Proxima is to analyze the falsification nodes within the 
network and improve the mobility of the vehicles by sending 
source to destination without any miscommunication. 

Keywords—Vehicular Ad hoc Network (VANET); intelligent 
transportation system (ITS); KNN; RF 

I. INTRODUCTION 
VANETs is a very fast-growing field in wireless 

technology. VANET is considered as a sub-class of MANET 
in which the moving vehicles are considered as nodes or 
routers which are used to exchange the messages between the 
vehicles or access points. All the vehicles in this network are 
connected within the range of 100 to 900 meters by using 
802.11p. This network will support both vehicles to a vehicle 
(V2V) and vehicle to infrastructure (V2I) for better 
communication within the network. The proposed approach 
ITS is used to increase road safety and provides a better travel 
experience for driver and passengers [1], [2]. 

Generally, VANET can increase traffic safety and 
effectiveness. Before starting the VANET network, privacy 
and security are two issues that are addressed before starting 
the network and data transmission [3]. In security, 
authentication is one of the significant tasks to provide privacy 
for the nodes present in the VANET network. With 
anonymous authentication, the network has to face challenges 
in verifying the vehicles in the network. This leads to a loss of 
data and communication between the vehicles [4]. This also 
fails to verify the huge data per second in VANETs. In 
VANETs, several advantages for routing protocols are 
identified based on the nature of the vehicle movements. A lot 
of research has been done on the issues of routing protocols 
such as scalability and reliability around the urban VANETs 

[5]. Nowadays Intelligent transportation systems (ITSs) are 
becoming more popular for connecting vehicles very 
efficiently and with better coordination. ITS's is the internal 
part of the VANET. This technique is mainly used to transfer 
the data between the nodes to improve security, efficiency, 
and reliability. VANETs are the sub-domain in the mobile ad-
hoc networks (MANETs) and these are the integral parts of 
the ITSs. Strongly interconnected vehicles are used to sense 
the data and transfer the data based on location, traffic, 
environment, and urgent services [6]. 

VANET is showing attention because of several 
significant applications that are related to road safety and 
control of traffic. VANET mainly focused on improving road 
safety and controlling traffic. In smart cities, a lot of problems 
occur due to the heavy traffic due to the falsification nodes or 
vehicles. Falsification nodes create a lot of network damage 
that will lose the data which is transferred by the vehicles. By 
detecting the falsification nodes the Intelligent Transportation 
System (ITS) will improve the routing in the network. Based 
on the behavior of the vehicles falsifications vehicles are 
detected. 

Fig. 1 shows the sample vehicles in the VANET’s by using 
the SUMO simulator. All the yellow vehicles are normal 
vehicles that are having mobility. Fig. 2 shows the process of 
visualizing the VANET network by applying the proposed 
approach and its functionalities. 

 
Fig. 1. Shows the Mobility of the Vehicles according to the Signals. 
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Fig. 2. Steps for Processing of Improved Intelligent Transportation System 

(ITS) Proxima Analysis. 

II. LITERATURE SURVEY 
Over the last few years, Intelligent Transportation Systems 

(ITS) is showing an improvement in the movements of 
vehicles on the roads. The aim of the ITS is to provide better 
and more comfortable driving for the VANET vehicles that 
are present in the network by updating the information about 
the roads. Over the past many years, many researchers 
developed several approaches that are discussed in this 
section. 

A. Ullah et al., [7] presented the location-based routing 
(LBR) protocol which is used to present the taxonomy. This 
approach is focused on analyzing the parked vehicles that are 
nearer to the junction for the selection of the path. This 
approach supports only less packet delivery, delay, and data 
transmission time and is more expensive. Abu Talib et al., [8] 
presented various security issues and solutions for the various 
issues and challenges in VANETs. This article also discussed 
the various types of attacks and various solutions that are 
implemented by solving several threats and shows the 
performance. 

Abdul Quyoom et al., [9] proposed the ITS which is 
integrated with multifunctional system that collects a huge 
amount of data from several resources: Vision-Driven ITS (the 
sample data is collected from various visual sensors and 
utilized the vehicle and pedestrian detection); Multisource-
Driven ITS (inductive, laser and GPS detectors); Learning-
Driven ITS (this will reduce the collisions between the 
vehicles); and Visual-Driven ITS (this is used to find the 
abnormal traffic patterns and take required measures). 

J. Cui et al., [10] introduced the adaptive approach that 
controls the traffic based on the communication among the 
cars. This system reduces the waiting time of the vehicles that 
are interacted with the decrease in queue length. To increase 
this system, clustering is adopted by utilizing the intersection 
of vehicles. By using this approach, the density of vehicles 
that are present in the cluster is calculated by using the 
clustering approach. The DBCV approach is used to increase 
the accuracy of the results. This approach is a combination of 
cluster and strategic diffusion methods which is utilized and 
collects the density information. Based on the movement and 
directions the clusters are formed within the region. By using 
the GPS and maps the direction of the vehicles is measured. 

Saif Al-Sultan et al. [11] control the systems that are based 
on the other vehicles' data. Every vehicle is designed with a 
short communication device that controls the nodes that are 
combined with traffic lights. The node that controls this 
system plays the adaptive signal system. VANETs 
characteristics makes security and trust management as 
challenging issues. Different types of security threats and 
attacks persist in VANET [12]. 

III. SEVERAL TYPES OF ATTACKS THAT OCCUR AT THE 
SIMULATION TIME 

Denial of Service (DoS) is an attack that can occur in the 
network [13]. There are two types of attackers, inside attacker 
and outside attacker. An inside attacker can jam the network 
by transmitting fake messages and stopping the network 
connections. The outside attacker continuously circulates the 
fake messages with fake signatures that use the bandwidth or 
other resources of a targeted vehicle. With this attack, 
VANET loses the ability to give services to the actual vehicles 
[14]. The main aim of this attack is to send the fake message 
to TSU and also to the actual vehicle to create a jam in the 
network. 

The malicious nodes in the black hole attack [15], try to 
have the best route for the destination node and show that the 
data should transfer from this route by transferring the fake 
route information. A malicious node in this attack mainly 
drops or misuses the stopped packets without sending them to 
anyone [16]. This attack mainly creates the black hole area 
that creates the number of malicious vehicles and they are not 
interested to receive the messages from the actual vehicles 
[17]. 

Malicious vehicles in Wormhole attack [18], received the 
data at one point and replay it with another malicious vehicle 
by utilizing a wormhole high-speed link (tunnel) and data 
transfer from source to destination continuous by using 
malicious vehicles. This attack shows the huge impact on 
preventing finding the valid routes & menaces the security by 
transferring data packets. In this attack, the tunnel is used to 
broadcast the secret information by using two malicious 
vehicles. 

The malicious vehicles in the sinkhole attack telecast the 
dummy routing information within the network [19]. This can 
easily attract the network traffic towards routing. This attack 
shows the huge impact on the network that complicates and 
reduces the performance by changing the data packets or 
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dropping the packets [20]. The malicious vehicles in this 
network drop the data packets that are received from the 
authorized vehicle & telecast the fake routing info to the 
authorized vehicles on backside [21]. 

The malicious vehicles in the Sybil attack create a huge 
number of fake signatures that take overall control of VANET 
and insert the fake data in the network to threaten the legal 
vehicles. This attack will create the illusion among the 
multiple vehicles that creates a huge impact on the VANET 
network. This attack shows the huge impact on the network 
because of spoofing the signatures or places of other vehicles 
in the vehicular network [22]. This attack aims to create the 
fake identities of multiple vehicles and generates huge 
vehicles on the network [23]. 

 
Fig. 3. In this Network Red Color Vehicle is considered as Malicious Node 

and other Vehicles are Normal Vehicles. 

A. Random Forest (RF) for Detecting the Falsification Nodes 
Random Forest (RF) is one of the hybrid approaches that 

follows the rule of bagging. It is an ensemble approach. Fig. 3 
shows the normal nodes and malicious nodes by representing 
the malicious node with red color and normal vehicles are 
represented with white and yellow. This approach is a 
continuation of the decision tree (DT). DT is used to develop 
the information gain technique represented in Equation 1 and 
Equation 2. 

To calculate the entropy value at every vehicle the 
equation (1) is given below: 

E(s) = ∑ pilog2pi               (1) 

After entropy is calculated, the information gain is 
measured at every attribute to get the better decision for the 
vehicles. 

Gain(S, A) = Entropy(S) −
Σv∈values(A)|Sv|

|S|Entropy
(Sv)               (2) 

Based on the entropy value the vehicles are classified 
according to the behavior. 

The output of the random forest is given as an input to the 
KNN approach for filtering the falsification nodes according 
to the distance measure. 

B. Applying KNN for RF Output Vehicles 
KNN is one of the significant approaches used to classify 

the complex dataset. This is one of the better approaches for 
detecting the falsification nodes. Better training is given to the 
system for effective output. This approach analyzes the 

behavior of the vehicles in the real-time network. Based on the 
distance and direction the training generates better properties 
from the nodes. From the moving vehicles, the test runs are 
measured when the vehicles are in the same direction, 
different directions, and the location of vehicles are collected. 
For training, the dataset is utilized for the KNN model. If any 
abnormal behavior is identified among the vehicles, the 
distance and directions are identified as an input to the KNN 
classifier. The outputs of the KNN are represented as 0 or 1. 0 
indicates the dangerous node and 1 indicates the safe. The 
KNN Algorithm Pseudocode: 

1. Training and testing data is loaded 
2. K-value is selected.  
3. Every point in test data:  

 Euclidean distance is used for training data points 
such as (a, b) and (-a, -b). 

𝑑 = �(a^2 +  b^22                     (3) 

 List of Euclidean distances are stored and sorted. 
 First k points are chosen.  
 Based on the majority the class is assigned.  

4. End 

Above algorithm represents, K=5 i.e. five nearest 
neighbors are compared for every instance that requires to be 
classified. Hence it is known that the nearest vehicles are 
considered as normal vehicles and other vehicles are 
falsification vehicles based on the distance. 
C. Measuring the Falsification Vehicles in the VANETs 

In this paper, the proposed approach mainly focused on 
measuring the optimized routing by using proxima analysis. 
This approach considered the output of the KNN for proxima 
analysis. Proxima analysis is mainly focused on measuring the 
distance among the vehicles in the network. In this scenario, a 
proximity sensor plays the major role in detecting the distance 
among the vehicles and analyses the movement of vehicles. 
Here, the clustering head plays the major role to detect the 
abnormal vehicle. 

• If the vehicle is having abnormal behavior then the 
vehicle drops or fakes the data packets received to 
create congestion in the network and mislead the 
vehicles and damage the malicious messages for their 
purpose. 

• Truthful nodes forward the correct messages to the 
several nodes in the network and create the accurate 
messages for transmission. 

• The main aim of this system is to monitor the behavior 
of the network. The monitoring process of the vehicles 
is called as “verifier” vehicles. Verifier is smaller or 
equal to Td compared with the Td of vehicle V, and 
this is placed inside the region z (V, Cluster Head 
(CH)). The intersection region is created for both 
vehicles named as V and CH. 
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By using these steps, the verifiers are monitored with V 
are send reports to CH [24]. The CH is equal to its 
transmission range and the V is obtained from the region and 
it is represented with Equation (4). 

Area (V) = TR(V) − Tf(Smax − Smin)             (4) 

Where, 

Smax - Legal maximum speed of the vehicle. Smin - Legal 
minimum speed of the vehicle. 

Tf – Packet Latency. 

CH – Cluster Head. 

Thus this will improve the routing of the vehicles by using 
proxima analysis. 

Algorithm Steps for Proxima Analysis 

Input: Nodes in the network Vehicles)  

Output: Malicious Nodes (Vehicles) 

Initialize variables N-Network, n-nodes or vehicles, r-region. 
Step 1: Nmob-telecast the messages from all the vehicles. 
Step 2: if (Nmob ≥ 2) 
Step 3: the mobility started it indicates presence of multiple 
nodes //Explains the status of the mobility 
Else 
Mobility not started. 
Step 4: Calculate Euclidean distance by using Equation (3) 
Step 5: arraylist [nearest nodes Nn] //Store the nearest nodes 
in arraylist. 
Step 6: By using the given function nd_malv(Packet *p) the 
malicious vehicle is detected based on behavior. 
if(mal==true) 
{ 
drop(p,DROP_RTR_ROUTE_LOOP); 
} 
By showing the packet dropping rate the malicious nodes are 
identified. 
Step 7: Malicious nodes are detected. 

Table I shows the malicious and normal nodes. It is 
observed that in the existing approach there are missing nodes 
that are not considered by the existing approach. Compare 
with existing system approach the proposed approach detect 
very less missed vehicles. 

TABLE I. SHOWING THE MALICIOUS AND NORMAL NODES 

Total No of Nodes Malicious Nodes Normal Nodes 

 ES PS ES PS 

50 13 23 28 35 

100 26 36 45 59 

150 38 99 48 99 

200 37 138 53 144 

IV. PERFORMANCE METRICS 

A. Area under ROC Curve (AUC) 
The overall proportion of true positives (malicious nodes 

accurately classified as malicious) compare with the 
proportion of false positives (not malicious and it is wrongly 
classified as malicious). 

This is one of the efficient approaches that measures the 
following equation, Where t = (1 – specificity) and ROC (t) is 
sensitivity. 

AUC = ∫ ROC(t)dt 1
0              (5) 

B. Accuracy 
In machine learning, this is one of the significant metric 

that shows the overall accuracy of the data transmission and 
the performance of proposed approach.  The overall accuracy 
is calculated by using below equation: 

Accuracy = TN+TP
TP+TN+FP+FN

                    (6) 

C. Precision 
Precision is one of the significant factors in analyzing the 

results. High precision represents the low false positive rate. 

Precision = TP
TP+FP

                    (7) 

D. Recall or Sensitivity 
Recall is also one of the parameter to analyze the results. 

High recall relates to a low false negative rate. 

Recall = TP
TP+FN

                    (8) 

E. Specificity 
This measures the overall proportion of original negatives 

(Falsification Nodes), where the results are predicted as 
negative. 

Specificity = TN
TN+FP

                 (9) 

F. F1-Score 
This is one of the measures that scores the weighted 

average of Precision and Recall. This will consider the false 
positives and negatives from the account. This will also show 
the uneven distributed classes. 

F1 − Score = 2∗(Precision∗Recall)
(Precision+Recall)

                (10) 

Results and graphs were obtained with the following 
parametric values shown in Table II. 

TABLE II. PARAMETRIC ENVIRONMENT 

Metric Values 

Total No of Nodes 50-200 Nodes 

Average Node Speed 50 m/s 

Simulation Time 90-100 Sec 
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Table III and Fig. 4 show the performance of existing 
approaches by showing the AUC curve performance for 50, 
100, 150 and 200 nodes. Among this the proposed approach 
Ensemble Proxima achieved the better results. 

TABLE III. PERFORMANCE OF MACHINE LEARNING (ML) ALGORITHMS 
SHOWING AUROC 

Total No of Nodes KNN KNN_RF Ensemble Proxima 

50 0.73 0.78 0.89 

100 0.74 0.76 0.91 

150 0.75 0.76 0.91 

200 0.75 0.76 0.92 

 
Fig. 4. Showing ROC for all the ML Algorithms. 

Table IV, Fig. 5 and Fig. 6 show the performance of 
existing approaches by showing the Accuracy performance for 
50, 100, 150 and 200 nodes. Among this the proposed 
approach Ensemble Proxima achieved the better results. 

TABLE IV. PERFORMANCE OF MACHINE LEARNING (ML) ALGORITHMS 
SHOWING ACCURACY 

Total No of Nodes KNN KNN_RF Ensemble Proxima 

50 84.49 89.85 93.03 

100 85.12 88.89 94.12 

150 86.45 89.89 95.12 

200 85.56 88.98 95.78 

 
Fig. 5. Performance of Machine Learning (ML) Algorithms showing 

Accuracy. 

 
Fig. 6. Shows the Line Graphs based on Performance of Algorithms. 

Table V, Fig. 7 and Fig. 8 explained about the 
performance of Existing and Proposed Algorithms. The 
performance is showing for precision parameter. 

TABLE V. PERFORMANCE OF MACHINE LEARNING (ML) ALGORITHMS 
SHOWING PRECISION 

Total No of Nodes KNN KNN_RF Ensemble Proxima 

50 83.79 88.15 94.63 

100 84.32 87.89 95.42 

150 85.15 88.89 96.32 

200 84.16 89.98 96.78 

 
Fig. 7. Shows the Comparative Analysis of Existing and Proposed 

Algorithms for Precision. 

 
Fig. 8. Shows the Comparative Analysis of Existing and Proposed 

Algorithms for Precision using the Line Graphs. 
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Table VI, Fig. 9 and Fig. 10 show the performance 
comparison among the existing and proposed ML algorithms 
by showing the Recall. The performance is represented by 
showing bar graphs and line graphs. 

TABLE VI. PERFORMANCES OF MACHINE LEARNING (ML) ALGORITHMS 
SHOWING RECALL 

Total No of Nodes KNN KNN_RF Ensemble Proxima 

50 83.19 88.45 94.99 

100 85.12 89.89 95.77 

150 86.45 89.89 96.12 

200 84.56 87.98 96.78 

 
Fig. 9. Shows the Comparative Analysis of Existing and Proposed 

Algorithms for Recall. 

 
Fig. 10. Shows the Comparative Analysis of Existing and Proposed 

Algorithms for Recall using the Line Graph. 

Table VII, Fig. 11 and Fig. 12 show the performance 
comparison among the existing and proposed ML algorithms 
by showing the F1-Score. The performance is represented by 
showing bar graphs and line graphs. 

TABLE VII. PERFORMANCE OF MACHINE LEARNING (ML) ALGORITHMS 
SHOWING F1-SCORE 

Total No of Nodes KNN KNN_RF Ensemble Proxima 

50 83.23 89.85 93.43 

100 84.55 88.81 94.53 

150 85.67 88.37 96.42 

200 86.78 87.34 96.82 

 
Fig. 11. Shows the Comparative Analysis of Existing and Proposed 

Algorithms for F1-Score. 

 
Fig. 12. Shows the Comparative Analysis of Existing and Proposed 

Algorithms for F1-Score using the Line Graph. 

V. CONCLUSION 
In this paper, the proposed approach focused on finding 

the falsification vehicles by using integrated Proxima analysis. 
The proposed approach is the combination of RF and KNN 
that helps to detect the falsification nodes based on the 
behavior of the vehicles. Falsification vehicles attack the 
network and cause breaking traffic rules such as over-speeding 
and wrong-way driving. It also provides a GUI which can be 
used by the traffic department to monitor roads and send help 
in case of an accident. The proposed method was cautiously 
evaluated in a traffic simulation environment, SUMO. The 
performance of the proposed approach has improved the 
performance in terms of the accuracy of AUROC. In future, an 
improved learning approach is combined with the various 
heuristic approaches to get the better detection of malicious 
nodes. 
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Abstract—Background: Virtual reality (VR) technology is an 
effective, interactive and immersive type of communication since 
it produces greater interest and attention in the user, thereby 
allowing greater understanding and comprehension than with 
more traditional methods. On the other hand, not much 
information is known about the application of this novel 
technology in the context of social acceptance as far as the mining 
sector is concerned; our approach and methodology were based 
on scoping review (Prisma-SrC, Daudt et al., Arksey, and 
O’Malley). The research terms were also planned before, with 
the aim of carrying out three posterior screening levels, among 
which was the use of EndNote 20 and the PICO framework. 
Exhaustive research was carried out in nine databases. We 
obtained n=2 research articles of n=923 initially found, all of 
which went through three levels of filtering. The chosen articles 
were evaluated according to Hawker et al. 's methodological 
rigor, to be included in the review. This scoping review could be 
the starting point for a series of further investigations that would 
fill the gap in the literature on this topic, emphasizing 
experimental articles to confirm the impact of virtual reality 
technologies on the communities within the sphere of influence of 
a mining project. 

Keywords—Mining projects; social acceptance; virtual reality; 
interaction; mining communities 

I. INTRODUCTION 
Nowadays, virtual reality (VR) is present in a wide range of 

research fields, such as medicine, aviation, military activities 
and space engineering, architecture, entertainment, leisure, and 
mining, etc. [1-3]. According to a study of twenty years of 
research on virtual reality, its basic characteristics have 
evolved considerably, improving the interactivity produced 
between the user and the system human-computer interaction 
(HCI), in addition to perfecting the feeling of immersion that 
the user perceives while in the virtual world [4, 5]. 
Furthermore, virtual reality can be performed with 
exceptionally high quality, reproducing images and changing 
data three-dimensionally [6] providing a highly realistic 
simulation of the real world [7] and its continued development 
would facilitate the possibility of applying powerful new tools 
to influence the user's perceptual psychology [5]. 

On the other hand, social acceptance is related to the degree 
of tolerance that a community surrounding a mining project has 

for said project and whether or not the mining company can 
carry out its operations. This is considered very important 
since, without prior acceptance, the Social License to Operate 
(SLO) [8] would not be issued and, therefore, it would not start 
operations [9], generating economic losses to the company and 
the loss of benefits delivered to communities by mining 
companies [10] (mining taxes and royalties, direct and indirect 
employment). 

Currently, energy and mining companies tend to justify 
their projects to the surrounding communities through the use 
of traditional methods and tools [11] which are usually 
represented by 2D images, plans and static drawings [6]. 
However, this does not guarantee either effective or convincing 
transmission of information with the community, which could 
create tension and conflicts due to misunderstandings among 
the stakeholders [10, 12]. A digital visualization of a landscape 
could stimulate public participation and allow for broader input 
regarding questions related with industrial projects [7]. 

The objective of this scoping review was to carry out an 
exhaustive investigation with the aim of determining the 
opportunities that the application of virtual technology could 
provide in support of mining projects and, based on the 
eventual findings, to identify gaps in the literature to help the 
planning and implementation of future research [13, 14]. 

A. Virtual Reality (VR) 
This is defined as the hardware-software binomial, which 

works in the interaction with the user through effective 
synchronous communication [7], and it has the capacity for 
isolation from real life and immersion in a virtual life [15,16]. 
Virtual reality could also solve even more complex problems 
[15]. 

Immersive Virtual Reality (IVR) is defined directly with 
the concept of emphasizing the act of being present in the 
virtual environment, where the quality of immersion is directly 
proportional to the effectiveness of the experience [16], which 
may raise public awareness more effectively and result in a 
higher rate of acceptance of diverse projects [7]. In more 
simple terms, in order to obtain optimum results, you must 
work under the Triangle matrix of Virtual Reality (Interaction-
Imagination-Immersion) [2, 3]. 
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II. MATERIALS AND METHODS 
For the purposes of this study, a PRISMA extension 

methodology for scoping reviews was employed (PRISMA-
SrC) [13], as well as the methodology of Arksey and O’Malley 
[17] and Daudt et al. [18]. Furthermore, to provide added value 
to the scoping review, step six by Arksey y O’Malley [17] who 
considered the exercise of additional inquiry was carried out 
(Daudt et al. [18] y Levac et al. [19] discuss and consider it 
mandatory). As argued by Daudt et al. [18], too many people in 
a research group involves a risk that there will be several 
diverse interpretations during a scoping review; so it was 
decided to carry out this article with only four participating 
researchers. 

A. Search Plan 
First of all, before search criteria were developed, for which 

a variety of compiled tasks were carried out in August 2021 
from nine distinct online databases: Scopus, Web of Science, 
IEEE, EBSCOhost and ScienceDirect ACM Digital Library, 
ERIC, SciELO, Google Scholar. The researcher (KV) 
supervised the means of obtaining data, as well as the use of 
Boolean operators and thesauri. The following link shows 
Table I detailing the databases and their search criteria. 

TABLE I. SEARCH CRITERIA ACCORDING TO DATABASE USED 

Electronic 
Databases Search Strategy 

IEEE 

(("All Metadata":interact* OR "All Metadata":acceptance) 
AND ("All Metadata":publics OR "All Metadata":public 
OR "All Metadata":communit*) AND ("All 
Metadata":project* OR "All Metadata":compan* OR "All 
Metadata":mining) AND ("Document Title":"virtual 
reality" OR "Document Title":VR)) 

ScienceDirect 
Title, abstract, keywords: (interact OR acceptance) AND 
(public OR publics OR community) AND (project OR 
company OR mining) Title: ("virtual reality" OR VR) 

Scopus/Web of 
Science 

Title, abstract, keywords: (interact* OR acceptance) AND 
(public OR publics OR communit*) AND (project* OR 
compan* OR mining) Title: ("virtual reality" OR VR) 

EBSCOhost 

Title, abstract, keywords: (interact* OR acceptance) AND 
(public OR publics OR communit*) AND (project* OR 
compan* OR mining) NOT (patient* AND rehabilitation) 
Title: ("virtual reality" OR VR) 

ACM Digital 
Library 

[[All: interact*] OR [All: acceptance]] AND [[All: public] 
OR [All: publics] OR [All: communit*]] AND [[All: 
project*] OR [All: compan*] OR [All: mining]] AND 
[[Publication Title: "virtual reality"] OR [Publication 
Title: vr]] 

ERIC 
(interact* OR acceptance) AND (public OR publics OR 
communit*) AND (project* OR compan* OR mining) 
Title: ("virtual reality" OR VR) 

SciELO 
((interact* OR acceptance) AND (public OR publics OR 
communit*) AND (project* OR compan* OR mining)) 
AND (title: (("virtual reality" OR VR)))) 

Google Scholar 
CON TODAS LAS PALABRAS (interact acceptance 
public community project company mining) CON LA 
FRASE EXACTA (intitle:virtual intitle:reality) 

The search criteria were limited to journals, conference 
papers, and reviews, with only publications in English from 
2010 to 2021 taken into account. Subsequently, the search 
results were imported into EndNote 20 software, which is a 
reference manager that allowed us to proceed with the second 
filter. Later, the screening process was performed, and was 
based on the PICO framework (Population-Intervention or 
Exposure-Comparison-Results) [14]. 

B. Screening Criteria 
The second review was carried out by two researchers (AA 

& JR), who used EndNote 20 to delete the duplicated articles. 
Additionally, the researchers identified, verified, and removed 
irrelevant articles manually. The third filter was performed 
under the PICO framework [14], with the aim of finding 
articles related to this research project. Each aspect of the 
eligibility criteria is detailed in Table II. Screening was carried 
out by performing manual searches in which all researchers 
participated (AA, KV, MB, PL, JR). 

TABLE II. TYPE OF SCREENING USED FOR SELECTION OF STUDIES 

Electronic Databases Search Strategy 

Population 
Communities in general. 

Homogeneous communities, Clients, 
Patients 

Intervention or Exposure 
Virtual Reality Technology (VR), 
Immersive Virtual Reality 
Technology (IVR), 
Cinematographic Virtual Reality 
Technology (CVR) 

Non-Immersive Reality Technology 
(NIVR), Augmented Reality (AR) 
Technology, Smartphone Applications, 
2D simulation technology. 

Comparison 
Pre-test, Post-test. 

If it lacks any evidence mentioned in 
the Inclusion Criterion, then it is 
discarded. 

Results 
If it lacks any evidence mentioned 
in the Inclusion Criterion, then it is 
discarded. 

If the approach is not related to Social 
Acceptance, then the article is 
discarded. 

C. Methodological Rigor 
The evaluation proposed by Hawker et al. helps to enhance 

the quality of this article in order for it to be useful and 
subsequently disseminated for future research [18]. The 
research articles that passed the three levels of filtering were 
evaluated according to the methodology of Hawker et al. [20] 
by two reviewers (AA, JR), according to the following 
evaluation criteria: "Good", "Fair", "Poor", and "Very Poor". 
This design framework allows us to evaluate a wide range of 
research methods. For this reason, we considered the 
parameters of Appendix D regarding to the methodological 
rigor analysis [20]. 

III. RESULTS 
Table III, which contains the results of the evaluation of 

methodological rigor [20], resulting in the approval of the 
quality of both articles for the development of this scoping 
review. 
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TABLE III. RESULTS OF EVALUATION OF METHODOLOGICAL RIGOR 
APPLIED IN THE SELECTED STUDIES 

Methodological Rigor 
Analysis 

Worth a thousand 
words: Presenting 
wind turbines in 
virtual reality reveals 
new opportunities for 
social acceptance and 
visualization 
research 

The 3D 
Immersive 
Virtual Reality 
Technology Use 
for Spatial 
Planning and 
Public 
Acceptance 

1. Abstract and title: Did they 
provide a clear description of 
the study? 

Good Good 

2.  Introduction and aims: Was 
there a good background and 
clear statement of the aims of 
the research? 

Good Good 

3.  Method and data: Is the 
method appropriate and clearly 
explained? 

Good Good 

4.  Sampling: Was the 
sampling strategy appropriate 
to address the aims? 

Good Good 

5.  Data analysis: Was the 
description of the data analysis 
sufficiently rigorous? 

Good Good 

6.  Ethics and bias: Have 
ethical issues been addressed, 
and what has necessary ethical 
approval gained? Has the 
relationship between 
researchers and participant 
been adequately considered? 

Good Good 

7.  Results: Is there a clear 
statement of the findings? Good Good 

8.  Transferability or 
generalizability: Are the 
findings of this study 
transferable (generalizable) to 
a wider population? 

Good Good 

9.  Implications and 
usefulness: How important are 
these findings to policy and 
practice? 

Good Good 

General Perception Good Good 

Using the search criteria, n=923 articles were found, 
possibly related to the aim of the present research. Then, the 
information was screened until n=2 articles, according to their 
methodological rigor evaluation, as shown in Fig. 1. 

A. Research Summary 
An article selected and included in the present investigation 

emphasized its experimental objective by demonstrating that 
the use of technologies such as Immersive Virtual Reality 
(IVR) can be of great benefit to companies, mainly to provide a 
competitive advantage in the market [21]. The study was based 
on the range and variety of problems that wind energy projects 
go through before and during the construction process and it 
was demonstrated that the methods used to establish 
communication with the public are usually ineffective. Two 
tests were carried out before and one after the experimentation 
with 70 participants, where 50% were from the male 

population and the remainder from the female population. 
Additionally, the article highlights that 21.4% of the 
participants were over 28 years of age. The research findings 
showed an 8.6% increase in the post-test concerning the 
change in the participants' attitudes towards the proposed 
technology’s general acceptance. Likewise, 40% of 
participants changed their perception in the pre-test, since the 
post-test results showed that 62.8% considered the project 
harmful to animals and the environment. On the other hand, 
97.1% of the participants affirmed that immersive virtual 
reality technology was essential to change their attitude about 
energy projects, helping to better understand what they wanted 
to teach. On the other hand, only 38.6% of the participants 
considered 2D technology significant. The results found in this 
research show that the existing gap in communication between 
companies and people is reduced when implementing 3D IVR. 
It was also revealed that the use of this technology should play 
a more significant role in companies since it can unify the level 
of understanding between participants who are experts in a 
subject and those with less experience [21]. 

 
Fig. 1. Filter Stages and Selection of Studies. 

Another article developed in the United States [11], 
investigates how the interaction, between the study population 
and the wind turbine represented by cinematographic virtual 
reality (CVR), influences the expectations and perceptions of 
wind energy projects. Specifically, it studies the relationship 
between personal appreciation of energy projects and changes 
in opinions after interacting with CVR. The population was 
recruited for the student-based experiment, all of whom were 
eligible to participate in the project, and the study group only 
knew about the subject from the mentions made by the 
recruiter, so it was considered a “naive population for the 
purposes of the study” (For this reason the authors include this 
article as part of the final filter of the quality review). A total of 
101 students (47 women and 54 men) carried out an entrance 
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survey to determine the population’s knowledge of before 
energy technologies. The questions are divided into seven 
categories: support and opposition, personal feeling, overall 
impact, impact on wind farms, attitude, knowledge, and visual 
and acoustic questions. 74% of the participants had never seen 
a wind turbine before, 54% had already experimented with 
virtual reality at some point in their lives, and 30% of the 
participants felt they knew enough about wind energy before 
experimentation. Afterwards, the participants underwent a test 
phase where they spent two minutes immersed in a virtual 
reality video to acclimatize and prepare the population. 
Participants who had never seen a wind turbine, and who did 
not know about it, were the ones who presented the most 
significant changes in their attitudes and opinions after the 
experiment. The experience turned out to have a high level of 
immersion and ecological validity, reducing erroneous beliefs 
about the different impacts of wind turbines- It can be 
assumed, therefore, that virtual reality can be profitably used to 
communicate more clearly the development of wind projects to 
the public in general, especially if the population's has poor 
knowledge of the subject. It goes on to propose that developers 
and politicians take such technological advances into account 
these since these are new tools which enable more effective 
interaction(s) with the population. A higher quality of image 
and audio in the presentation of a proposed project through 
virtual reality will help the public become more aware of and 
better understand the real impacts of the project and therefore 
will have greater influence in its acceptance [11]. 

You can see Table IV specifying the main characteristics of 
both articles. 

TABLE IV. OUTSTANDING CHARACTERISTICS OF SELECTED STUDIES 

Article 

Worth a thousand words. 
Presenting wind turbines in 
virtual reality reveals new 
opportunities for social 
acceptance and visualization 
research 

The 3D Immersive 
Virtual Reality 
Technology Use for 
Spatial Planning 
and Public 
Acceptance 

Research 
Aim/ 
Objective 

Examine how a multimodal and 
cinematographic virtual reality 
(CVR) experience with a wind 
turbine affects the expectations and 
perceptions of wind power projects. 
Specifically, we investigated the 
relationship between personal 
opinions about (renewable and non-
renewable) energy sources, and 
variations in perceived impacts. 

The objective is to 
evaluate the use of 
3D virtual reality to 
support innovative 
SMEs in addressing 
issues related to 
spatial planning and 
corresponding public 
acceptance. 

Outcomes 

Students completed the experiment 
and approximately half (54%) had 
previously experienced virtual 
reality. Three quarters of the 
participants (74%) had never seen a 
wind turbine up close. About a third 
of all participants (30%) felt they 
were well informed about wind 
energy prior to the study. The CVR 
experience provided a high level of 
immersion and ecological validity. 
The CVR experience corrected 
previous erroneous beliefs 
regarding the expected visual and 
acoustic impacts of wind turbines. 

There was a 
significant change in 
the perception of the 
participants before 
and after the session. 
For example, there 
was an increase of 
approximately 8.6% 
of the participants 
who positively 
changed their 
perception about the 
appearance of wind 
turbines. It also 
increased by almost 

Article 

Worth a thousand words. 
Presenting wind turbines in 
virtual reality reveals new 
opportunities for social 
acceptance and visualization 
research 

The 3D Immersive 
Virtual Reality 
Technology Use for 
Spatial Planning 
and Public 
Acceptance 
40% of participants 
who considered wind 
turbines as "bird 
friendly". The 
preference of people 
in 97.1% with 
respect to immersive 
virtual reality was 
also observed, 
tripling the result 
obtained in 2D 
technology. 

Conclusions 

In many cases, participants who had 
not seen a wind turbine before or 
who had felt less informed had 
greater changes in attitudes and 
opinions after the CVR experience. 
The participants felt immersed in 
the scene. Most of the participants 
considered that the wind turbine had 
a neutral or positive impact on the 
scene, although we cannot reject the 
null hypothesis that men and 
women reported feeling equally 
knowledgeable about wind energy. 
After the CVR experience, visual 
concerns about offshore wind farms 
having negative impacts on the 
landscape decreased. Taken 
together, these results suggest that 
CVR can be leveraged to more 
clearly communicate wind project 
development plans to the general 
public, especially when prior 
audience knowledge and experience 
with wind turbines is limited. We 
recommend that developers and 
managers, as well as politicians 
consider the proposed multimodal 
virtual experiences with wind 
turbines as a new tool to interact 
with the public. Accurately 
representing the visual and auditory 
characteristics of a proposed project 
through immersive visual and 
auditory simulations can help the 
public understand what to expect 
regarding project impacts, 
potentially allowing communities 
and developers to interact with one 
another more significantly. 

The gap produced 
between companies 
and the public can be 
drastically reduced 
due to the 
implementation of 
3D IVR As an 
SMEs. McCamley's 
management first 
reported a positive 
impact on the 
implementation of 
innovative 3D IVR 
within both its 
internal and external 
decision-making 
process. Internally, 
the company 
enriched its 
knowledge of the 
importance of 
technology in 
supporting 
engineering and 
management 
decisions, 
promotional events, 
and discussions with 
investors. In 
addition, dynamic 
simulation in the 3D 
IVR environment 
provides the public 
and the authority 
with a better 
understanding of the 
product. This 
allowed public 
support for one of 
the key product 
features; that of it 
being bird friendly. 
The commercial 
importance of the 
brand and color 
becomes a clear 
management 
decision because it 
can broaden public 
acceptance in terms 
of turbine 
appearance and 
shorten the payback 
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Article 

Worth a thousand words. 
Presenting wind turbines in 
virtual reality reveals new 
opportunities for social 
acceptance and visualization 
research 

The 3D Immersive 
Virtual Reality 
Technology Use for 
Spatial Planning 
and Public 
Acceptance 
period for investors. 
The company 
endorses the value of 
technology by 
integrating 
immersive 3D virtual 
reality into diverse 
management 
processes. 

Methods and 
Methodology 

The entry survey asked participants 
a series of questions about their 
opinions on different energy 
technologies in general and wind 
energy in greater detail. These 
questions were divided into seven 
categories: support and opposition, 
personal feeling, general impact, 
wind farm impact, attitude, 
knowledge, and visual and acoustic 
questions. During the testing phase, 
participants spent two minutes in a 
virtual museum in order to (a) 
acclimatize them to virtual reality, 
and (b) prepare them to put 
themselves in their place. A group 
asked about the visual and acoustic 
elements of the scene, including the 
volume and how well the wind 
turbine fit into the scene. Another 
group evaluated participants' 
previous experience with virtual 
reality and self-reported level of 
immersion in the scene using 
selected elements from Witmer and 
Singer. 

A prior survey was 
conducted to 
measure the 
perception of 70 
participants on wind 
energy projects. 10 
sessions were held, 
and each session 
involved the 
participation of 5 to 
9 people. After that 
the participants 
experienced 3D IVR, 
once the participants 
finished the 
experience, they 
carried out 
subsequent 
questionnaires to 
determine their 
changing 
perceptions. 

Study 
Population 

Participants were recruited between 
November 2018 and May 2019 and 
were compensated ($ 10 or course 
credit) upon completing the 
experiment. Participants were naive 
of the purpose of the study, 
although recruitment materials did 
mention wind energy. A total of 101 
(47F, 54M; Age 19.5 years, SD Age 
1.44 years) students completed the 
experiment and approximately half 
(54%) had previous experience of 
virtual reality. All students were 
eligible to participate in the study. 

70 participants, of 
whom 50% were 
men, and 50% 
women. 21.4% were 
over 28 years old, 
64.3% were 
participants with a 
history. 

B. Stakeholder Views 
According to a professional in mining operations, virtual 

reality would be an improved alternative when dealing with 
affected communities. This technology can surpass 
conventional methods in supporting mining projects within the 
surrounding areas and communities. Consideration should also 
be given to providing information and training through the 
application of virtual reality technology since it allows real 
time simulations similar to real experience, reducing risks, 
negative impacts and operating costs. He also commented that 
human-computer interaction (HCI) offers adequate retention, 

similar to mining training. A second professional (GP) said that 
this technology is used in shovels and mining trucks, claiming 
that it was a success. He argues that everyone in large mining 
projects invests in technology and virtual reality. He proposed 
to perform visual modeling of wind direction so that members 
of the surrounding communities can understand how controls 
are carried out in operational units such as blasting and 
loading, which are generators of particulate material. HS, 
involved in the agricultural sector further assured that the use 
of virtual reality to support mining projects would show the 
proposed execution of said projects would be undertaken in a 
more refreshing and convincing way. 

IV. DISCUSSION 
Individual differences were found in aspects of the selected 

articles. This does not mean that they have a low 
methodological rigor [16], but these differences can make them 
more complementary. For example, the type of virtual reality 
technology used by Cranmer et al. [11] was different from that 
of Abulrub et al. [21], cinematographic (CVR), and immersive 
(IVR) respectively. Despite such differences, both results were 
positive, because these technologies are effective for their 
purpose, so it can be logically assumed that human-computer 
interaction is effective [22]. The interaction between virtual 
reality technology and the user has the most significant impact 
on those who have little or no experience with said technology 
[11]. Therefore, it is believed that virtual reality could be 
efficient in the communities lying within the sphere of 
influence of a mining project since most of them do not have 
any (previous) access to Information and Communication 
Technologies (ICT) [23], as highlighted in a 2018 study which 
stated that the use of virtual reality technology could be 
considered to be the main and most effective means of 
communication with the public due to its immersive capacity 
[7]. 

Due to the few articles found in the databases specified in 
the methodology, it is possible to argue that this research could 
be the first scoping review that refers to the use of virtual 
reality technology to generate a new opportunity for the social 
acceptance of mining projects. When performing an in-depth 
and exhaustive investigation into the databases mentioned in 
the methodology, very few articles were found related to the 
use of virtual reality for the social acceptance of mining 
projects. Indeed, no articles at all were found which were 
directly associated with the last variable. As a consequence, it 
was decided to analyze the experience with wind-energy 
projects, since both these and mining projects have a common 
problem: dealing with social acceptance [10] and reducing the 
gap in understanding and communication between the project 
and local communities [24]. Although it is possible to extract 
valuable information on the social acceptance of renewable 
energy (RE) projects, the appreciation is not the same since 
their operations do not have the same impact [25], For this 
reason, more experimental research is needed to know more 
precisely what the appreciation of the communities towards 
mining projects is and how HCI with virtual reality could 
reduce the understanding-communication gap [2, 21]. It is 
worth mentioning that Cranmer et al. [11], carried out his 
experimentation with a student community. Nevertheless, it 
was decided to include this article as part of the scoping 
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review, since it shares the technological objective of this 
research and the results of the opinions were similar to those of 
the population from Massachusetts. 

According to the research included for review and analysis, 
conventional 2D methods are still used currently to support 
projects [6], although it is stated that these traditional methods 
do not have enough interaction, nor the same understanding 
produced by experimenting with virtual reality technology 
[11,21], even though these technological methods are 
extraordinarily superior to traditional ones [1-3,6,11,15,21-22]. 

ICTs have been continuously improving over the years, and 
these tools can concretely and effectively support the teaching 
and learning process [26] that occurs when presenting a mining 
project to a specific population to achieve its acceptance and 
implementation. The use of ICT can be used by the personnel 
in charge of informing the public about the mining project, 
since these are flexible, accessible, affordable and without 
limitations in terms of time and space, so that the population 
with the mine’s sphere of influence can have a good 
understanding of the mine’s operations, activities and 
intentions [27]. 

The professionals' opinion provide us with support for the 
benefit acquired by using virtual reality technology as well as 
providing us with additional ideas to support mining projects, 
such as the idea proposed by (GP) on the creation of a visual 
model of wind management. In that way, the impact 
minimization plan [28] will practically be shown to residents, 
seeking to demonstrate that the benefit that the community will 
obtain by accepting the project will be higher than the cost of 
the impacts generated, as long as the corresponding legislation 
of the country where it would operate [10]. The idea of a 
professional in mining operations about the use of virtual 
reality technology, would surpass the understanding and 
understanding of conventional methodologies, coinciding with 
the opinion of (HS) an agricultural representative of a 
community within the sphere of a mining project, who believes 
it would improve understanding and, likewise, reduce the 
uncertainty of the local population [11,21,29], (HS) affirming 
that it would be a different and novel way of explaining the 
aspects of a mining project regarding its benefits, stages, 
operational processes and mitigation plan specified in the 
Environmental Impact Study. In this case, the farmer's point of 
view is highly important, since a social conflict between 
mining and agriculture is often generated. 

The authors believe that the use of virtual reality can 
improve the planning of a mining project with the participation 
of the surrounding community, thereby ensuring a common 
benefit and reaching mutual agreement, as specified by Yu et.al 
[7], where public participation makes wind projects more 
acceptable. 

V. CONCLUSION 
The accessibility to the UCSM virtual library allowed us to 

do our research freely without any restrictions regarding 
different international databases, such as those mentioned in 
the methodology. Also, the opinion that was obtained from the 
interested parties was considered a strength. A limitation was 
the scarcity of existing research regarding the interaction of the 

local community with virtual reality in the context of social 
acceptance of mining projects. The current situation (SARS-
CoV-2) is also considered as a difficulty to obtain more data or 
opinions from professionals and people close to a mining 
project. 

We conclude that we have little scientific research 
information regarding the use of virtual reality in the 
interaction of neighboring communities for the social 
acceptance of mining projects. 

Based on the experimental experiences from the selected 
articles, we conclude that immersive virtual reality (IVR) as 
well as cinematographic virtual reality (CVR) provides better 
communication and understanding between the user and the 
company in comparison to the traditional methods, improving 
the acceptance percentage of the proposed project. 

The authors trust that this scoping review article will be the 
starting point to begin the experimental research and the future 
systematic reviews to contribute the use of virtual reality 
technology for the development of effective and interactive 
communication. 
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Abstract—In terms of data formats, codecs, and storage 
capacity, the previous two decades have seen a phenomenal 
progress. Rather than needing to adjust to one's application 
demands to the restricted storage solutions available in the past, 
there is now a wide range of options to pick from in order to best 
satisfy an application's needs. As a result, there is massive 
volume of data available in many forms and formats that, when 
linked and searched together, may yield significant knowledge 
and insights. We offer data warehouse as a solution and Big data 
as a solution in this study in order to handle heterogeneous data. 
However, both of these techniques have drawbacks when it 
comes to handling diverse data. Afterwards we propose another 
framework (Squerall), which relies on the ideas of Ontology-
Based Data Access (OBDA) to allow querying of diverse 
heterogeneous sources using a single query language, SPARQL. 
In Squerall original data is queried on the fly, with no prior data 
materialization or modification. Squerall, in particular, enables 
the distributed aggregate and combining of massive data sets. It 
comes with five data sources out of the box, and it may be 
programmatically expanded to include other sources and query 
engines. The framework includes user interfaces for creating 
required inputs and for assisting non-SPARQL specialists 
through the process of writing SPARQL queries. It declares data 
mappings and transformations using RML and FnO, and 
employs Spark and Presto as query engines. The initiative 
underscored the importance of developing in this framework, 
technologies, and processes that enable for decentralized Big 
Data administration. Furthermore, demonstrating the feasibility 
and usefulness of OBDA on top of the growing NoSQL movement 
has a beneficial impact on Semantic Web principles acceptance. 
This demonstrates Squerall's importance and contribution to the 
organization. 

Keywords—Heterogeneous data; data warehouse; big data; 
presto; spark; squerall 

I. INTRODUCTION 
According to former Google CEO Eric Schmidt, "every 

two days today we produce as much content as we did from the 
birth of global civilization up until 2003, it's more like five 
Exabyte of data" [1]. In 2011, 300 million new websites were 
added, bringing the total number of websites to 555 million [2], 
resulting in a wide variety of data sources, each with its own 
structure and framework. User-desired quantitative approach 
remains an issue that must be understood and addressed as 

soon as possible. With the rapid rise of heterogeneous data, big 
data presents new challenges for extracting information from it. 
Scholars have acknowledged the usefulness of information that 
comes through interactions on social networks for many years. 
It is necessary to comprehend and use this information, as well 
as to evaluate the massive quantities that are increasing day by 
day [3]. These sources of information can contain structured, 
semi-structured, or unstructured data; that is, the records are in 
a variety of different formats such as relational model, 
HTML/XML file format, and so on, and different volumes 
raise key challenges in analytics on leveraging data features 
existing from multiple databases. 

Higher education institutions, such as universities, also face 
similar challenges in dealing with massive amounts of data 
from a variety of sources for accreditation purposes, including 
data generated from online transactions, mobile phone 
applications, and data stored on multiple operating systems and 
repositories. This data is typically saved, categorized, retrieved, 
and evaluated in a standard style to fulfil accreditation criteria 
[4]. On the other hand, traditional database systems and 
technologies are incapable of effectively processing enormous 
volumes of data. Currently, developing software and methods 
for storing, managing, and manipulating enormous volumes of 
data is one of the most significant and hardest tasks in software 
systems research [5]. In addition, much of this information is 
kept in an unstructured way, utilizing a variety of languages 
and formats. Traditional techniques to data management are 
ineffective due to the data's vast quantity and complexity. 

To deliver relevant insights, the analytical models require 
access to one or more data sources. Because of the differences 
in data type and amount, it is difficult to run any analytical 
model that can only function on a one data source. As a result, 
there is a need for a unique system that can execute analytic 
models using input from many data sources. 

Heterogeneous data is unstructured information that is 
never presented in a structured fashion. Processing this 
unstructured data in a standard relational database is 
challenging. As a result, we favour a variety of techniques for 
dealing with diverse data. Data warehouse, big data, and 
Squerall-like systems are among these solutions. The former 
two, on the other hand, have their own set of repercussions 
when it comes to efficiently handling this diverse set of data 
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[6]. As a result, in this research, we use the Squerall 
architecture, which can handle unstructured data with billions 
of rows and millions of columns efficiently. Our research 
objective aims us to gain a better understanding of how diverse 
data is handled and how it varies with time. 

The following section (Section II) deals with the backdrop 
of the current study, followed by Section III, which deals with 
the solution employing data warehouse and big data, as well as 
the limitations of each. A brief introduction to the Squerall 
algorithm is provided in Section IV, and the basic design and 
implementation are defined in Sections V and VI, respectively. 
The result analysis is covered in Section VII, as well as the 
overall operation of the approach employed in this study. 
Finally, Section VII wraps up the report with some 
recommendations for the future. 

II. LITERATURE SURVEY 
Transforming and combining them into a single data source 

is a widely used approach for handling data heterogeneity 
issues [7-10]. When all of the data sources are combined into a 
single data source, the storage capacity need rises to that of a 
data warehouse, and some information may be lost as a result 
of lexical, syntactic, and geometrical discrepancies that occur 
during data integration. 

S. A. Catanese [11] et al. described the collecting and 
analysis of massive data representing the linkages between 
online social network participants. They took two different 
approaches, both of which are well-defined and have been 
tested in practice against the popular social network Facebook. 
They presented two algorithms for data crawling: the BFS 
crawler and the Uniform crawler. For data integration, there are 
a variety of ways based on ontology. Bellatreche et al. [12] 
present the a priori approach, which is an ontology-driven data 
integration method. It is assumed that all data sources refer to a 
common ontology, which they may extend by adding their own 
concept specializations. There are two algorithms presented: 1: 
when sources add specific classes and properties to the shared 
ontology 2: when the shared ontology is extended by sources, 
but the occurrences are reflected into the shared ontologies 
before being exchanged. 

Cruz et al. [13-14] presents a layered architecture for the 
integration of networked data that is syntactically, 
schematically, and semantically heterogeneous. They employ a 
global ontology to bridge the gap between the schemas of 
various data sources. A query is given in one of the data 
sources or the global ontology, and the mappings sharing of 
common lexicon are used to translate it into queries in other 
data sources. 

Hashim [15] et al. present a cognitive integration 
framework that is integrated, mediated, and data warehouse-
based. To guide the integration and handle syntactic, structural, 
and semantic heterogeneity, they use two types of ontologies: 
local and global ontologies. 

Cur´e [16-17] et al. provides a mapping language to express 
access linkages to NoSQL databases for non-ontology-based 
access. It proposes an intermediate query language for 
converting SQL to Java methods for NoSQL database access. 
Query processing, on the other hand, is neither defined nor 
evaluated. 

According to Gadepally [18] et al., data can be shifted 
across various databases at query time to improve calculation 
performance; the appropriate database is determined on a case-
by-case basis. Although it has been demonstrated that using 
one database improves overall performance and data 
transportation, this has not been confirmed to be true with 
enormous data. 

Support for a wide range of data sources is restricted or 
non-existent in all of the examined solutions. Only a few data 
sources [19-22] appear to be supported, and wrappers must be 
manually built or hard-coded. Squerall, on the other hand, does 
not invent the wheel and instead makes use of the numerous 
wrappers for existing motors. As a result, it is the solution with 
the most Big Data Variety support in terms of data sources. 

III. TOWARDS SOLUTION 

A. Data Warehouse as a Solution 
"A data warehouse (DW) is a collection of data that has 

been arranged to be utilized as a decision support system," with 
data grouped by topics or subjects [23]. For instance, 
production, sales, and marketing. This arrangement enables for 
the collection of all relevant information on a given issue in 
order to aid decision-making. Users are less likely to modify or 
remove data in a warehouse since it is primarily used for 
consultation; this preserves the traceability of information so 
that analysis may be performed across time [24]. When data is 
put into a DW, data integration removes any conflicts of 
representation, resulting in a uniform representation of data. 

The overall architecture of a DW is depicted in Fig. 1. It 
holds information from a variety of diverse and dispersed 
sources. Databases, data files, external sources, and other 
sources are examples of these sources. Data sources must be 
cleansed before being saved. The cleaning procedure involves 
selecting and purifying data in order to eliminate errors and 
resolve semantic disparities. The data will be integrated into 
the warehouse once it has been cleansed. 

 
Fig. 1. Data Warehouse Architecture. 
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To integrate data from different sources, the ETL (extract, 
transform, and load) procedure must be employed, and data 
sources must be loaded at the logical warehouse schema 
transformations [25]. There are three steps to this: (1) 
Extraction is the process of retrieving data from several 
sources. To maintain data integrity, this stage necessitates 
synchronization of the extraction process. (2) Transformation 
is the process of formatting the extracted data using a set of 
rules to conform to the target warehouse schema. Assigning 
semantics to data sources and integrating source fields with 
target fields are two examples. (3) Loading is the process of 
transferring data from a source database, data warehouse, or 
data mart into a destination database, data warehouse, or data 
mart for analysis. A separate directory in the warehouse stores 
information on the warehouse's establishment, management, 
and use. This "metadata" information includes details on the 
schema sources, associated data, integration schema, refresh 
rules, user profiles, and user groups [26]. A data warehouse can 
be made up of many data marts. They are extracts from the 
warehouse that are tailored to a certain group of consumers and 
address a specific need. They work on OLAP (Online 
Analytical Processing) analysis and decision-making. OLAP 
delivers multidimensional representations of data to assist 
decision-making tools. 

1) Limitations: Various data warehouses have been 
created in various sectors [26-27]. Today's DWs, on the other 
hand, confront fresh scientific obstacles. Indeed, today's data 
sources are diverse, self-contained, scalable, and dispersed. 
Traditional data warehouses face some limitations as a result 
of these challenges, which [28] summarizes as "Lack of 
scalability due to processing complexities coupled with 
inherent data issues and limitations of the underlying 
hardware, application software, and other infrastructure," and 
which we detail as follows: 

• Data essence: New semi-structured and unstructured 
data models and formats have necessitated their 
integration and usage by modern data warehouses, yet 
classic DWs cannot manage semi-structured 
unstructured data [29]. 

• Data availability: The inability to obtain data at the 
proper time has an impact on the institution's decision-
making use and implementation. 

• Storage method and design: in the data warehouse, 
utilizing the same set of discs and controllers has a 
significant impact on both availability and performance 
analysis. 

Because analytic and ad-hoc searches are non-
deterministic, they have the largest influence on total query 
performance, data access, and processing, including data 
movement via the network [30]. Queries may call for a 
significant amount of data to be accessed from various storage 
regions, or a large amount of data to be accessed from a 
smaller storage area [31]. 

B. Big Data as a Solution 
The fast creation of data by various technologies and 

people has reached enormous quantities that hardware and 

human capacities to interpret and modify cannot handle [32-
33]. As a result, there is a common trend in the literature to 
conceive Big Data in terms of data volume. However, there is 
limited consensus on what defines Big Data in terms of volume 
among academics in many fields outside of education. 

1) Limitations: Operating with Big Data systems 
necessitates the use of a high-speed computing infrastructure 
capable of handling vast amounts of data, which can be costly 
in terms of data acquisition, storage, analysis, and 
visualization [34]. Despite the fact that many academic 
institutions are already collecting numerous types of data, this 
information is stored in many databases, making analysis 
challenging. Furthermore, the absence of connectivity among 
institutional data systems makes gathering data from various 
systems for analysis difficult [35]. Additionally, the lack of 
data sharing agreements and data governance rules might act 
as a barrier to cross-institutional data integration and 
comparability [36]. Other key difficulties in Big Data systems 
include concerns about preserving personal and organizational 
privacy through verification and security. 

Moreover, because much of the data already exists in 
institutional databases, current requirements for getting 
participants' consent in Big Data research are difficult to meet. 
Another ethical issue with utilizing Big Data for study is 
ensuring research integrity when using publically accessible 
data, because persons who created the data may not be willing 
to consent to its use, or such individuals may no longer be 
available for the study. Table I summarizes the full conclusion 
of the above-mentioned concerns. 

Because the two viable solutions presented so far each have 
their own set of restrictions. Therefore, in addition to this, we 
need to discover a better solution that will address all of the 
difficulties that may occur in the future. 

TABLE I. BIG DATA ISSUE SUMMARIZATION 

Issues Limitations 

Management Switching the entire company to a new infrastructure 
may be costly and time-consuming. 

Storage 
One Exabyte of data requires 25,000 gigabytes of disc 
space, which is difficult to manage and time-
consuming to upload to the cloud. 

Processing Processing zettabytes and even Exabyte’s of data 
appears to be a problem. 

Heterogeneity 

Big Data is frequently developed by combining many 
data sources belonging to various subpopulations. 
Each subpopulation may have some characteristics that 
are not shared by others. Data points from tiny 
subpopulations are often characterized as 'outliers' in 
traditional contexts when the sample size is small or 
moderate, and it is difficult to properly model them 
due to inadequate observations. 

Noise 
Accumulation 

When analyzing Big Data, we must concurrently 
estimate or test a large number of factors. When a 
decision or prediction rule is based on a large number 
of such factors, estimate mistakes accrue. In large 
dimensions, this noise accumulation effect is 
extremely severe, and it can even overwhelm real 
signals. The sparsity assumption is generally used to 
deal with it. 
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IV.  SOLUTION BEYOND DATA WAREHOUSE AND BIG 
DATA: SEMANTICALLY QUERY ALL -- SQUERALL 

Relational data management has been the dominant 
paradigm for storing and managing structured data for more 
than two decades. However, the introduction of really large-
scale applications exposed relational data management's 
shortcomings in flexibly and horizontally extending the storing 
and querying of vast volumes of data. This sparked a paradigm 
change, requiring a new breed of databases capable of 
managing enormous data quantities while decreasing query 
expressivity and consistency constraints without compromising 
query efficiency. 

By 2008, a slew of so-called non-relational or NoSQL (Not 
simply SQL) databases have popped up (e.g., MongoDB, 
Neo4j). One of the key Big Data difficulties is variety, which is 
exacerbated by heterogeneity. The fundamental rationale for 
the development of semantic technologies during the last two 
decades has been the integration of diverse data. Local data 
schemata are mapped to global ontology terms using defined 
mapping languages for a variety of popular data forms, such as 
relational data, JSON, CSV, or XML [37]. Heterogeneous data 
may therefore be accessed uniformly via queries written in 
SPARQL, a standardized query language that uses words from 
the ontology. Ontology-Based Data Access (OBDA) is the 
term used to describe this type of data access. 

Three issues arise when implementing an OBDA 
architecture on top of Big Data: 

• Translation of a query: SPARQL searches must be 
converted to the query languages of the various data 
sources. It's difficult to achieve a general and dynamic 
data model translation. 

• Execution of federated queries: Because nonselective 
searches with big intermediate results are prevalent in 
Big Data settings, joining or aggregation cannot be 
executed on a single node but must be dispersed over a 
cluster. 

• Information barriers: Data from a variety of sources 
can be linked to produce new insights, and it might not 
be easily 'joinable'. 

Squerall, an extensible framework for querying Data Lakes, 
was built to address the above - mentioned issues [38]. 

• It enables ad hoc querying of massive, diverse data 
sources without the need for data integration or 
transformation. 

• It enables the execution of distributed queries, 
particularly the combining of different heterogeneous 
sources. 

• It allows users to describe query-time modifications 
that change join keys, allowing data to be joined. 

• Squerall combines Apache Spark and Presto, two 
cutting-edge Big Data engines, with RML and FnO, 
two semantic technologies. 

V. SQUERALL ARCHITECTURAL FRAMEWORK 
The OBDA principles [39] are used to build Squerall 

(Semantically query all). Most of these were designed to 
retrieve relational data but have no restrictions on the type or 
scale of data they may handle. We apply them to a Central 
Database, which contains massive and diverse data sources. 

To help guide future debates, we will define the following 
concepts first: 

• All notions used by data sources to characterize a 
single recorded datum, are represented by Data 
Attribute. 

• A data entity, also known as a relevant entity, is a 
notion that data sources use to bring together related 
data, such as a table in a tabular database or a 
collection in a document database. There are one or 
more data characteristics associated with an object. If 
an entity includes information that matches a 
component of the query, it is relevant to the query. 

• In response to a query, the Parallel Operational Area 
(POA) is the parallel distributed environment where 
ParSets are loaded, combined, and modified. It has an 
internal data structure that ParSets must follow. 

• Any storage media, such as basic file storage or a 
database, is referred to as a data source. 

• A data lake is a collection of many data sources where 
data is kept and retrieved in its original state and 
format, without being transformed beforehand [39]. 

A. Squerall Architectural Components 
Squerall is made up of four primary parts (Fig. 2). We will 

utilize the generic ParSets and POA notions instead of 
Squerall's underlying corresponding concrete words, which 
vary from machine to machine, because of Squerall's extensible 
architecture. 

1) Decomposer: Query Decomposer is a programme that 
decomposes queries. OBDA and query federation systems 
frequently use this component. The query's Basic Graph 
Pattern is decomposed into topic variables here. Because the 
focus of query execution is on bringing and merging entities 
from several sources, rather than retrieving a specific known 
item, query decomposition is subject-based (varying subjects). 
In a pre-processing phase, retrieving a certain entity, i.e., topic 
is constant, necessitates full-data parsing and index creation. 
This goes against the Data Lake notion of being able to access 
original data without having to go through a pre-processing 
stage. Nonetheless, a specific entity may be found by filtering 
on its properties. 

2) Entity extractor: Relevant Entity Extractor is a 
programme that extracts relevant entities. This component 
searches the Mappings for entities with attribute mappings to 
each of the extracted star's characteristics for each extracted 
star. 
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Fig. 2. Basic Squerall Architectural Components. 

3) Data wrapper: The SPARQL query must be translated 
to the query language of the relevant data sources in the 
traditional OBDA. In the very varied Data Lake environments, 
this is difficult to implement in practice. As a result, a number 
of recent papers have recommended for the adoption of an 
intermediate query language. The intermediary query 
language in our example is POA's query language, which is 
determined by its internal data structure. At query time, the 
Data Wrapper creates data in POA's data structure, allowing 
for the concurrent execution of costly operations such as join. 
Wrappers must exist to transform data entities from the source 
to POA's data structure, either completely or partly, depending 
on whether parts of the data may be sent down to the original 
source. 

4) Distributed query processor: The final results are 
formed by joining ParSets together. In the POA, ParSets may 
be subjected to any query action, including as selection, 
aggregation, and ordering. However, because we are interested 
in querying several data sources, we will concentrate on the 
join process. 

VI. SQUERALL IMPLEMENTATION 
Scala is used to write Squerall. It declares data mappings 

and transformations using RML and FnO, and employs Spark 
and Presto as query engines. 

A. Mapping 
Squerall allows RML entity and attribute mappings, which 

extends the W3C R2RML mapping language to facilitate 
mapping of diverse sources. 

The rml:logicalsource fragment, which specifies the entity 
source and type, is anticipated. 

rr:subjectMap is used to obtain the entity ID. 

rr:predicateObjectMap, which is used for all entity 
attributes and translates an rml:reference to an ontology word 
through rr:predicate. 

We extend RML with the NoSQL: store attribute from our 
NoSQL ontology, which allows you to define the entity type, 
such as Cassandra, MongoDB, and so on. 
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B. Information Transformation 
Users can specify transformations in Squerall to provide 

data join ability. There are two conditions that must be met: 

1) The transformation specification must be divorced 
from the technical implementation. 

2) Transformations must be done on-the-fly at query time, 
as defined by the Data Lake definition. 

We employ the Function Ontology, which abstracts away 
the particular technology used to describe machine-processable 
high-level functions [40-42]. We utilize FnO in combination 
with RML in the same way as the DBpedia Extraction 
Framework does. We do not, however, build RDF triples 
physically; instead, we apply FnO operations on-the-fly at 
query time. 

When a transformation declaration is satisfied, Squerall 
examines the mappings at query time and initiates appropriate 
Spark and Presto actions over the query intermediate results 
[43]. A map () transformation is employed in Spark, whereas 
equivalent string or number SQL operations are used in Presto. 

C. Querying and Wrapping 
We use two popular frameworks to build the Squerall 

engine: Apache Spark and Presto. Spark is a general-purpose 
processing engine, while Presto is a distributed SQL query 
engine for active querying. Both rely on memory for their 
operations [44-45]. We use the connector idea in Spark and 
Presto, which is a wrapper that can import data from an 
external source into their internal data structure (ParSet), 
flattening any semi representations [46]. DataFrame is Spark's 
internal data structure, which is a tabular format that can be 
queried programmatically in SQL. Their structure is the same 
as the ParSet's, with one column per star predicate. 

VII. RESULT ANALYSIS AND DISCUSSION 
We assess the correctness of the results as well as the 

query's performance. We compare query results to a centralized 
relational database (MySQL) for correctness, since it reflects 
data at its most consistent level. We test query execution time 
against the three created scales to determine performance. The 
influence of the number of joins on query time is highlighted in 
detail. We determine the mean value of each query after 
running it three times. The timeout value is set to 3600 
seconds. 

In the absence of a similar study that allows to query all 
five data sources and SPARQL fragments that Squerall 
supports, we compare the performance of Squerall's two 
underlying query engines: Spark and Presto. 

In case of Accuracy measure, Squerall provided the same 
amount of returns in all scale 0.5m queries as MySQL, 
indicating 100 percent accuracy. We evaluated the 
effectiveness of the various engines after MySQL timed out 
with data of scale 1.5m, and the results were likewise similar. 

 
(a) 

 
(b) 

 
(c) 

Fig. 3. Query Execution Time based on Presto, Spark on different Scales 
(0.5m, 1.5m & 5m). 
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While as, the findings imply that Squerall performs rather 
well across a wide range of queries, i.e., a large number of 
them. Filtering and sorting of joins, with and without filtering 
Squerall, located in Presto, is on display. Up to an order of 
magnitude greater performance than Spark-based solutions. 
Query performance is higher across the board with the 0.5m 
[Figure 3(a)] data scale. There was a rise of up to 800% in the 
number of inquiries. Presto-based models come in 1.5m 
[Figure 3(b)] and 5m scales [Figure 3(c)]. With a rise of up to 
1300 percent in all inquiries except Query 1, is outstanding. 
Thus, a variety of elements contributes to greatness. 

Query performance did not suffer as data size increased; 
query times were roughly proportional to data size (Fig. 4) and 
stayed below the threshold. We purposely add modifications to 
the data so that it becomes unjoinable in order to test the effect 
of the query-time data manipulations. 

 
(a) 

 
(b) 

Fig. 4. Percentage differences between the Scales (Presto-based and Spark-
based). 

The findings reveal that in the vast majority of cases, the 
cost is insignificant. This is due to the fact that both Spark and 
Presto use RAM to do computations. These transformations in 
Spark (figure 4a) only use the map function, which is done 
locally and does not require any data movement. Only a few 
queries out of 5 million in Presto-based Squerall [Figure 4(b)] 
had expenses that were evident but not significant. We only 
add the results of the processing cost at the scale 5M due to 
small variances and to improve readability. Our findings might 
be viewed as a comparison of results between Spark and 
Presto, which is a rare occurrence. 

VIII. CONCLUSION AND FUTURE STRATEGIES 
We described Squerall in this paper as a framework for 

achieving the Semantic Data Lake, or querying diverse and 
huge data sources using Semantic Web approaches. It lets users 
to describe changes that enable joinability on-the-fly at query 
time, and it conducts distributed cross-source join operations. 
Squerall is designed with Spark and Presto, two cutting-edge 
Big Data technologies. Squerall removes users from 
handcrafting wrappers by relying on the latter's connectors to 
wrap the data—a fundamental bottleneck in supporting data 
variation across the literature. It also allows Squerall to be 
readily extended. Squerall may also be dynamically modified 
to use different query engines thanks to its modular code 
design. We want to enable more SPARQL operations in the 
future, such as OPTIONAL and UNION, as well as take use of 
the query engines' own algorithms to improve query 
performance. Finally, there is a natural necessity to maintain 
provenance at the data and query results levels in such a 
diverse setting. 
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Abstract—This article presents an evaluation of 2D 
Animation of Learning Numbers and Letters for Children with 
Verbal Apraxia. The developed application provides some 
knowledge and encourage children with verbal apraxia to learn 
and know about numbers and letters. An experimental testing 
was conducted to evaluate the usability of the developed 
application, aimed as a therapy for the children who suffer this 
apraxia across all age. Five important evaluation components 
such as learnability, usability, accessibility, functionality, and 
effectiveness were included in this testing to investigate the user 
engagement and satisfaction of the proposed medical and 
educational learning system. Online questionnaires were 
distributed as a method to collect user testing outputs. A total of 
33 respondents from multimedia designers, practitioners, 
psychologists, and parents were involved in this survey. The 
results of the testing indicate that majority of respondents are 
satisfied with the outcomes of the 2D animation video. The 
results presented may facilitate improvements in the teaching 
syllabus for students with speech and language disorder and 
produce a great visual animation treatment to the users. 

Keywords—Childhood apraxia of speech; verbal dyspraxia; 
speech and language disorder; 2D animation; visual animation 
treatment; evaluation 

I. INTRODUCTION 
Childhood Apraxia of Speech (CAS) is a speech condition 

in which a child's brain struggles to coordinate the complex 
oral motions required to create sounds into syllables, syllables 
into words, and words into phrases. An evaluation of the child's 
expressive and receptive language abilities is required as part 
of a diagnosis of childhood apraxia of speech; many children 
with this disorder have language deficiencies. This article 
focuses on the testing phase of the 2D animation of Learning 
Numbers and Letters for Children with Verbal Apraxia. The 
objective of this paper is to present a comprehensive usability 
evaluation of visual animation named “2D animation of 
Learning Numbers and Letters for Children with Verbal 
Apraxia”. There are five evaluation components included in the 
testing to evaluate the user engagement and satisfaction of the 
2D animation learning system. It is envisaged the proposed 
product would assist in providing a visual therapy to patients 

with Apraxia of Speech in the form of 2D animated video. The 
contribution of this study is obvious as the resulting outcomes 
can be capitalised as guidelines to increase an awareness about 
Verbal Apraxia to the public. 

II. LITERATURE REVIEW / PREVIOUS WORK 
There have been several studies in the literature reporting 

on the usage of animation, particularly in teaching and learning 
purpose [1-3]. In addition, there are some products which are 
related to the proposed visual animation for verbal apraxia of 
speech. For example, Speech Therapy Songs Animation by 
Barefoot Books [4] and Alphabets and Numbers Verbal 
Therapy by Terapi Autisme Online [5]. However, these 
products are limited for general, autism and spectrum disorder 
use. Besides, these applications are not interactive and the 
syllabus is outdated. 

Hence, a 2D Animation of Learning Numbers and Letters 
for Children with Verbal Apraxia [6] is developed. This 
application is focusing on visual therapy to patients with 
Apraxia of Speech using an animation element. The 
comprehensive explanation on the design and development 
phases of the application; 2D Animation of Learning Numbers 
and Letters for Children with Verbal Apraxia is presented in 
[6]. The comparison of the existing products with the proposed 
application is also presented in [6]. Fig. 1, Fig. 2 and Fig. 3 
present the screenshots of the developed 2D animation of 
Learning Numbers and Letters. 

 
Fig. 1. Screenshot of the Main Page. 
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Fig. 2. Screenshot of the Number Module Page. 

 
Fig. 3. Screenshot of the Alphabet Module Page. 

Usability is described as a product's or service's ability to 
provide maximum satisfaction, efficiency, and effectiveness 
when utilised by various types of users as described in [7]. The 
usability has been investigated by many researchers in [8-13]. 
In recent years, there has been an increasing amount of 
literature on usability testing [14-15]. 

This paper presents an extension of the work reported 
earlier in [6] with emphasis on the evaluation of the proposed 
application. Also, this paper elaborated five components which 
are used as evaluation components for the system testing 
purpose; they are learnability, usability, accessibility, 
functionality, and effectiveness. 

III.  METHODOLOGY 
The methodology section presents about the testing and 

outcomes. The test plan comprising of the test user, test 
schedule, test strategy and test implementation and eventually 
test results are elaborated in this section. 

In this research work, the main target user is children who 
suffers from Verbal Apraxia of Speech from the age of 5-10 in 
Autism Therapy Center in Edufa Pekanbaru, Indonesia. The 
practitioner who guides the children will also be the target user 
as they will be observing the children’s behavior while 
checking the content of the application to make sure it is 
according to the children’s method of study. Table I shows the 
details of respondents that involved in this testing. 

1) Multimedia expert: A multimedia expert is a specialist 
in the field of multimedia and information technology who has 
extensive knowledge and expertise. Graphic Designer, 
Animator, Videographer, and Lecturer were chosen to take the 
test. This test is performed at the end of the development 
process and before the product is released. They will test the 
application with a focus on interface, interactivity, design, 

integration of multimedia elements, and content layouts in the 
application. 

2) Subject matter expert: A subject matter expert is an 
individual that has a specialties and background of medical 
that help improve the application before and after the testing 
method. The practitioners, therapists, and psychologists were 
chosen to take the test. They will independently test the 
application and give an input about the application with 
medical terms and medical point of view. 

3) Parents: The children with autistic and verbal apraxia 
of speech are the main target user of this research work. Since 
the testing was conducted online, the device setup and 
supervision were assisted by their parents. This category is 
addressed to the parents, who will explain the questionnaire to 
their children with their own way. Basically, this category is 
answered by their children assisted by the role of parents. 

During the testing phase, test implementation will outline 
how the testing will be implemented to a certain target user. 
The relationship between the test description and the test data 
is carried out in accordance with the test strategy. 

A. Test Description 
The total number of respondents for the testing procedure is 

33 people. After receiving an explanation of the research work, 
each respondent will conduct the testing independently. They 
are required to answer all of the questionnaire questions. Each 
of the respondent is required to respond and provide comments 
regarding the application in their perspective. 

B. Test Data 
The test data for the user testing will be explained in Table 

II, while Table III, Table IV and Table V represent the 
respondents of subject matter expert, multimedia expert and 
parents, respectively. 

TABLE I. TESTING RESPONDENTS 

 Multimedia 
Expert 

Subject Matter 
Expert Parents  

General 
Informatio
n 

Practitioners who 
teach in Autism 
Center, and Doctor 
who expert in 
Autism 

Multimedia 
Designer who works 
and experienced in 
multimedia field 

Parents of 
children with 
Apraxia of 
Speech 

Description 

To evaluate the 
usage and the 
effectiveness of 
multimedia 
elements in the 
animation 

To identify the 
content validity, 
provides 
understanding 
related to subtopics 

To identify the 
effectiveness 
of the 
animation as a 
therapy 

TABLE II. TEST DATA FOR USER TESTING 

General Information Number of 
Respondents 

Practitioners who teach in Autism Center, and Doctor 
who expert in Autism 16 

Multimedia Designer who works and experienced in 
multimedia field 11 

Parents with autistic children, especially for children with 
verbal apraxia of speech 6 
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TABLE III. DETAILS OF SUBJECT MATTER EXPERT 

Respondents Gender Age Occupation 

Respondent 1 Female 28 Practitioner at Palembang Therapy 
Center 

Respondent 2 Male 26 General Practitioner at Eka Hospital 
Pekanbaru 

Respondent 3 Female 34 Lecturer at Sriwijaya University 

Respondent 4 Female 29 Teacher at Palembang School with 
Special Needs 

Respondent 5 Female 23 Assistant Psychologist at Magna Penta 

Respondent 6 Female 25 General Practitioner at Palembang 
Therapy Center 

Respondent 7 Female 27 Therapist at Clemira Therapy Center 

Respondent 8 Female 25 Therapist at Clemira Therapy Center 

Respondent 9 Female 23 Psychology Student, Intern at 
Palembang Health Department 

Respondent 10 Female 23 Psychology Student, Volunteer at 
Palembang Autism Parenting 2020 

Respondent 11 Female 32 Psychologist, Psychotherapy at Optime 
Palembang 

Respondent 12 Male 22 Psychology Student, Volunteer at Hari 
Peduli Autisme 

Respondent 13 Male 28 
Child Therapist at Dian Selaras 
Konsultan Psikologi & Klinik 
Hipnoterapi 

Respondent 14 Female 22 Psychology Student at Sriwijaya 
University 

Respondent 15 Female 23 Psychology Student at Sriwijaya 
University 

Respondent 16 Female 22 Psychology Student at Sriwijaya 
University 

TABLE IV. DETAILS OF MULTIMEDIA EXPERT 

Respondents Gender Age Occupation 

Respondent 1 Male 24 Graphic Designer at RAGBI 
MALAYA RESOURCES 

Respondent 2 Male 21 
Animator at KINARYA COOP, 
Film and Animation Student at 
Binus University 

Respondent 3 Male 21 Freelance Videographer at Tanjak 
Studio 

Respondent 4 Male 21 Freelance Filmmaker, Broadcasting 
student at Ahmad Dahlan University 

Respondent 5 Male 22 Video Editor Intern at Sinemalis 
Studio 

Respondent 6 Male 22 Deputy Coordinator of Multimedia 
Bureau at PPI Malaysia 

Respondent 7 Female 24 
Web Developer Intern at Sma 
Maahad As-Syakhsiah Tahfiz Sains, 
Pulau Pinang  

Respondent 8 Male 23 Project Manager at PT. Kreatif 
Media Industri 

Respondent 9 Female 24 Lecturer at University of Mataram 

Respondent 10 Female 24 
Master of Computer Science at 
Universiti Teknikal Malaysia 
Melaka 

Respondent 11 Female 25 Graphic Designer at DigitalBrain 
SDN BHD 

TABLE V. DETAILS OF PARENTS 

Respondents Gender Age 

Respondent 1 Female 43 

Respondent 2 Female 42 

Respondent 3 Male 36 

Respondent 4 Male 41 

Respondent 5 Female 32 

Respondent 6 Male 40 

C. Chart Results and Analysis 
Diagrams and charts will be displayed in this analysis based 

on the results of the overview and testing measures. This is an 
examination diagram of the assessment testing that was 
conducted. A few charts have been created based on the 
information obtained from the testing results to summarize the 
outcome of the assessment. 

1) Multimedia expert: Eleven multimedia experts, 
including animators, graphic designers, videographers, 
filmmakers, lecturers, and multimedia students, took part in 
the testing phase. The multimedia experts were asked to assess 
the usage of the multimedia features in the animation video, 
which include content, audio, video, and interface design. The 
collected data will be analyzed and compiled into a bar chart. 

a) Chart of Learnability for Multimedia Expert: Fig. 4 
shows the testing results from multimedia expert for the 
learnability aspect. For the information and messages 
outcome, we can see that 63.6% of multimedia experts 
strongly agree that the information and message in animation 
are simple and straightforward, this is because animation is 
aimed at children, who do not like watching long videos that 
make them feel bored. 

There are about 72.7% of multimedia experts who strongly 
agree that the content of the animation is very easy to 
understand because the animation displays eye-catching and 
easy-to-understand visuals for the viewers. 

It is indicated that there are 54.5% experts agreed that the 
instructions in the video can guide users because the 
instructions are easy to follow and understandable, but parental 
assistance is needed to be able to help children to always 
follow the instructions until the end. 

b) Chart of Usability for Multimedia Expert: Fig. 5 
shows the testing results from multimedia expert for the 
usability aspect. Although 45.5% agree, 9.1% disagree that the 
text and graphics are readable and clear because some experts 
feel that these graphics need to be improved, so that they are 
easily seen by the viewer's eyes. 

More than 50% of experts agree that users do not need help 
with instructions outside of the video because the instructions 
in the video itself are very clear to understand and follow. 

As illustrated in Fig. 5, the finding revealed that 54.5% of 
experts agree that the use of animation gains a better 
understanding of the content of the animated video because of 
the interaction of the host and the movement of the animation 
to the viewer. 
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Fig. 4. Result of Learnability by the Multimedia Experts. 

 

 

 
Fig. 5. Result of Usability by the Multimedia Experts. 

c) Chart of Effectiveness for Multimedia Expert: Fig. 6 
shows the testing results from multimedia expert for the 
effectiveness aspect. Fig. 6 shows more than half experts 

agree that integration between multimedia elements can help 
users obtain information effectively because multimedia 
instruments work together to help deliver information. 

About 72.7% of experts agree that the layout of the content 
increases the effectiveness in conveying information as 
illustrated in Fig. 6 because the arrangement in the preparation 
of the layout is considered by the creators before being applied 
to the video. 

Findings in Fig. 6 highlight 72.7% of experts agree that the 
information has an impact on the user as stated in Fig. 12 
because they believe that the instructions and interactions will 
help children in verbal apraxia therapy through visual 
interactions. 

d) Chart of Accessibility for Multimedia Expert: Fig. 7 
shows the testing results from multimedia expert for the 
accessibility aspect. Fig. 7 clarifies that although seven 
respondents agree that audio used is suitable, it turns out that 
there is one respondent who thinks that the audio used is not 
clear to hear because indeed the device in using audio 
recording does not use a special microphone for voice over, 
but only an ordinary cellphone headset. 

Surprisingly two experts believe that the graphics used are 
not too attractive. This is because there is still a lot of potential 
that can be developed from the animation, such as designs that 
are more attractive to children than the existing ones. 

Fig. 7 shows that almost as many as a quarter of experts 
believe that the use of color in this animation is appropriate and 
attractive because the purpose of this animation is for children, 
so the animation must be made as interesting as possible. 

 

 

 
Fig. 6. Result of Effectivess by the Multimedia Experts. 
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Fig. 7. Result of Accessibility by the Multimedia Experts. 

e) Chart of Functionality for Multimedia Expert: Fig. 8 
shows the testing results from multimedia expert for the 
accessibility aspect. Fig. 8 illustrates that there are four 
experts who strongly agree, and four others also agree with the 
statement that the animation is smooth and can be seen clearly. 
This is because according to their proposal, the use of visual 
aspects is very critical in making an animation video. 

This study indicates that 63.6% experts agree that the user 
will be able to catch the message from the host quickly as 
presents in Fig. 8, this is because of the influence of good 
delivery and interaction from the host which makes the 
message will be conveyed well to the users. 

Summary for Multimedia Expert responses are summarises 
in Table VI. 

 

 
Fig. 8. Result of Functionality by the Multimedia Experts. 

f) Suggestion for Improvement from Multimedia 
Expert: Based on the questionnaire to the multimedia experts, 
below are the suggestion for improvement: 

i. Font for animation (numbers and alphabets) can be 
improved if the font used is a more familiar font. For 
example, the number 0 looks like a dot, because the 
hole is not so visible. The shape of the numbers/letters 
are not clear. 

ii. The main problem regarding handwritten text animation 
could be improved a lot so that the kids understand how 
they should write it, especially given with the font 
choice that should be suitable enough for using that 
effect. 

iii. Regarding about the sound quality coming from the 
speaker, it would be better to use a camera instead of 
using laptop or personal computer due to the sound 
quality would be bad for the kids to listen. With an 
alternative way to get the sound right, using a phone for 
sound recording while using a camera for visual 
recording will make the quality better, including for 
getting a good interactive feeling. 

iv. The animation wise could be better by not making it the 
same all the time, but should be at least different, no 
matter how simple it is. 

v. The animation could be better by not making it the same 
all the time, but should be at least different, no matter 
how simple it is. 

vi. The video is good and informative, the quality is fine, 
but the audio can be improved, maybe by using more 
prepared tools, because audio is one of the important 
instruments. 

vii. Instead of using numbers and letters animations that 
uses bold and thick type of font, the application might 
seek other font type alternatives that gives a clearer 
identification and distinguish between each 
alphabet/number. This suggestion is based on the 
personal difficulty to identify zero due to the unclear 
shape of font and animation flow. Hence, other 
appropriate font type and animation could be suggested 
to give audience a clearer understanding. 

 
2) Subject matter expert: There are 16 subject matter 

experts, including practitioners, therapists, psychologists, 
lecturers, and psychology students who took part in the testing 
phase. The subject matter expert was asked to assess the 
content of the animation from the medical point of view. Then 
the collected data will be analyzed and compiled into a bar 
chart. 

a) Chart of Learnability for Subject Matter Expert: Fig. 
9 shows the testing results from subject matter expert for the 
learnability aspect. The finding highlights 56.3% experts agree 
that the user will be able to catch the message from the host 
quickly as displayed in Fig. 9, this is because of the influence 
of good delivery and interaction from the host which means 
the message will be conveyed well to the users. 
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TABLE VI. RESULT SUMMARY FOR MULTIMEDIA EXPERT 

Question type Strongly Disagree Disagree Moderate Agree Strongly Agree Total 

Leamability - - 3% 55% 42% 100% 

Usability - 3% 12% 52% 33% 100% 

Effectiveness - - 6% 67% 27% 100% 

Accessibility - 9% 15% 52% 24% 100% 

Functionality - - 23% 50% 27% 100% 

Average  2% 12% 55% 31% 100% 

Fig. 9 also shows that our finding revealed that most of the 
respondents agreed that the application animation and content 
are easily understandable. 

There are ten experts agreed that the instructions in the 
video were clear to follow as stated in Fig. 20 because the 
instructions from the host were very clear and delivered 
straight to the point without wasting time. 

b) Chart of Flexibility for Subject Matter Expert: Fig. 
10 shows the testing results from subject matter expert for the 
flexibility aspect. The finding provides evidence that eight 
experts agree that the content provided can promote positive 
behavior between children and parents as mentioned in Fig. 
10. It is because it takes good cooperation and synergy 
between them to be able to apply the knowledge learned from 
the effects after watching the animated video. 

Fig. 10 also presents that all experts agree that this content 
about learning numbers and letters is very suitable for users 
such as children because in general at this age the syllabus is 
used in the field of education in schools is general. 

 

 

 
Fig. 9. Result of Learnbility by the Subject Matter Experts. 

In addition, Fig. 10 stated that half of the experts agree and 
even the rest strongly agree that this animation will improve 
understanding of the content presented because children need 
content that is appropriate for their age such as numbers, letters, 
objects, colors, and so on. 

 

 

 

 

 
Fig. 10. Result of Flexibility by the Subject Matter Experts. 
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This study indicated that eight out of 16 experts strongly 
agree that this application provides a complete information 
about alphabets and numbers as mentioned in Fig. 10. This 
kind of syllabus is very easy to understand and remember 
because it will always be used in everyday life by children who 
watch this animated video. 

Fig. 10 shows about 50% of the experts will use this 
application for verbal speech therapy in the future, because 
they believe they will be able to use it easily and without 
special instructions. 

c) Chart of Effectiveness for Subject Matter Expert: Fig. 
11 shows the testing results from subject matter expert for the 
effectiveness aspect. This study indicates that nine experts 
strongly agree that the integration of the use of multimedia 
elements in the animation helps users get information 
effectively as stated in Fig. 11 because they have used such a 
good, appropriate, and quite interactive elements and 
instruments. 

 

 

 

 
Fig. 11. Result of Effectivess by the Subject Matter Experts. 

Fig. 11 presents that our finding revealed that 75% or 
almost all of the experts agree that the layout of this content 
increases the effectiveness of delivering information. This is 
because the arrangement is in accordance with the needs of 
users, namely the placement of letters, numbers, and images 
that are not too flashy and the selection of colors that are not 
monotonous makes it easy for children to remember shapes and 
colors different in their memory. 

There are nine out of 16 experts who were satisfied, even 
six of them were very satisfied with this animated content as 
mentioned in Fig. 11. They believed it would be a good therapy 
for children with verbal apraxia, enabling them to learn from 
the animated visual interactions of the video. 

Fig. 11 displays eight experts agree and five others strongly 
agree that this application is very relevant and believed to be 
useful for humans in the fields of health and education, 
especially for verbal speech therapy patients. 

Table VII summarises test findings for subject matter 
experts. 

d) Suggestion for Improvement from Subject Matter 
Expert: Based on the questionnaire provided to the subject 
matter expert, below are the suggestion for improvement: 

i. Videos are made more colorful to help children visually 
receive learning. 

ii. Made suitable for children to be able to guess the 
numbers or letters that have been learned. 

iii. The material is good, only in the selection of fonts for 
letters, otherwise use a simple font (without an accent 
of beauty) so that it is easier for children to imitate. 

iv. Children with special needs require less time in learning 
activities. A long enough duration can interfere with the 
child's concentration in receiving the material 
presented. 

v. Children with disorders need more visual acuity so that 
animated animations can be added that can provoke 
cognitive thinking in children to accept learning. 

vi. The background used is trying to be more dynamic, so 
as not to disturb the audience's focus on the back sound. 

vii. This video is quite interesting, where the media used in 
learning is technology. As we know that children with 
autism disorder like new things that are not too 
monotonous. With interesting videos full of colors and 
animations, it can increase children's motivation in 
understanding the material presented. However, this 
video has a long enough duration which can interfere 
with the concentration of children in receiving learning. 
The suggestion is that this video can be divided into two 
sessions, where the children can first be given a break 
and have a moment to rest in receiving the next 
material. 
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TABLE VII. RESULT SUMMARY FOR SUBJECT MATTER EXPERT 

Question type Strongly Disagree Disagree Moderate Agree Strongly Total 

Leamability - - 11% 54% 35% 100% 

Flexibility - - 12% 45% 43% 100% 

Effectiveness - - 9% 53% 38% 100% 

Average - - 10% 51% 39% 100% 

3) Parents: There are six parents of children with verbal 
apraxia took part in the testing phase. They assist the testing 
phase to run well by explaining the questionnaire to their 
children with their own way. 

a) Chart of Learnability for Parents: Fig. 12 shows the 
testing results from parents for the learnability aspect. Fig. 12 
shows most parents agree and the rest strongly agree that this 
animation is able to attract the attention of their children 
because most of them acknowledge that their children are 
interested in interesting audio as well as cute and easy to 
remember animated pictures. 

Half of the parents agree and the other half strongly agree 
that this animation is easy for their child to understand as 
illustrated in Fig. 12, because it contains clear instructions and 
keeps them focused. 

There are four parents who agree and two others who 
strongly agree that the instructions in this video are clear for 
their children to follow as represented in Fig. 12 because the 
instructions and directions from the host are very clear with 
clear words and voices for the user who follows. 

Fig. 12 interprets about 66.7% of parents (4 respondents) 
agree that learning with animation really helps their children 
for better understanding of numbers and letters. It is more 
interesting and attractive for children, as children like and are 
happy when there are moving pictures that resemble shapes 
and have eyes image to teach them how to memorize letters 
and numbers. 

b) Chart of Effectiveness for Parents: Fig. 13 shows the 
testing results from parents for the effectiveness aspect. Fig. 
13 depicts that four out of six chose “strongly agree” that 
animated interactions involve their children as a whole from 
the beginning of learning to completion of learning, so that 
children are 100% involved in the learning process through 
the animated visuals. 

The finding highlight 100% of parents agree that this 
application has a good impact on their children as shows in Fig. 
13. It makes children happy with the animations given and able 
to repeat songs and read letters and numbers, also making them 
easily remember the concepts learned. 

Fig. 13 illustrates that our finding revealed that 66.7% of 
parents agree this application can promote positive behavior in 
children because it can make children to be more focused on 
something, be patient in seeing things and understand things 
slowly and well. 

Also, Fig. 13 shows that four people agree and two others 
do not really agree with the statement that by using 2D 
animation is more effective than watching other learning 

videos. It is because not all children like animation, some only 
like the audio or the visual, not both. 

c) Chart of Accessibility for Parents: Fig. 14 shows the 
testing results from parents for the accessibility aspect. There 
are five people who agree that the layout of the content 
increases the effectiveness in delivering information as stated 
in Fig. 14 because behind a neat layout, a structured pattern 
will appear so that the video goes according to the specified 
plan. 

 

 

 

 
Fig. 12. Result of Learnability by the Parents. 
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Fig. 13. Result of Effectivess by the Parents. 

 

 
Fig. 14. Result of Accessibility by the Parents. 

This study indicates that 66.7% of parents agree this 
application can be used easily, without written instructions as 
mentioned in Figure 14. This animation ran smoothly and 
without issue. The host and the character along with the 
transitions both flows well to the end. The sounds and text are 
both clear and smooth. 

Table VIII summarises the testing summary for parents. 

TABLE VIII. RESULT SUMMARY FOR PARENTS 

Question 
type 

Strongly 
Disagree 

Disag
ree 

Mode
rate 

Agre
e 

Strong
ly Total 

Leamability - - - 67% 33% 100% 

Effectivenes
s - - 8% 66% 26% 100% 

Accessibilit
y - - - 75% 25% 100% 

Average - - 8% 69% 23% 100% 

d) Summary for Improvement from Parents: Based on 
the questionnaire distributed to the parents, below are the 
suggestion for improvement: 

i. Videos are made more colorful to help children visually 
receive learning. 

ii. It is suggested for this application to add the numbers 
up to 20 or 100, for the letters it can go up to A-Z. The 
rest is good and the child loves this video. 

iii. Suggestion for the video, not just number and letters, 
but can talk about shapes, colors, animals, food and 
others. 

iv. Quite good, and quite interesting. The child is happy 
with the video as the child watched it three times 
because the child really liked the song. 

v. Do not make the video too long, suggested for two or 
three minutes. The rest is interesting and educational. 

vi. The child may be a little annoyed with a rather long 
duration but enjoys. 

IV. DISCUSSION 
It is recommended that further improvement be undertaken 

such as the professional recording equipment where the 
equipment like voice recorders and cameras play an important 
role in overcoming visual and hearing problems. It is suggested 
to use proper equipment which can help solve the audio 
problem. Besides that, duration of the video also needs to be 
shortened which will make the audience feel less bored. Thus, 
dividing the topics into separate video parts and not putting 
them in the same video will help solve the problem. In addition, 
the other contents or topics of the animation should be added 
like types of colors, shapes, plants, human body, and other 
topics which is still in line with the children’s learning syllabus. 

The contribution of this study is obvious as the resulting 
outcomes can be capitalised as guidelines as verbal apraxia 
therapy for children with verbal apraxia of speech. The 
findings of this study will help demonstrate the aid for children 
with verbal apraxia of speech in their learning. This research 
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work promotes children and society by providing therapy for 
children with verbal apraxia. It can enhance the way to conduct 
therapy with a new method for kids, and hopefully can be used 
for adults too. Furthermore, this animation includes essential 
knowledge that is simple to comprehend for children. This 
animation also provides an excellent view for children to learn 
about topics, such as numbers and alphabets. This application 
encourages children to listen to and comprehend the messages, 
as well as to memorize them. 

V. CONCLUSION 
The purpose of the current study was to determine the 

usability of the proposed application; 2D animation for 
Learning Numbers and Alphabets. One of the more significant 
findings to emerge from this study is that the proposed 
application received positive feedbacks from the target users. 
These findings suggest that in general the application is 
accepted and greatly contributes to the verbal apraxia children. 
The animation has been successfully developed and run for the 
target users; children with verbal apraxia. This research work 
also meets the objectives, which is to develop an animation 
video as a therapeutic solution for children with verbal apraxia, 
and to evaluate the effectiveness of this animation. It is very 
useful and could be an alternative for therapists, instructors, 
doctors, and parents who have children who suffer verbal 
apraxia, for them to learn things by a new learning method 
with fun and entertainment. The children are entertained by the 
visuals of the animation, which motivates them to learn and 
study new things; if this application is developed carefully with 
more research in accordance with the criteria recommended by 
medical experts, multimedia experts, and parents, this research 
work will have a major impact on science and education if 
developed carefully. The 2D animation application was 
developed for the society and can reach out other scopes like 
social, community and even science and technology. 
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Abstract—SOA maturity model was used to clarify and 
provide a common definition of SOA inside an organization. The 
model provides an abstract overview of SOA adoption by 
characterizing evolutionary levels. However, this study found 
that there is a lacking on how the previous models were 
evaluated to show that the model is conforming to the 
specification and can be implemented in the real-world 
environment. Therefore, this study aims to provide the 
evaluation method for the SOA maturity model through the 
verification and validation process. The Integrated Adoption 
Maturity for Service-Oriented Architecture (IAMSOA) model 
was chosen and the verification process is being performed 
through expert review where the study identifies the experts, 
determines the verification criteria, and collects and analyzes the 
feedback; while the validation was performed through case study 
by identifying the organization, determining the validation 
criteria, brainstorming, and collecting and analyzing the 
feedback. The verification results show that the evaluated model 
is comprehensive, understandable, accurate, and well-organized. 
Moreover, the validation results reveal that it is feasible and 
practical to be executed in the real environment. Conclusively, 
this study has successfully evaluated one of the SOA maturity 
models and shows the verification and validation process in detail 
which can be re-enacted in different projects and settings. 

Keywords—Maturity model; model evaluation; model 
validation; model verification; service-oriented architecture 

I. INTRODUCTION 
Google, Microsoft, and Facebook, among others, have 

grown increasingly reliant on cyberspace for everyday 
operations. As a result of COVID-19's rapid global spread, 
demand for internet services has urged in lockstep with the 
issue [1] [2]. The volume of service requests has increased 
dramatically in comparison to previous years and some of the 
firms have taken several significant initiatives, including the 
adoption of Service Oriented Architecture (SOA). A successful 
SOA implementation requires a well-defined SOA roadmap 
that details the plans, milestones, techniques, and desired 
outcomes. Adopting SOA is a major project that requires 
numerous organizational changes. Typically, businesses begin 
by wrapping traditional systems in web services and utilizing 
SOA as a means of achieving business benefits through total 
business transformation [3]. The most effective method for 
handling this shift is to divide it into phases. Adopting a 
maturity model is the simplest way to implement the 
transformation roadmap [4]. 

Additionally, the frequently divergent perspectives of IT, 
business managers, and organization leaders on SOA maturity 
adoption and delivery could be the result of unstated 
assumptions about where and why SOA should be adopted [5]. 
Furthermore, auxiliary work in SOA metrics is also required. 
Researchers are encouraged to continue developing maturity 
models using a combination of qualitative and quantitative 
metrics. A model of SOA maturity must consider both 
perspective and execution maturity. Progress must also be 
accomplished in a three-dimensional environment, with the 
shift from an IT-driven to an enterprise-transformation 
perspective — encompassing governance, performance 
indications, drivers, and even nomenclature, which therefore 
will likely eclipse execution enhancements inside a given 
perspective. 

Nevertheless, even though numerous scholars contributed 
to the development of the SOA maturity model, there is still a 
dearth of effort in evaluating the model at the time of writing. 
This study has found that it is important to evaluate the model 
to show that it conforms to the standard specifications and is 
suitable to be implemented in a real-world setting. Moreover, 
based on the previous literature, this study has identified 
various SOA maturity models that have been constructed, such 
as SOAMM, SOASMM, Governance Maturity for SOA, and 
IT Risk Management Maturity Model for SOA [6, 7, 8, 9]. Yet, 
most of the previous models did not discuss in detail how they 
evaluate their models to prove they are of high quality and can 
produce reliable results. Based on the literature reading, the IT 
Risk Management Maturity Model for SOA is one of the few 
models that highlights the importance of evaluating the model 
through a case study approach. A similar finding has also been 
mentioned in other maturity models set up in the Global 
Software Development (GSD) domain, where they state that 
the case study approach is a powerful evaluation tool that can 
provide valuable real-world information [10]. 

However, relying solely on the case study approach to 
determine that the developed model conforms to its 
specifications and that all of the required components are 
present in sufficient quantity is inadequate [11]. It is critical to 
obtain the domain expert's approval and feedback before 
sanctioning the developed model [12]. Therefore, this study 
proposed including both the expert review (verification) and 
case study (validation) approach within the evaluation process. 
In realizing this approach, it was determined that one of the 
SOA maturity models should be evaluated to determine 
whether the constructed model meets the specifications, 
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captures the requirements needed, and can be implemented in a 
real-world environment. Accordingly, the Integrated Adoption 
Maturity for Service-Oriented Architecture (IAMSOA) model 
was chosen and evaluated through the verification and 
validation approaches. This study is structured as follows: 
Section 1 covers the introduction and is followed by Section II 
(the background of the study). Section III discusses the 
methodology applied in this study and Section IV presents the 
results. Section V discusses the verification and validation 
results and Section VI summarizes the study. 

II. BACKGROUND OF THE STUDY 
SOA maturity models provide an abstract overview of SOA 

adoption by characterizing evolutionary levels [13] [14]. They 
can be thought of as a collection of critical process areas that 
work together to optimize a well-defined business and IT 
architecture. They also can be used to regulate and measure the 
progress of SOA adoption [15]. In addition, SOA maturity is 
one of the most pressing challenges of SOA adoption issues in 
the SOA lifecycle [16]. However, theoretically sound, 
methodologically rigorous and empirically evaluated SOA 
maturity models are extremely rare [17]. As a result, this study 
determined the importance of reviewing and discussing many 
of the most widely used SOA maturity models presented by the 
industry and academia. The aim of the study is to determine 
how the current researchers evaluate their proposed SOA 
maturity model. 

The SOA Maturity Model (SOAMM) was published in 
2005 based on the feedback from around 2000 architects and 
developers [6]. SOAMM maturity levels were evaluated 
through a single evaluation dimension that incorporates various 
perspectives, including prime business benefits, scope, critical 
technology success factors, critical people success factors, 
organizational success factors, and selected relevant standards. 
Based on these perspectives, they presented a guide for 
establishing SOA vision and a benchmark for measuring 
progress by including the goals, characterization of the scope, 
business benefits, important industry standard, key practices, 
and critical success factor. Despite this, SOAMM never 
explained how they evaluate their model in depth. 

In 2012, Welke et al. [14] proposed an SOA maturity 
model based on the capabilities of maturity model integration 
(CMMI). Welke’s model first interpreted their maturity model 
as a capability orientation model, and then they specified that 
as SOA becomes more mature, the SOA ability should be fully 
realized in order to contribute to business operations and 
organization’s service orientation as a whole. Furthermore, the 
researcher proposed an SOA maturity cube that introduces the 
idea of a multidimensional view for SOA maturity. The first 
dimension is for the organization to identify their current levels 
of SOA maturity according to six defined SOA criteria, which 
are the infrastructure efficiency, reuse, composition and 
integration, business process and analytics, enterprise 
flexibility and agility and enterprise transformation; the second 
dimension is to determine what to do in order to reach the next 
maturity, which are the benefits and metrics, business 
involvement, methodology, service sourcing and governances. 
However, their study also does not include a comprehensive 
discussion on the evaluation method. 

Inspired by the introduction of the SOA maturity model in 
2005 [6] and the maturity cube concept by Welke et al. [14], 
Hamzah et al. [18] first presented that the SOA should have 
prioritized on both information technology (IT) and business 
benefits. Then, continuing their work, they mentioned that the 
SOA maturity level should be based on the Adoption of 
Innovation theory to cater for SOA adoption issues and that the 
GQM approach should have been included within the 
evaluation matrix to provide a structure and systematic 
evaluation [19] [20]. Additionally, they did an exploratory 
study in 2019 to bolster and enhance their findings, which 
subsequently lead to the introduction of the IAMSOA model. 
Nonetheless, their work is incomplete, as they emphasize the 
importance of evaluating their model to conform that it can 
accomplish the desired objective and being employed in a real-
world setting. 

Coincidentally, within the same year of 2019, another 
researcher has performed a systematic literature review on the 
SOA maturity models to identify research opportunities and 
areas where the SOA maturity model can be improved [21]. A 
total of 20 unique SOA Maturity Models were investigated and 
reviewed in detail. Their findings reveal that although all SOA 
Maturity Models propose an assessment framework, only a few 
SOA Maturity Models are guided in prioritizing the 
improvement process. Furthermore, in line with this study’s 
interest, they also mentioned that empirical research on the in-
depth analysis and evaluation of SOA Maturity Models is 
sparse. They also further acknowledged that there is minimal 
effort in evaluating the SOA maturity model and it is critical 
for future research to work on this issue. 

Recently in 2021, Azevedo et al. [9] constructed an IT Risk 
Management Maturity Model for SOA. This work presents a 
risk management maturity model, formed by the union of good 
information technology risk management practices and existing 
maturity models, to be applied in an SOA. The model aims to 
support the assessment process of identifying the level of risk 
management maturity within the SOA domain. To evaluate the 
proposed model, the scenario of a health organization was 
used, and the results indicated that the level of IT risk 
management maturity based on SOA was measured, providing 
a holistic view of risk management on the dimensions of 
people, processes, and technology. They stated unequivocally 
that it is important to validate the SOA maturity model through 
a real-world scenario in which their results show the risks 
maturity level and the importance of managing risks properly. 

As a result of earlier literatures, this study concluded that it 
is important to perform the evaluation on the SOA maturity 
model, particularly through the implementation in a real-world 
environment. The proposed evaluation method through the 
verification and validation process is expected to provide an 
organized guideline for other researcher to evaluate their 
developed SOA maturity model. This study will build on the 
work of [20] by conducting an evaluation of the IAMSOA 
model via the verification and validation process. The approach 
utilized in this study to evaluate the IAMSOA model is 
described in the next section. 
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III. THE EVALUATION METHOD FOR SERVICE-ORIENTED 
ARCHITECTURE MATURITY MODEL 

Based on the literature reading, this study has found that the 
evaluation for SOA maturity model should be performed 
through two main phases which are the verification and 
validation phases. Fig. 1 shows the proposed evaluation 
method for SOA maturity model and the components require to 
perform the evaluation process. They are discussed further in 
the next subsection. 

A. Verification Stage 
The verification should be performed to check whether the 

SOA maturity model conforms to its specification [22] and 
ensures that all required components are present in the right 
quantity [23]. This study found that the verification stage was 
intended to verify i) the maturity level, ii) evaluation 
dimension, and iii) evaluation matrix. To accomplish these 
aims, the expert review should be used because it has been 
accepted as a significant way to detect and remove defects 
[24]. Basically, there are three activities involved in verifying 
the SOA maturity model which are i) identifying the expert, ii) 
determining the verification criteria, and iii) analyzing the 
feedback. These activities are discussed in the following 
subsections. 

1) Identifying the expert: The experts should be chosen 
among the academicians (knowledge experts) by following the 
characteristics of experts as suggested by Hallowell and 
Gambatese [25]. The characteristics include i) currently 
attached to the field of the study under examination, ii) hold 
an advanced degree (PhD.), iii) faculty members at an 
accredited university, iv) authorship, and v) have at least five 
years of experience. Additionally, as the SOA maturity model 
is intended to be used by the SOA practitioners, therefore, 
they should be included as the domain experts to perform the 
verification as well as to give their insights from the real-life 

environment point of view. The characteristics of the domain 
experts are that they should have at least three years of 
experience in SOA implementation. 

2) Determine the verification criteria: The study has 
identified that the major components of the SOA maturity 
model are the maturity level, evaluation dimension, and the 
evaluation matrix. These components should be verified for 
their comprehensiveness, understandability, accurateness, and 
organization. These criteria were based on the previous studies 
where it was appropriate and has been successfully used to 
verify their model or framework [26] [27]. The questions that 
were asked to verify and measure these criteria were adopted 
from Salah [28]. 

3) Collecting and analyze the feedback: The knowledge 
expert’s feedbacks should be collected and analyzed for 
further improvements. 

B. Validation Stage 
Models validation is a fundamental process to confirm that 

the models are of sufficiently high quality [29]. In this context, 
the validation process was performed to prove that the SOA 
maturity model have high quality and can be re-enacted in 
other projects or settings. This study performed the validation 
process through the case study approach. The details activities 
for the validation process are discussed in the next subsection. 

1) Identifying the organization: The organization should 
be selected based on their dealing with SOA, the available 
projects related to the SOA, and their willingness to apply the 
model. The study also identified that it is appropriate to select 
the organization according to their expertise in dealing with 
SOA where the organization needs to be competent in SOA-
based applications. This enables the testing of the feasibility 
and practicality of the model in different settings. 

 
Fig. 1. The Proposed Evaluation Method for SOA Maturity Model. 
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2) Determine the validation criteria: The validation 
criteria for the SOA maturity model were determined by 
adapting them from the study of [25] which can reveal the 
success of the proposed model. Kitchenham and Pickard [30] 
stated that the evaluation criteria should include three main 
criteria which are, gain satisfaction, interface satisfaction, and 
task support satisfaction. These common criteria had then 
been used by several researchers such as [20] and [19] in 
evaluating their model or framework which were carried out 
in the field of software engineering. 

3) Brainstorming: After the identification of the 
validation criteria, the validation process should be performed. 
The brainstorming session should be conducted where it is to 
introduce the SOA maturity model to the organization. The 
purpose of implementing the SOA maturity model should be 
explained to the organization who participate in this validation 
process. 

4) Data collection and analysis: The data collection and 
analysis can be performed by giving out and collecting the 
data based on two evaluation forms which are: i) the proposed 
instrument in order to evaluate the maturity of SOA adoption 
for the organization and ii) the evaluation form to validate the 
proposed model. Based on the feedback from the organization, 
the data should be analyzed and the evaluated SOA maturity 
model should be improved. 

IV. THE IMPLEMENTATION OF THE PROPOSED EVALUATION 
METHOD FOR SERVICE-ORIENTED ARCHITECTURE MATURITY 

MODEL 
This section is going to discuss the result of implementing 

the proposed evaluation method tos the IAMSOA model. 

A. Result for Verification 
This section illustrates the experts’ answers and suggestions 

for the IAMSOA verification. There are three major 
components of the IAMSOA model which need to be verified 
by the experts which are the evaluation dimension, maturity 
level, and evaluation matrix. These components were verified 
based on their comprehensiveness, understandability, 
accurateness, and organization. These criteria were adapted 
from previous studies [24] [26]. 

The experts provided their feedbacks by filling in the 
checklist form. The experts were asked to rank the level of 
these criteria achievement. The Six Likert scales were used to 
describe the level of achievement of the items. The results were 
calculated by getting the mean score for each criterion and 
selecting the appropriate interval that represents the actual 
mean. Table I shows the mean interval presentation and the 
achievement level adapted from ISO 15504 while Table II 
reveals the verification results for the evaluation dimension 
components. 

Results in Table II show that three out of four criteria 
gained “fully achieved” for the evaluation dimension which are 
comprehensiveness, understandability, and well-organized. The 
accuracy is the only criteria that gained ‘largely achieved’. 
Most of the experts stated that the evaluation dimension is well 
defined and acceptable. 

TABLE I. REPRESENTATION OF ACHIEVEMENT LEVELS (ADAPTED FROM 
ISO/IEC 15504) 

Mean Interval Presentation Achievement level 

From 0 to 0.8 (0%-15%) Not achieved 

From 0.9 to 2.9 (>15%-50%) Partially achieved 

From 3 to 5 (>50%-85%) Largely achieved 

From 5.1 to 6 (>85%-100%) Fully achieved 

TABLE II. VERIFICATION RESULTS FOR THE IAMSOA EVALUATION 
DIMENSION 

Item Mean Overall 
Mean 

Achievement 
Level 

Comprehensiveness 

The required criteria for 
evaluating the SOA IT and 
business benefits are included. 

5.3 

5.3 Fully Achieved 
The required sub-criteria for 
evaluating the SOA IT and 
business benefits are included. 

5.3 

Accuracy 

The IT and business benefits 
criteria and sub-criteria are 
correctly assigned to maturity 
levels. 

4.9 

5 Largely 
Achieved 

There is no overlap detected 
for the descriptions of IT and 
business benefits criteria and 
sub-criteria. 

5.1 

The sub-criteria for IT and 
business benefits are correctly 
assigned to IT and business 
benefits criteria. 

5 

Understandability 
The IT and business benefits 
criteria and sub-criteria are 
understandable. 

5.2 

5.2 Fully Achieved The IT and business benefits 
criteria and sub-criteria 
descriptions are 
understandable. 

5.2 

Well-Organized 

The IT and business benefits 
criteria are well organized. 5.3 

5.25 Fully Achieved 
The IT and business benefits 
sub-criteria are well organized. 5.2 

Expert F mentioned that at the ‘Optimized’ level, the 
organization should be looking at the agility and flexibility for 
optimization and transformation to be ahead of the 
competition. Furthermore, another expert (Expert C) stated that 
the proposed model needs to consider a few KPAs such as 
Configuration Management. In short, all of the experts agreed 
with the evaluation dimension of the IAMSOA by stating that 
the proposed dimension is acceptable and can be applied to 
measure the IT and business benefits. As for the IAMSOA 
maturity level verification, the results are listed in Table III. 
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TABLE III. VERIFICATION RESULTS FOR THE IAMSOA MATURITY LEVEL 

Item Mean Overall 
Mean 

Achievement 
Level 

Comprehensiveness 

The number of maturity 
levels are adequate and 
appropriate. 

5.2 

5.08 Fully Achieved 

The maturity levels 
description is sufficient. 5.3 

The maturity levels are 
sufficient to represent all 
maturation stages of the 
domain. 

5 

The Key Process Area 
(KPA) for each maturity 
level covers all aspects for 
evaluation of the domain. 

4.8 

Accuracy 

There is no overlap detected 
between descriptions of 
maturity levels. 

5 

5.13 Fully Achieved 

There is no overlap detected 
between each Key Process 
Area (KPA) of maturity 
levels. 

5 

The Key Process Areas 
(KPAs) are correctly 
assigned to their respective 
maturity level. 

5.4 

Understandability 

The maturity levels are 
understandable. 5.3 

5.2 Fully Achieved 

The maturity levels 
description are 
understandable. 

5.2 

The Key Process Areas 
(KPAs) for each maturity 
level are understandable 

5.1 

Well-Organized 

The maturity levels are well 
organized. 5.2 

5.15 Fully Achieved The Key Process Area 
(KPA) for each maturity 
level are well organized. 

5.1 

As shown in Table III, the maturity level gained “fully 
achieved” for all the criteria. Based on the expert review, 
majority of the experts satisfied with the proposed maturity 
level. One of the experts mentioned that the maturity level for 
the IAMSOA model is derived from a well-defined standard in 
software engineering practices such as CMMI and it is well 
understood. Another expert also stated that the maturity level is 
well organized and understandable. Conclusively, all the 
experts agreed that the IAMSOA maturity level is well-
defined, organized, and appropriate to be used as a benchmark 
for measuring the SOA maturity and adoption. Table IV 
presents the results of the IAMSOA evaluation matrix 
verification. 

TABLE IV. VERIFICATION RESULTS FOR THE IAMSOA EVALUATION 
MATRIX 

Item Mean Overall 
Mean 

Achievement 
Level 

Comprehensiveness 

The model is sufficient to determine 
the SOA adoption maturity 5 

4.92 Largely 
Achieved 

The model is sufficient for 
conducting SOA adoption process 
improvement 

5 

The model is sufficient to track the 
SOA adoption issues 4.7 

The model is sufficient and practical 
to be used in industry 4.9 

The model is useful to be used in 
industry 5 

Accuracy 

The overall evaluation matrix are 
constructed correctly 5.1 

4.98 Largely 
Achieved 

The evaluation goals are constructed 
correctly 5 

The evaluation questions are 
constructed correctly 4.9 

The evaluation metrics are 
constructed correctly 5.1 

The evaluation process are 
constructed correctly 4.8 

Understandability 

The evaluation matrix is 
understandable 5.3 

5.2 Fully 
Achieved 

The evaluation process is 
understandable 5.3 

The implementation guideline is 
understandable 5 

The scoring scheme is understandable 5.2 

Well-Organized 

The structure of evaluation matrix are 
well organized 5.4 

5.3 Fully 
Achieved The evaluation process are well 

organized 5.2 

Based on Table IV, two out of four criteria for the 
IAMSOA evaluation dimension gained “fully achieved”. The 
criteria that obtained “fully achieved” are understandability and 
well-organized, while the comprehensiveness and accuracy 
criteria “largely achieved”. Expert E commented that detail 
descriptions for the achievement scale (not achieved, partially 
achieved, largely achieved, and fully achieved) are required 
and the coverage for the evaluation needs to be included. 
Moreover, Expert A mentioned that the evaluation matrix 
needs to include specific steps such as an evaluation flow for 
the evaluation matrix to be clearer and understandable. Another 
expert (Expert C) also stated that there are a few steps in the 
assessment process that need to be rearranged where some of 
the steps should appear at the beginning of the assessment 
process. Nevertheless, despite some of their comments, all the 
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experts agreed that the evaluation matrix for IAMSOA is well 
structured and can be applied in the real-world environment. 

Overall, all experts gave general reviews of the proposed 
IAMSOA model. They concluded that IAMSOA is a good 
model and can benefit the industry. Majority of the experts 
agreed that IAMSOA is a flexible model that can be extended 
to cater other related SOA domains. Finally, once the 
evaluation dimension, maturity level, and evaluation matrix 
have been verified, the validation process were performed and 
is presented in the next subsection. 

B. Result for Validation 
The aim of the validation process is to evaluate the 

effectiveness of the IAMSOA model. In this study, the 
validation was performed through case study. This section 
presents the results of the case study conducted in one of the 
software companies in Malaysia. The aim is to validate the 
IAMSOA model and show its applicability and added benefits. 
Fig. 2 shows the assessment process flow for SOA maturity 
model. 

The case study was performed by assessing the Product 
Inspection System by Company A. Detail discussions for the 
case study are presented in the following subsection. 

1) Organization profile: Company A is an in-house 
solution provider. Its main client is an electric utility company 

that represents one of the large semi-government sectors in 
Malaysia. Apart from providing a centralized, one-stop center 
for technical solutions and innovation, Company A has 
developed some solutions under a variety of applied research 
projects. Recently, Company A needed to ensure that only 
qualified equipment is employed by their parent company. In 
order to provide this service, a Product Inspection (PI) 
Management System was developed by the company. This 
signifies that the PI has an enormous job coordination. To 
handle such big volumes, a flexible architecture is necessary 
to ensure that the PI Section is able to manage various PI 
related works. Hence, the SOA has been adopted in 
developing the PI Management System. In addition, a 
mechanism to measure the quality of the SOA-based 
application is required to ensure the delivery of high-quality 
services to the IT and business people in the company. Having 
the SOA-based application, it is obvious that the IAMSOA 
model can help in determining the level of adoption and 
maturity. After contacting and discussing with the company’s 
ICT Research Unit, the proposed IAMSOA model was used to 
assess the SOA adoption maturity for the PI Management 
System. The subsequent sections describe the details of the 
IAMSOA model related processes in evaluating and assessing 
the SOA adoption maturity in the company. 

 
Fig. 2. SOA Maturity Model Assessment Process Flow. 
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2) Plan and prepare for assessment process: There are six 
activities involved in the planning and preparing for the 
assessment process; i) developing commitment, ii) developing 
assessment plan, iii) planning and preparing assessment team, 
iv) identifying and analyzing project candidate, v) selecting 
and preparing assessment participant, and vi) preparing 
assessment conduct. During this phase, the assessment team in 
Company A started to plan and prepare for applying the 
IAMSOA model. The phase started by defining the objectives, 
constraint, and scope for appropriate assessment design as 
well as establishing an organization leader commitment. Then, 
the team prepared a document for guiding and defining the 
execution of the assessment. The lead assessor, conducted a 
briefing session to the team to familiarize them with the 
assessment plan, IAMSOA model, and assessment process. 
After the briefing, the team continued with a meeting among 
its members to discuss whether the assessment can be 
conducted or not. After they agreed to proceed with the 
assessment, each staff was appointed a specific role. 

3) Conduct assessment process: After finishing the first 
activity, the assessment team continued to conduct the 
assessment. The assessment processes include i) reviewing 
presentation, ii) reviewing document, iii) conducting 
interview, iv) recording the gathered information, and v) 
consolidating and synthesizing data. 

This phase began when the assessor started to collect the 
data by participating during the staff/developer’s presentation 
regarding SOA project. The assessor then assessed the 

documents produced during the development of the project. 
The assessor also interviewed the top management, project 
manager, and developers to obtain information about the 
project/system and clarify on any information that could not be 
acquired through document review. Then, the assessor 
produced a document that records all the gathered information. 
After obtaining all the required data, the assessor went on to 
calculate the score for individual and overall performance 
qualities of the SOA project by using the IAMSOA assessment 
form as shown in Fig. 3. 

4) Report result process: The final phase is about 
reporting the results that involved four activities; i) 
determining the adoption maturity level, ii) delivering 
assessment results, iii) collecting feedbacks and lesson 
learned, and iv) producing report and supporting follow-on 
activity. At the beginning of this phase, the SOA adoption 
maturity level for Company A was determined based on the 
score extracted from the IAMSOA assessment form. The 
results of the maturity level for the PI Management System is 
presented in Tables V, VI, VII, and VIII. Table V shows the 
score for the PI Management System at Maturity Level 1 is 
95% which indicates that the PI Management System has 
successfully achieved maturity level 1. 

Table VI shows the score for the PI Management System at 
Maturity Level 2 of 91.5%. This indicates that the PI 
Management System has successfully achieved maturity level 
2. 

 
Fig. 3. Example of the IAMSOA Model Assessment Form. 

TABLE V. MATURITY LEVEL 1 FOR THE PI MANAGEMENT SYSTEM 

Key Process Area Key Practices Individual Quality Overall Quality Achievement 

SOA Knowledge Gathering 
(SOAKG) 

Awareness Knowledge (AK) 85% 

95% >85% 
Achieved Maturity Level 1 

How-to Knowledge (HK) 90% 

Principle Knowledge (PK) 100% 

New Functionality (NF) 
Perform New Service (PNS) 100% 

Develop Pilot Project (DPP) 100% 
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TABLE VI. MATURITY LEVEL 2 FOR THE PI MANAGEMENT SYSTEM 

Key 
Process 
Area 

Key Practices Individual 
Quality 

Overall 
Quality Achievement 

SOA 
Adoption 
(SOAA) 

SOA Adoption 
Decision 
(SOAAD) 

100% 

91.5% 

>85% 
Achieved 
Maturity 
Level 2 

SOA 
Infrastructure 
Management 
(SOAIM) 

85% 

SOA Best 
Practices 
Management 
(SOABPM) 

95% 

SOA Project 
Planning 
(SOAPP) 

87% 

Service 
Integration 
(SI) 

Service 
Modularity 
(SM) 

95% 

Service 
Scalability 
(SS) 

Service 
Migration (SMi) 87% 

Cost 
Reduction 
(CR) 

Time 
Management 
(TM) 

87% 

Cost 
Management 
(CM) 

96% 

Table VII shows the score for the PI Management System 
at Maturity Level 3 of 93.5%. This shows that the PI 
Management System has successfully achieved maturity level 
3. 

TABLE VII. MATURITY LEVEL 3 FOR THE PI MANAGEMENT SYSTEM 

Key Process 
Area Key Practices Individual 

Quality 
Overall 
Quality Achievement 

SOA 
Implementation 
(SOAI) 

Technical 
Assistance 
Resolution (TAR) 

96% 

93.5% 

>85% 
Achieved 
Maturity  
Level 3 

Service Analysis 
(SA) 87% 

Service Design 
(SDES) 89% 

Service 
Development 
(SDEV) 

93% 

Service Monitoring 
(SMo) 100% 

Service 
Reusability 
(SR) 

Service Publicity 
(SP) 100% 

Service 
Conformance (SC) 100% 

Service 
Comprehensibility 
(SCo) 

100% 

Service 
Understandability 
(SU) 

100% 

Service 
Integration 
(SI) 

Service 
Availability (SAv) 91% 

Service 
Flexibility 
(SF) 

Service Reliability 
(SRe) 91% 

Service Agility 
(SA) 

Service 
Modifiability 
(SMod) 

100% 

Service 
Scalability 
(SS) 

Service Replication 
(SRe) 100% 

IT/Business 
Alignment 
(ITBA) 

Orchestration 
Management (OM) 91% 

Resources 
Alignment (RA) 85% 

Table VIII shows the score for the PI Management System 
at Maturity Level 4 of 77.4%. This indicates that the PI 
Management System has not achieved maturity level 4. 

TABLE VIII. MATURITY LEVEL 4 FOR THE PI MANAGEMENT SYSTEM 

Key Process 
Area Key Practices Individual 

Quality 
Overall 
Quality Achievement 

SOA 
Performance 
Evaluation 
(SOAPE) 

Service Level 
Agreement 
(SLA) 

95% 

77.4% 

<85% 
Not Achieved 
Maturity Level 
4 

System Testing 
(ST) 100% 

Service 
Reusability 
(SR) 

Service 
Discoverability 
(SD) 

83% 

Service 
Commonality 
(SCom) 

92% 

Service 
Composability 
(SComp) 

75% 

Service 
Portability (SP) 62.5% 

Service 
Adaptability 
(SAd) 

62.5% 

Service 
Flexibility 
(SF) 

Service 
Interoperability 
(SInt) 

42% 

Service 
Changeability 
(SCh) 

55% 

Service 
Agility (SA) 

Service 
Evolvability 
(SEv) 

75% 

Business 
Quality (BQ) 

QoS Assurance 
(QoSA) 95% 

Security 
Management 
(SM) 

92% 
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Results from the evaluation show that the PI Management 
System has achieved “Maturity Level 3”. Maturity level 5 Key 
Process Area was marked with ‘pending’ once the Company A 
failed to achieve Maturity Level 4. Based on Table VIII, 
Company A can instantly identify at which Key Process Areas 
and Key Practices that they have been lacking off. Therefore, it 
is important for Company A to be able to measure the relative 
maturity within each Key Process Area to identify areas that 
are lacking. 

As presented in Table VIII, at maturity level 4, the PI 
Management System partially achieved the Service Flexibility, 
and largely achieved the Service Reusability and Service 
Agility. Thus, Company A needs to give more attention and 
work on these Key Process Areas to achieve the next level 
which is Maturity Level 4. Once the lagging Key Process 
Areas have been identified, it is possible to come up with 
solutions and eventually improve the success of the overall 
SOA initiative. 

Based on the results presented in Tables V, VI, VII, and 
VIII, Company A can determine which goal that the PI 
Management System has already achieved according to the 
IAMSOA model. The goal achievement is important to 
identify the areas that are already fulfilled and those that need 
improvement. After determining the SOA adoption maturity, 
the assessment results were immediately presented to the 
company’s ICT Research Unit to get an agreement on the 
outcomes. In addition, based on the results, recommendation 
on future improvements were proposed. Company A has to 
improve three main service areas, namely Flexibility, 
Reusability, and Agility in order to achieve Maturity Level 4 
and to progress to the next level Maturity Level 5. 

V. DISCUSSION 
The results indicate that Company A has achieved maturity 

level 3 and implies that Company A is competent in applying 
the SOA based-application. Moreover, an interview session 
was conducted with the assessment team leader for Company 
A to validate the IAMSOA model. The team leader answered 
the validation form that was constructed based on a set of 
evaluation factors. These factors are gain, interface, and task 
support satisfactions. Each factor includes various related items 
or statements. These statements were answered by the 
assessment team members by deciding whether to AGREE or 
DISAGREE. This type of answers format signifies a practical 
measurement [31] that can directly capture the respondent’s 
intention effectively. Table IX displays the validation results 
form. 

From Table IX, the first criterion or factor to be evaluated 
during the validation process is “gain satisfaction” that 
measures the benefit of the IAMSOA model to the real-life 
environment. The measurement items for this factor include 
decision support satisfaction, comparison with the previous 
model, clarity, and task appropriateness. The results from the 
interview point out that the assessment team from company A 
stressed that the model achieved decision support satisfaction 
by helping the organization to decide on well-defined 
processes. The assessment team also agree that the model is 
very clear and understandable where each process presents the 
required input, outputs, methods and activities. 

TABLE IX. VALIDATION RESULTS 

Item Company A 

Gain satisfaction 
Decision support satisfaction: The IAMSOA model helps 
the management to take a well-defined decision based on 
the processes.  

Agree 

Comparison with the previous SOA model: The IAMSOA is 
better than the old model that you used in terms of structure 
and achieved results. 

Agree 

Clarity (clear and illuminate the process): The IAMSOA 
process is clear to the development team, where each phase 
clearly presents the required inputs, outputs, methods or 
practices, and activities.  

Agree 

Task Appropriateness: The phases and activities presented 
in the IAMSOA model are appropriate for adopting and 
implementing SOA in your company; and the flow of the 
process is presented in a systematic and effective way. 

Agree 

Interface satisfaction 

Internally consistent: The IAMSOA model is internally 
consistent.  Agree 

Organization (well organized): The components of the 
IAMSOA model are well organized and structured which 
makes the process easy to perform. 

Agree 

Appropriate for audience: The IAMSOA model is 
appropriate for the audience. Those audiences are referred to 
the development and the monitoring team in the software 
firms. 

Agree 

Presentation: The results presented by performing the 
IAMSOA process are produced in a readable and useful 
format. 

Agree 

Task support satisfaction 

Ability to produce expected results: The IAMSOA model is 
able to produce expected results.  Agree 

Completeness (adequate or sufficient): The IAMSOA model 
is adequate and sufficient for adopting and implementing 
SOA in your organization.  

Agree 

Ease of implementation: The process of the IAMSOA 
model is easy to implement.  Agree 

Perceived usefulness 

Using IAMSOA model enables you to accomplish your 
tasks more quickly. Agree 

Using IAMSOA model improve the performance of your 
work. Agree 

Using IAMSOA model makes performing your tasks easier.  Agree 

IAMSOA model is useful to your work. Agree 

Using IAMSOA model increases your productivity. Agree 

Perceived ease of use 

Learning the IAMSOA model is easy for you. Agree 

Do you find it easy to use IAMSOA model to do what want 
to do? Agree 

The IAMSOA model is flexible to interact with. Agree 

Your interactions with the IAMSOA model are clear and 
understandable. Agree 

It is easy for you to become skillful in using the IAMSOA 
model. Agree 

The IAMSOA model is easy to use. Agree 
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The “interface satisfaction” represents the second criterion 
or factor that measures the IAMSOA model in terms of 
interface presentation, format, and processing efficiency. 
Pertaining to this factor the assessment teams emphasized that 
the model is internally consistent whereby each component 
complements one another. The team also agreed that the 
IAMSOA components are well organized and structured by 
sorting all the processes, activities, and roles in a clear and 
understandable manner. The model is also declared to be 
appropriate for the audience as the team members comprised of 
those with variety of skills. The team also satisfied with the 
readable and useful results format produced based on the 
IAMSOA model. 

To ensure that the IAMSOA model can achieve its intended 
purpose and satisfies the assessor, the “task support 
satisfaction” factor is used as the third measurement factor. The 
team also agreed that the IAMSOA model can produce the 
expected result because it provides a well-defined sequence of 
activities and a wide variety of evaluation criteria such as the 
SOA adoption, maturity, IT, and business benefits. In addition, 
the model was found to be adequate and sufficient in 
determining the level of SOA adoption maturity that focuses on 
the IT and business benefits. Consequently, based on the 
responses relating to perceived usefulness and ease of use, it 
can be concluded that the IAMSOA model is useful, easy to 
use, effective, and feasible to be used in Malaysian 
organizations. 

VI. CONCLUSION 
This study has presented the evaluation method for the 

SOA maturity model through the verification and validation 
stages. The significance of the proposed evaluation method 
within the domain of the study is to provide a guideline for 
other researchers who want to ensure that their SOA maturity 
model conforms to the specification and can be implemented in 
the real-world environment. The IAMSOA model was chosen 
as a case study to implement the proposed evaluation method 
for the SOA maturity model. In the verification stage, the 
IAMSOA model has been verified by five knowledge and five 
domain experts. The experts were asked to verify the IAMSOA 
evaluation dimension, maturity level, and evaluation matrix. 
Next, the validation stage was performed using the case study 
approach, and the findings reveal that the IAMSOA model is 
feasible to be implemented in the real world based on several 
real-life applicability evaluation criteria such as gain 
satisfaction, interface satisfaction, task support satisfaction, 
perceived usefulness, and perceived ease of use. Conclusively, 
this study has successfully evaluated one of the SOA maturity 
models through the verification and validation process. 
Moreover, this study has contributed to explaining how to 
perform the expert review and case study to evaluate the SOA 
maturity model. The detailed process, methods, results, and 
discussion have been presented, and this can guide other 
researchers to perform the evaluation of their models in other 
settings. 

Nevertheless, this study also identified that there is a 
limitation to the proposed evaluation method, which requires 
future work towards enhancing this study. The limitation is that 
the proposed method involves collaborative assessment where 

organizations form a team to assess the maturity of their SOA-
based applications. Based on the assessment results, Company 
A achieved maturity level 3 in their first assessment. The 
achievement of maturity level 3 for the first assessment is 
considered high compared to the CMMI assessment (third-
party assessment). The high achievement might relate to the 
collaborative assessment whereby the assessment was 
performed by its own staff, which may cause biased 
assessment. Another reason may relate to the practices for the 
assessment being too general. Thus, in the future, a third-party 
assessor can be brought in, and the practices should be changed 
to make the results more reliable and high-quality. 
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Abstract—As machine learning is growing rapidly, creating 
art and images by machine is one of the most trending topics 
in current time. It has enormous applications in our current 
day to day life. Various researchers have researched this topic 
and they try to implement various ideas and most of them are 
based on CNN or other tools. The aim of our work is to 
generate comparatively better real-life fake human faces with low 
computational power and without any external image 
classifier, rather than removing all the noise and maximizing the 
stabilization which was the main challenge of the previous 
related works. For that, in this paper, we tried to implement 
our generative adversarial network with two fully connected 
sequential models, one as a generator and another as a 
discriminator. Our generator is trainable which gets random 
data and tries to create fake human faces. On the other hand, 
our discriminator gets data from the CelebA dataset and tries 
to detect that the images generated by the generator are fake or 
real, and gives feedback to the generator. Based on the feedback 
the generator improves its model and tries to generate more 
realistic images. 

Keywords—Generative adversarial network; fake human faces; 
generator; discriminator; CelebA dataset 

I. INTRODUCTION 
Fake images can be used by police to track down 

people who are involved in adultery. As we know nowadays 
child and underage pornography is alarming. To catch such 
people we can use computer generated fake faces, that will 
be more ethical than using real images [11]. As we can see 
nowadays creating fake or edited images is very easy. To 
identify these kinds of images, we can build a model. For this 
model to be trained we can use the computer generated images 
to identify the real and fake images. We use the fake computer 
generated images in visual art and the advertising industries. 
These images have a huge role in computer games. In 
computer and mobile games along with play station games, 
these images can be used. As augmented reality and virtual 
reality are growing rapidly, we can use these computer 
generated fake images. 

II. LITERATURE REVIEW 
There are many fake image generation models created 

or updated by the researchers which generate pretty good 
images. Zhang et al. [1] in 2020 discussed an algorithm that 
can improve the quality of generated images as the quality of 

the fake images generated by the conventional GAN is 
limited. Wang et al. [2] in 2016 tried to simplify the overall 
process of generative models which gave them more 
realistic high resolution images as well as highly stable and 
robust learning procedures. Ghatas et al. [3] in 2020 
proposed a method of building a complex modular pipeline 
using previously trained models to generate the kin image. 
They tried to build such a model where it changes the way 
of approaching GAN problems. 

Hamdi et al. [4] in 2019 proposed a new GAN that uses 
the K-nearest neighbor for selective feature matching in a high 
level space and they named their work as K-GAN. Tolosana 
et al. [5] in 2020 tried to recognize fake news, fake images, 
fake media, and face manipulation using their method. They 
provided a thorough review of digital manipulation techniques 
which were applied to facial content due to the huge number 
of possible detrimental applications. 

Karras et al. [6] in 2019 proposed a method that re-designs 
the generator architecture so that we can understand the various 
aspects of the image synthesis process. Though GAN has seen 
rapid improvement in recent years, we still have a very 
poor understanding of the properties of the latent spaces. They 
tried to understand the inner workings of the latent spaces. 
Their work starts learning from constant input and tries to 
adjust the “Style” of the image on each layer. Their method 
was tested on Flickr-Faces-HQ and FFHQ datasets. 

Zhao et al. [7] in 2019 proposed an image translation 
network by exploiting attributes with the generative adversarial 
network. It can remarkably contribute to the seven authenticity 
of the generated face by supplementing the sketch image with 
the additional facial attribute feature. The generator and 
discriminator both use skip-connection to reduce the number of 
layers without affecting network performance. In the 
underlying feature extraction phase this network is different 
from most attribute-embedded networks. They divided their 
networks into two parts as sub-branch A and sub-branch B, 
which takes a sketch image and attribute vector to extract low 
level profile information and high level semantic features. 

In recent years, Generative Adversarial Networks have 
achieved extraordinary results for various applications in many 
fields especially in image generation because of their ability to 
create sharp and realistic images. In this paper, Shirin Nasr 
Esfahani et al. [8] discussed five areas of image synthesis 
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based on different techniques of GAN. They are: Text to Image 
Synthesis, Image to Image translation, Face Manipulation, 3D 
Image Synthesis and Deep Master Prints. In this paper they 
have actually tried to focus on the applications of the above 
techniques and discussed their merits and demerits and future 
applications. An Introduction to Image Synthesis with 
Generative Adversarial Nets is proposed in [10]. This model is 
working well for the simple dataset, for the complex dataset the 
model does not work well. 

Though there are many fake image generation models, 
what we have tried to do in our work is that we have tried to 
generate the images using low computational power and 
without any external image classifier. We have used two 
neural networks in our model. One is Generator and the other 
is Discriminator. Generator creates fake human faces and 
Discriminator detects the faces generated by the generator if 
this is fake or real. If the face generated by the generator is 
detected as fake then the discriminator gives feedback to the 
generator. And based on the feedback of the discriminator, 
the generator improves itself and tries to generate better 
quality faces. This process goes on until the generator 
creates better quality fake human faces. From detecting fake 
news, fake images to data misclassification, fake human face 
generation helps us to be used in all of these areas. And 
generative adversarial network model is one of the best one 
to create better real life fake human faces. 

Rest of the paper is organized as follows. The proposed 
method is explained in Section III. In Section IV, the 
experimental results are presented. The paper is concluded in 
Section V. 

III. PROPOSED METHOD 

A. Methodology 
In our model we have tried to implement generative 

adversarial networks in a very classic way with new and latest 
tools and technologies. We have tried to implement a 
generative adversarial network to generate fake human faces 
from random noise with low computational power and 
without any external image classifier, rather than removing all 
the noise and maximizing the stabilization which was the main 
challenge of the previous related works. We know that for 
implementing generative adversarial network we have to set 
a generator whose work will be to generate fake faces from 
the noise and update its own model after receiving the 
feedback from the discriminator and we also have to 
implement a proper discriminator to identify the real and fake 
image, so that it give the right feedback, means it says true to 
real image and false to fake image and based on its feedback 
the generator will change its model in such a way that 
eventually it will create almost real like images. 

That’s how we are trying to implement our generative 
adversarial network to generate fake human faces. Our 
generator and discriminator will use the keras’s classic 
sequential modeling. 

We proposed to use two sequential models, one as a 
generator and another one as a discriminator to implement our 
generative adversarial model. For implementing the generator, 

as we can see from the workflow diagram, we have used 
random noise as input data for the generator. We have also 
used the Batch Normalization technique and the Reshape 
module from the keras to resize the data and normalize to train 
the generator properly. In our generator we have used a total 
of five layers, one is an input layer with 128 nodes, starting 
with three more dense layers 512, 1024 and 2048 nodes 
respectively with each layer and lastly the output layer. We 
have used the Leaky ReLU activation function for all the 
layers except the output layer; in the output layer we have 
used the tanh activation function for the output layer. We 
have also used the loss function as the binary cross-entropy 
for our generator model. Our generator will receive feedback 
data from the discriminator and based on the received 
feedback our generator will be updated. 

On the other hand, our discriminator is also 
implemented with the sequential model. However, the main 
difference between our generators is that after each epoch it 
does not learn, meaning it will not update or train after 
each epoch. Our discriminator’s main purpose is to identify 
the real and fake image and give the feedback to the 
generator, so that we will use the sequential model. In our 
discriminator’s input data we have used both the generator 
produced data and the real image from the CelebA dataset 
and it takes both images and tries to identify the real and the 
fake image. Here, the model uses a total of four layers. As an 
input layer we have taken the generated data and the real 
image data and there are also two hidden dense layers along 
with an output layer which produce binary values. Other than 
the output layer we have used the Leaky ReLU activation 
function in our model and as our output will be classification 
type, so in the output layer we have used the sigmoid 
function. For the loss function in our model we have used 
the binary cross-entropy function. 

B. Overall Workflow 
In Fig. 1 the diagram we have shown the overall 

workflow of our proposed model, and later in this paper we 
have also explained how our generator, discriminator and the 
fully connected sequential model work [12] [13]. 

C. Generator 
We have proposed two sequential models, one as a 

generator and another one as a discriminator to implement the 
generative adversarial model. We have used random noise as 
input data in the generator model. The input data is 
actually a layer which has 100 nodes. Then we have used 
four hidden layers where we have used Leaky Relu as our 
activation function. The hidden layers have 128, 256, 512, 
1024 nodes respectively. We have used the Tanh activation 
function in our last layer. We have also used Batch 
Normalization to normalize the data. At last, we have 
reshaped the nodes into (48, 48, 1) size. The Adam optimizer 
has been used as our optimizer. During the compilation of 
the model, binary cross-entropy has been used as our loss 
function. The generator will produce some fake human 
faces and it will improve itself by the feedback from the 
discriminator. The flow diagram of the generator is presented 
at Fig. 2. 
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Fig. 1. Overall Workflow Diagram. 

 
Fig. 2. Generator. 

D. Discriminator 
Discriminator is our second sequential model which we 

have used in our generative adversarial model. At first we 
used the flatten operation to make the data one dimensional. 
After that there are two dense layers. The first hidden layer 
has 48*48 nodes and the second hidden layer has half of the 
first hidden layer, which means 1152 nodes. Leaky ReLU has 
been used as the activation function in those two dense layers 
having the learning rate as 0.2. In the output layer the sigmoid 
activation function has been used as the activation function. 
We have used binary cross-entropy as the loss function and 
Adam as the optimizer during the compilation period. The 
discriminator will receive images from both the actual data 
from the celebA dataset and fake data from the generator and 
it will give feedback to the generator if the images generated 
by the generator are fake or real. The generator will receive 
feedback from the discriminator and improve itself. The flow 
diagram of the discriminator is presented in Fig. 3. 

 
Fig. 3. Discriminator. 

In our proposed model we have used two fully 
connected sequential models, one as a generator and another 
one as a discriminator. The generator receives a random 
noise and tries to train it as a human face and then our 
discriminator receives data from the CelebA dataset and tries 
to match the faces with the generator’s fake faces, and give 
feedback to the generator, and based on the feedback our 
generator learns and tries to create comparatively better fake 
human faces after each training. 

IV. EXPERIMENTAL RESULTS 
In this section, we have presented a detailed overview of 

the experiments of our presented model based on the CelebA 
dataset. We have shown how our model worked during 
different scenarios of the dataset. We have changed the size 
of the data multiple times to see how the model works each 
time. And we have got different results each time. We have 
described how the results differ and improve over the time. 

A. Dataset and Experimental Settings 
We have used the CelebA dataset for our model. In 

our CelebA dataset there are more than 200k data. At first, 
we ran our model on this whole dataset but we used the size 
of images as 48*48. We ran 100000 epochs on the model to 
get a good result. Normally in generative adversarial models 
we have to run a lot of epochs to get a good result. 
Generative adversarial models generally generate new 
images according to the task given. So, it requires a lot of 
time to generate the new images. That’s why we ran the 
model 100k epochs [14]. 

B. Experimental Tools and Environment 
We have used different tools and environments for 

preprocessing the data and running the model so that we can 
have good results from our model. 

C. Programming Language 
Tensorflow and Keras, which are the two libraries of 

the Python programming language, have been used in our 
model. Nowadays Python is the most popular programming 
language for implementing Machine Learning and Deep 
Learning models as it has many collections of packages 
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which are very helpful to implement the different Machine 
Learning and Deep Learning models. Python is also the most 
preferred language because it is very easy to learn and 
implement. Python has many free and open source libraries 
for Machine Learning and Deep Learning models. 
Tensorflow is one of them. Keras is an open source software 
library which supports a Python interface for artificial neural 
networks. Keras plays the role as an interface for the 
Tensorflow library. 

D. Result 
The four images shown in the Fig. 4 were generated by 

the same model after 52000, 65000, 81000 and 97000 epochs 
respectively. In the first image two faces could not be 
generated properly. Rest of the faces of the first image were 
generated but still there were a lot of noises which actually 
prevented us from understanding the faces properly. 

Compared to the first one, the second image is slightly a 
little bit better but there are also one or two faces which 
could not be generated properly and contained a lot of 
noise. Almost all of the images were generated properly in the 
third image containing some noise, though it was 
comparatively better than the first two images. In the fourth 
image, this image performed quite well. In the fourth image all 
of the faces were generated and had a small noise. After 
receiving the images from the CelebA database we first 
flatten the images then we run the sequential model with the 
Leaky ReLU. Then in the output layer we use the sigmoid 
function to return the true or false type result value. Then 
in the discriminator we use the binary cross entropy as the 
loss function along with the Adam optimizer. This output 
from the discriminator then goes to the generator as a 
feedback and based on the feedback of the discriminator, the 
generator tries to create new images. So, after the above 
discussion we can say that there are still noises in the 
generated faces at the end of the model too, though the results 
of the latter part of the model performed comparatively better. 

The four images shown in Fig. 5 were generated after 
52000, 63500, 81500 and 99500 epochs respectively. After the 
52000 epochs, two faces could not be generated properly, 
which we can see from the first image above. Some faces are 
not perfect though some faces are generated properly with 
little noise. In the second image which was generated after 
63500 epochs, all of the faces were almost properly generated 
with some noise. After 81500 epochs and 99500 epochs, the 
faces which were generated, that we can see from the 
above third and fourth images, are much better. The 
interesting fact is that if we observe the faces properly we can 
see that almost all of the faces are different from one 
another. 

After the above discussion what we can observe is 
that the faces became better as the time went on. And at the 
last phase of the model the faces became more and more clear 
and understandable. Another interesting fact is that as the 
time went on all of the faces were generated by which we 
can understand that the model was improving over time. And 
we can also see the faces were different from one another 
which is also a very positive output of this model. 

 
Fig. 4. Generated Data of 48*48 Size (CelebA Dataset). 

 
Fig. 5. Generated Data of 100*100 Size (CelebA Dataset). 
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E. Loss Function 
Here, in the Fig. 6, we can see the loss function of the 

discriminator. We ran our models at about 100000 epochs. If 
we see the graph we can see most of the loss value between 0 
to 1, which is pretty good value for the discriminator. And as 
the discriminator is an un-trainable model we see the loss 
value maintains the same ranges between the whole 100000 
epochs. Now we can see some spike in the loss value of our 
graph. If we try to separate the high spike by trying again 
and again to visualize the diagram without the high spike of 
the loss value in our (48 x 48) size images, we can then 
easily see our loss value is somewhere between 0 and 1.4. 
And if we calculate the high spike, we can see there are 771 
high spikes between 100000 epochs which is around 0.77% 
high spike and other 99.23% are the average, means 0 to 
1.4 ranges. This is pretty good value for our model. 

 
Fig. 6. Loss Values. 

F. Comparative Analysis 
Zeliha Dogan [9] et al. proposed a model titled “Baby 

Face Generation with Generative Neural Networks”, where 
they tried to generate fake baby faces using comparatively 
low computational power. We have chosen this paper for 
comparison because both this paper and our work follow 
almost the same objectives. Both this paper and our model 
mainly tried to generate fake faces using comparatively low 
computation power. Below in this section we have tried to 
compare our work with this paper, and show where our 
proposed method stands out and why. We have also tried to 
show our drawbacks and possible ways to overcome this 
drawback. 

 
Fig. 7. Sample Output Images of the Proposed Model. 

 
Fig. 8. Sample Output Images of the Baby Face Generation Model. 

For sample output we have shown two figures. One is the 
Fig. 7 which is the generated output of our proposed model 
and another is the Fig. 8 which is the generated output of the 
baby face generation paper. At first glance we may think that 
both of these papers are very different. However, if we think 
clearly that both of those images are generated by a computer. 
And the objectives of those image creations are the same, 
which means creating fake human faces. If we see the baby 
face generation model images, they clearly lack the 
uniqueness of their faces. These images look like they were 
created with some other faces. It’s more like editing rather 
than creating or generating fake faces. On the other hand 
if we see our generated images we can clearly see that these 
images are not like those. And surely we can’t figure out if 
these images are created by mixing some other faces. It’s 
more like generating from the ground. Other than that we 
can clearly see that our image has more sharpness in eyes, 
nose and faces. But we have drawbacks in color and hair. 

In the Table I, we can see that the different aspects of two 
models. In our model we have used black and white data with 
three different sizes of images 48*48, 100*100 and lastly 
150*150. On the other hand, Baby face generation paper uses 
RGB images with 200*200 sizes. They ran only 200 to 300 
epochs whereas our model ran about 100000 epochs. In our 
dataset we use 10k to 203k images on the other hand baby 
faces use only 623 images. 

Now we can clearly see that though the sizes of images are 
smaller, we have used a lot of images with more epochs 
without the color of the image which can be trained in 
comparatively low computational power. Though we need 
more computer power than the baby face generator paper, 
using this extra computational power we can with proper 
scaling of the images create better images with sharper faces. 
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TABLE I. COMPARISON TABLE 

Model Image Type Image Size Number of 
Epochs Da-taset Size of Dataset 

used 
Generator 
Loss Output 

Our Model Black & 
white 

48*48, 100*100, 
150*150 100000 CelebA 230K, 50K, 10K 0.0-10.0 Overall better quality 

image, sharp Face 

Baby Face Generator 
Model RGB 200*200 200-300 UTKFace 623 1.0-2.0 Low quality image, 

RGB image 

So after comparing with the baby face generation paper, 
we can say that in our paper using some extra computation 
power with proper image scaling we generated much better 
human faces which are more realistic and sharper. But we 
also have some drawbacks and our main drawback is that we 
have used comparatively more computational power than the 
baby face generation paper and our resulting images are black 
and white and our model needs comparatively more training 
data. 

G. Discussion 
In this paper, we try to create fake human faces. Our 

main focus was to create as much as a good image with low 
computational powers without any external image classifier. 
As we discussed above we used two sequential layers and 
a CelebA dataset to create fake human faces. 

From our result and the loss function, we can see that, 
we successfully created human faces from random noises 
using limited computational power. However, the images 
are not as good as the real life images, so there is lots of 
scope in our paper to improve. However, we can see from 
the result that we have successfully created fake human 
faces from the random noise data. This is one of our main 
focuses. 

Overall, using our low computational power we have tried 
to generate real life fake human faces. For comparing this 
model’s results and to see how it reacts with different sizes of 
images we have tested it with three different sizes. At first, we 
tested it using 48 * 48 sizes. At that time, the model did not 
give that much good result though it generated fake human 
faces having noises. And then, to improve the quality we 
used 100*100 sizes. This time, the model performed quite 
well, where it gave quite a good result. When we used 
100*100 sizes of the generated images were very clear and 
understandable. To get a better result, we then used 150*150 
images. This time the model gave comparatively better results 
than the previous two models. Each time we ran our model 
at 100000 epochs. 

V. CONCLUSION 
In this work, a generative adversarial network model is 

proposed to generate fake human faces with low 
computational cost. The proposed generative adversarial 
network model generates comparatively better real life fake 
human faces with respect to the present state-of-the-art. We 
have also shown how we can only use two fully connected 
sequential models, one as a generator and another one as a 

discriminator to generate fake human faces. Though there 
are a lot of improvement areas in our proposed method, we 
can say that using our proposed model we have successfully 
produced pretty good fake human faces comparatively using 
very low computation power. In future, we can develop model 
to generate the images that can be used by police to track down 
people who are involved in adultery. We can also develop 
models for generating fake computer generated images in 
visual art, for the advertising industries and computer games. 
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Abstract—With the ease of use of smart devices, most data is 
now kept and exchanged in digital forms such as images, diaries, 
calendars, movies, and so on. Digital forensic investigation is a 
new technology that emerged from criminals' who extensively use 
computers and digital storage devices to commit different types 
of crimes. To address this issue, a new domain called Online 
Social Networks Forensic (OSNF) was created to investigate 
these dynamic crimes perpetrated on social media platforms. 
OSNFI seeks to obtain, organise, investigate, and visualise user 
information as direct, objective, and fair evidence. Considering 
the millions of individuals using social media to share and 
communicate, they are becoming increasingly relevant for 
criminal investigations. In forensics investigation of online social 
network, there are currently major problems such as: lack of 
structured procedures, the lack of unified automated methods, 
and the lack of a theoretical context. The use of non-uniform and 
ad hoc forensic techniques and procedures not only reduces the 
effectiveness of the process, but also affects the reliability and 
creditability of the proof in criminal proceedings. As a result, this 
paper will provide a method derived from the software 
engineering domain known as metamodelling, which will 
integrate OSNFI knowledge into an artifact known as a 
metamodel. 

Keywords—Online social networks forensic; online social 
networks forensic investigation; metamodelling; metamodel; model 

I. INTRODUCTION 
Most organisations are now heavily reliant on digital media 

for information storage as digital media is used to create, 
process, store, and share the majority of information. Computer 
crimes and frauds are on the rise as the number of people using 
digital media grows and the law enforcement agencies faced 
several challenges as a result of the growing fraud and security 
threats. OSNs have received a lot of forensics investigation due 
to their widespread use and availability of supporting 
application interfaces. Furthermore, the number of criminal 
acts involving OSNs is increasing on a daily basis. It is vital to 
comprehend and evaluate online social network crimes and 
attacks in order to avoid illegal activity, discover malevolent 
users, and solve criminal cases. Furthermore, OSN users' safety 
should be enhanced to the greatest extent possible. 

There are a variety of digital forensic investigation models 
available. However, most of them use similar methodologies 
and ignore the essential differences and special needs of online 

social networks. The main challenge is the use of a non-
uniform and ad-hoc forensic techniques in the existing DFIM’s 
[1]. The employment of non-standard and ad hoc forensic 
techniques and processes not only diminishes the effectiveness 
of the process, but it also undermines the dependability and 
creditability of the evidence in criminal cases. 

Furthermore, while most of the created models focused 
more on a certain platform or content than the entire OSN [2], 
some still required manual treatment and could reduce the 
dependability and trustworthiness of evidence in criminal 
proceedings [3]. 

Therefore, there is the need to create a metamodel (a 
conceptual framework) for a domain which will assist many 
newcomers and stakeholders of the domain to have clear 
understanding and views of the relationship between concepts 
in the domain. Therefore, this is where this research will 
contribute in unifying the knowledge and all the processes of 
the OSNFI domain. 

The remaining sections of this paper are organized as 
follows. Section II discusses on the concept of OSNFI. The 
OSNFI issues and challenges are presented in Section III. 
Section IV discusses the metamodelling approach. The 
preliminary results of the OSNFI metamodel development 
steps are presented in Section V. Sections VI and VII contain 
the conclusion and future work respectively. 

II. ONLINE SOCIAL NETWORKS FORENSIC INVESTIGATION 
The Scientific Working Group (SWG) defines Digital 

Forensic as the application of systematically developed and 
established methodologies for the safeguarding, gathering, 
validation, identification, analysis, interpretation, 
documentation, and presentation of digital evidence produced 
from digital sources [4]; to ensure the correct presentation of 
crime evidentiary data in court [5], primarily by protecting the 
data's credibility and ensuring a strict chain of custody. The 
ultimate aim of digital forensics is to gather evidence in order 
to answer questions like: What transpired, Who was involved, 
When did it take place, Where did it take place, Why did that 
happen, and How an incident occurred [6]. According to [7], 
the prevalence of computers and other devices has caused a 
proliferation in the quantity of incidents and amount of digital 
information in society. Previously, digital forensics was 
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primarily handled by government agencies, but has recently 
become more frequent in the commercial sector. 

According to [5], there are many reasons to justify why 
digital forensic investigation models need to be developed. 
Among which are: (i). the avoidance of future malicious events 
against the intended target, (ii). The successful tracing of the 
circumstances which lead to the crime and the identification of 
the parties involved, (iii). Identifying and apprehending the 
culprits of the crime, (iv). Improving present prevention 
procedures in place to avoid such an event from happening 
again, (v). Improving corporate security experts' usage of 
standards to secure their respective corporate networks, and 
(vi). How everyone connected into this digital world can 
become more aware of current vulnerabilities and preventive 
measures. However, multiplicity, measure cloud resources, 
secure of digital evidence, confidentiality, hiring, training, and 
development are some operational challenges faced by digital 
forensic [4]. 

Forensics is utilized on social networking networks such as 
Facebook, MySpace, Twitter, and LinkedIn. It is well known 
as social media forensics, and it's a subset of digital forensics 
and network forensics [8]. OSNs are web-based services which 
allow users to create a public or semi-public profile within a 
limited system [3], articulate a list of other individuals that they 
share a link, display and navigate their list of connections as 
well as those created within the system by others [9]; [10]. 
Different SNSs, like Facebook, Twitter, and LinkedIn, are used 
to connect people and enable them to communicate with one 
another [11]. People build personal profiles from various social 
networking sites to share their thoughts, photographs, images, 
emails, and instant messaging [12], as well as to find old 
friends or people with common interests or problems through 
various social networking sites [13]. 

 
Fig. 1. Global Social Media Platform Ranking October 2021 DataReportal 

[14]. 

Facebook is managing 2,895 million users around the 
globe, whatsApp managing 2,000 million users, instagram 
managing 1,393 million users, and twitter managing 436 
million users as of October 2021 as shown in Fig. 1. With the 
proliferation of mobile phones, the use of social network 
services (SNS) has skyrocketed, this SNS stores a variety of 
data, including user conversations, user location information, 

personal networks, and user psychology which can be valuable 
evidence in a digital forensics investigation of an incident [15]. 
Other uses of social networking sites include, general chatting, 
broadcasting breaking news, setting up a date, tracking election 
results, planning disaster response, humour, and serious 
analysis [12]. 

III. OSNFI  ISSUES AND CHALLENGES 
Investigators and legal practitioners are currently finding it 

difficult to examine social networking sites for evidence [16]. 
In order to discuss on the challenges associated to this 
explicitly, the method of the investigation are categorized into 
two: Conventional and Automated/Semi-automated OSN 
digital forensic investigation. 

A. Conventional OSN Digital Forensic Investigation 
Conventional OSN digital forensic investigation is a 

manual way of collecting and analysing all relevant 
information which can be considered as evidence. The 
following are some of the challenges associated with this 
technique: 

1) Traditional digital forensic procedures include seizing 
and gathering everything that may be considered evidence. 
Nevertheless, this level of complete data extraction and 
preservation cannot be possible on online social network 
because of the extremely dispersed nature of social networks, 
their enormous scale, and mutual proprietorship of data. 

2) Gathering data from people connected to the subjects 
(i.e., suspects or victims) lacking a reasonable suspicion of 
wrongdoing is virtually impossible and legally prohibited 
under confidentiality acts. 

3) The evidence-collection process on social media sites is 
a process that is sometimes iterative. Therefore, the 
investigators will be required to gather more information if the 
examination subsequently identified other suspect [17]. 

B. Automated / Semi-automated OSN Digital Forensic 
Investigation 
1) It can dumb down the profession because expert 

expertise cannot be derived solely from the field; it must also 
be derived from ongoing formal and informal research [13]. 

2) Digital forensics automation is more than just a 
technological issue; it also has legal and even political 
implications. Therefore, automation should be used only in 
specific phases and under expert supervision [13]. 

3) There are limited available automated tools that can be 
used in the investigation as a result of the heterogeneity of 
online social network and the non-existence of standardization 
[17]. 

4) Digital investigation training, practitioner training was a 
major concern, with 73 percent of respondents believing they 
don't get enough, especially in digital forensics, online 
investigations, and computer and network security as contained 
in a report by in a report by the High Technology Crime 
Investigation Association (HTCIA). 
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C. Current Issues of OSN Digital Forensic Investigation 
Five relevant current issues of OSN forensic investigation 

as presented in Fig. 2 are discussed in this section as follows: 

1) Increase in cyber-criminal activity in OSN: When 
creating a profile on many OSN sites, users can include their 
complete name, pictures, date of birth, up-to-date location, 
contact numbers, residential address, and office address 
(amongst others) [3]. Such profiles can aid in the connection of 
users. Users may choose to keep their profiles private, limiting 
their contacts, or make them public, allowing everyone to 
access and contact them. 

Criminals may use all of the details available in these 
profiles to identify a specific person [18]. By their very nature, 
social networks have certain inherent properties that make 
them suitable for an adversary to manipulate. The following 
are the most critical of these characteristics: (i) a huge and 
extremely distributed user- base, (ii) clusters of users having 
the same social interests, developing trust with one another, 
and pursuing access to the same resources, and (iii) platform 
openness for deploying fraud resources and applications that 
trap users to install them. 

Undoubtedly, these characteristics are the causes why cyber 
criminals believe there is a large chance to use online social 
network as a platform to commit crimes [3]. Among other 
illegal activities that have become a significant threat to OSN 
includes; Website phishing, Online sexual predators, OSN as 
vehicles for reaching an international audience, soliciting 
funding, recruiting new members, and disseminating 
propaganda. 

2) Anti-Forensic techniques: Technical difficulties make 
obtaining data from the OSNs difficult. Criminals use anti-
forensic techniques to hide evidence or to distract attention 
away from the investigation. Encryption, steganography, covert 

channelling, storage space data hiding, and residual data 
wiping are all methods used to conceal evidence [19]. 

3) Standard models: A scarcity of standardisation, as well 
as a theoretical structure for the field of digital forensics, is one 
of the most serious issues that investigators are currently facing 
[20]. A such, the use of ad hoc methods and tools for eliciting 
digital evidence may limit the evidence's reliability and 
legitimacy, particularly in criminal cases where both the 
evidence and the processes used to gather it can be contested 
[3]. 

4) Legal challenges: The complications in investigations 
as a result in scarcity of commonly established rules and 
criteria governing the field are referred to as legal challenges. 
There is no unified legal system that applies to all jurisdictions. 
Despite the fact that internet use has risen globally. Many 
countries formulate policies in accordance with their regulatory 
structure, which differs from country to country [19]. 

5) Resource challenges: Advances in cybercrime, 
strategies in propagating them and evading investigations are 
made possible by technical development. The volume of data 
accessible for assessments for OSNs is normally enormous. 
The DFIs must classify the most relevant data without 
jeopardising the evidence's consistency. As a result, there is a 
pressing need for the development of new technologies and 
mechanisms for fighting cybercrime, as well as qualified 
personnel to carry them out [19]. 

D. Crimes Involving OSNs 
Online Social Network is a database of information that 

criminals can use to commit various forms of crimes such as 
malware distribution, fraud, harassment, grooming, Assault, 
burglary, domestic violence, kidnapping and so on [21]. 
Therefore, OSN-related crimes are divided into two categories: 
Classical crimes and Digital crimes as presented in Fig. 3. 

 
Fig. 2. OSNFI Challenges and Issues. 
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Fig. 3. Crimes Involved in OSNs [21]. 

1) Classical crimes: Online social network is referred to as 
a location where criminals can commit traditional criminalities. 
For example, social media users can update their status by 
posting their current whereabouts, the time they will be absent 
from home, and what they will be doing, giving possible 
criminals enough time to break into their home. This is one of 
several incidents that have been reported in the media [21]. 
Other crimes may include: vandalism, domestic violence, 
terrorism organised crime, fraud, sexual threat, kidnapping, 
rape sexual assault, sex trafficking, murder and stalking. 

2) Digital crimes: Any criminal activity involving an 
information technology infrastructure, such as unauthorised or 
illegal entry, surveillance, and so on, is referred to as digital 
crime. The most common OSNs digital crimes are: cyber-
based, and social engineering which is one tool that can be 
used to commit these crimes [21]. Other crimes may include: 
drug network, street gang, bombing, harassment, child 
phonography, cyberstalking, scammer, grooming, 
cyberbullying, identity theft, and malware distribution as 
presented in Fig. 4. 

 
Fig. 4. Global Map of Sample Crime Analysis [22]. 

E. Necessity for OSN Digital Forensic Investigation 
Metamodel 
SNS stores a variety of information about its users which in 

an investigation case, the suspect's personal data stored on a 
social media site will support in a variety of ways, including 
identifying living habits, determining geographical location, 
and assessing ideas and mental state. However, by simply 
collecting data from an SNS user's personal information 
section, it is difficult to gather useful data for a case 
investigation [15]. In order to address these flaws, OSN 
requires the establishment of a standardised forensic 
investigation procedure which can help investigators in an 
investigation. These procedures are presented in Fig. 5. 

IV. METAMODELLING APPROACH FOR ONLINE SOCIAL 
NETWORKS FORENSIC 

Metamodelling is the process of developing metamodels 
[23]. Modelling and metamodelling are both talking about 
model creation but the only difference between them is in how 
they are interpreted. 

There are numerous digital forensic investigation models 
available. However, the majority of them employ comparable 
approaches and disregard the crucial distinctions and unique 
requirements of online social networks. 

In [17], proposed a seven phase semi-automated forensic 
investigation model for online social networks. These phases 
are: Pre-Investigation, Incident specification, Extraction, 
Preservation, Analysis, Iteration and Presentation. A 
WhatsApp Messenger Smartphone Forensic Investigation 
Analysis Against Web-Based WhatsApp was proposed by [24] 
which comprises of six phases, namely: Identification, 
Preservation, Collection, Examination, Analysis and 
Presentation. A four-phase Framework Analysis of IDFIF V2 
in WhatsApp Investigation Process on Android Smartphones 
was proposed by [25]. The phases are: Preparation, Incidence 
response, Laboratorium process and Presentation. 

A Framework for the ForensicAnalysis of User Interaction 
with Social Media was proposed by [26] which has four 
phases: Acquisition, Triage, Analysis and Presentation. A four-
phase Digital Forensic Investigation Model for Online Social 
Networking was proposed by [21] which has: Preliminary, 
Investigation, Analysis and Evaluation phases. 

The fundamental issue is the employment of ad hoc and 
non-uniform forensic techniques in the current DFIMs. The use 
of ad hoc and non-standard forensic procedures reduces not 
only the efficiency of the procedure but also the dependability 
and credibility of the evidence in criminal proceedings. 
Consequently, this is where the research will help to 
standardise the OSNFI domain's operations. 

A. Models and Metamodels 
A model is a representation of real-world phenomena [27]. 

It is a description of something [28], which are used to reason 
about a problem domain and design a solution in its domain 
[29]. Models are essential for comprehending and 
disseminating information about complex systems [30]; [31]. 
They have been and continue to be crucial in many scientific 
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contexts as a large branch of philosophy of science is centered 
on models. 

Models can be used for different purposes. They can come 
in form of graphical, mathematical or textual. Models can be 
used for descriptive, prescriptive or for defining the method by 
which a system will be implemented. Descriptive is simply 
describing a system's or a context's reality while Prescriptive is 
to determine the extent and depth of a problem's investigation 
[32]. On a philosophical level, one can concur that "everything 
is a model," because nothing can be managed by human mind 
unless it is "modelled." As a result, it's not astonishing that 
models have become crucial in technical fields like mechanics, 
civil engineering, and, eventually, computer science and 
engineering [33]. According to [34], models can be categorised 
into; conceptual versus data models, viewable and executable 
models, active and passive models, static and dynamic models 
in the study of information systems. Identifying concepts 
terminologies, meaning, definition and interconnections are 
some of the challenges encountered in model development; this 
is because concepts terminologies are too inconsistent and too 
ambiguous. 

Metamodel is a model that describes/prescribes models 
[35]; [23]; [32]. It is a collection of concepts and relations that 
define the syntax of a model, and they are described using a 
model description language [36]. Metamodel is an abstraction 
that highlights properties of the model itself just as how a 
model is an abstraction of real-world phenomena [27]. It 
describes a collection of concepts and their relevant 
relationships, and it used as an abstraction filter in a specific 
modelling activity [37]. A modelling language is used in the 
creation of a metamodel and this language is termed as 
Metamodeling language [38]. 

In Model-Driven Engineering, metamodels are widely used 
to specify available model elements and structures. 
Nevertheless, metamodels are likely to evolve during 
development for a variety of reasons, such as changing 
requirements or evolving domain expertise [39]. Metamodeling 
is among the significant components of MDD; its main 
importance include the creation of a modelling language that 
will be utilized to accurately define metamodels [40] and is 
used to ensure the consistency of models during transformation 
[41]. Metamodelling is the study of processes, development of 
frames, production rules, constraints, models, and theories that 
can be used to extended models of intelligent software and 
information systems [23]. The basic goal of metamodeling is to 
represent data in such a way that it becomes self-contained and 
allows for the extension and alteration of its structure. 
Metamodeling must adhere to its own set of rules, which are as 
follows: Suitability, Completeness, Dynamic, Openness, 
Compatibility, Consistency, Reusability, and Simplicity. 

B. Step-by-Step of OSNFI Metamodel Development. 
A uniform representation of language is frequently required 

to reflect shared understanding in a consistent manner that 
fulfills the needs of the various parties involved. This method 
discovers specific domain characteristics, gathers domain 
concepts, and divides domain problems into sub-domain 
problems. The steps in the procedure are as follows: 

1) Step 0: Identification of common phases of domain. 
2) Step 1: Models collection and classification. 
3) Step 2: Extraction of concepts. 
4) Step 3: Identification of common concepts. 
5) Step 4: Short-listing and reconciliation of definitions. 
6) Step 5: Classification of common concepts: Concepts 

are assigned to one of the OSNFI phases: preliminary, 
acquisition/preservation, analysis, or presentation. 

7) Step 6: Identification of relationships. 
8) Step 7: Metamodel validation (is not covered in this 

paper). 

To achieve the goal of creating a universally applicable 
OSNFIM, a broad coverage across concepts is required. 
Looking at the coverage measure alone, as shown in Table I, it 
gives a rapid indication of the supplied model's applicability. If 
a model can cover all of the stages of OSNFI, it is said to have 
a high coverage value. If the model just describes a single 
OSNFI phase, the coverage value of the model is lower. 

TABLE I. OSNFI PROCESS MODELS 

Models 
 Coverage 

Coverage of Model 
(according to 
phases) 

1 
A Digital Forensic 
Investigation Model for Online 
Social Networking [3] 

0.2 
Preliminary, 
Analysis and 
Presentation 

2 

Online Social Networks As 
Supporting Evidence: A 
Digital Forensic Investigation 
Model and Its Application 
Design [9] 

0.2 
Preliminary, 
Analysis and 
Presentation 

3 
A Framework for the Forensic 
Analysis of User Interaction 
with Social Media [26] 

0.2 
Acquisition, 
Analysis and 
Presentation 

4 Forensic Imaging for Online 
Social Networks [11] 0.2 

Preliminary, 
Analysis and 
Presentation 

5 
A Review of Using Online 
Social Networks for 
Investigative Activities [21] 

0.2 
Acquisition, 
Analysis and 
Presentation 

6 
A comprehensive digital 
forensic investigation process 
model [42] 

0.3 

Preliminary, 
Acquisition, 
Analysis and 
Presentation 

7 

WhatsApp Messenger 
Smartphone Forensic 
Investigation Analysis Against 
Web-Based WhatsApp [24] 

0.2 
Acquisition, 
Analysis and 
Presentation 

8 

Framework Analysis of IDFIF 
V2 in WhatsApp Investigation 
Process on 
Android Smartphones [25] 

0.2 
Acquisition, 
Analysis and 
Presentation 

9 

Forensic investigation of cross 
platform massively multiplayer 
online games: Minecraft as a 
case study [2] 

0.2 
Preservation, 
Analysis and 
Presentation 

10 
A semi-automated forensic 
investigation model for online 
social networks [17] 

0.3 

Preliminary, 
Acquisition, 
Analysis and 
Presentation 
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V. THE RESULTANT ONLINE SOCIAL NETWORKS FORENSIC 
INVESTIGATION METAMODEL (OSNFIM) 

In Fig. 5, the preliminary results of developing OSNFIM 
are represented by twenty-two key concepts that were collected 
from nineteen and filtered based on the four phases 
(Preliminary, Acquisition/Preservation, Analysis, and 
Presentation). Disparities between definitions are 
addressed in this process. All of the definitions listed in 
this process are taken into account when picking or 
synthesizing the common concept definition to be used 
as presented in Table II. 

Although OSNFI is no longer widely used in research, the 
precise meaning of important terminology and phrases used in 
its concepts can often still differ among the few academics who 
are familiar with it. This can be a result of the researchers 
having different backgrounds and viewpoints. If two or more 
sources employ concept definitions in conflict, a technique to 
harmonize and fit the definition in the metamodel is necessary. 
In some circumstances, some models don't participate in the 
reconciliation procedure because they don't describe some of 
their concepts explicitly. 

 
Fig. 5. The Initial Result of Online Social Networks Forensic Investigation Metamodel (OSNFIM). 
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TABLE II. CONCEPTS AND THEIR DEFINITIONS 

S/No. CONCEPT DEFINITION 

1 Operational readiness This is a proper initial policy and procedure documents before a successfully launch of an effective digital forensic 
investigation.  

2 Infrastructure readiness  Infrastructure readiness component is determined by elements external and internal to the organization which is critical to 
test them before implementation so that they are ready for use when needed.  

3 Incident notification Explicitly specifying the incident under investigation.  

4 Authorization Stages to gain access to evidence and legal status of the inquiry process. 

5 Acknowledgment This is the first step of an online social network forensic investigation where a case or an audit is requested from an 
external organisation such as the police, customs, or a company.  

6 Identify Social Network 
sources  A way of identifying the social network involved by Initialize the SN source. 

7 Identification A process of identifying any evidence or supporting information that might be available in an online social network.  

8 Searching This is a process of discovering relevant data automatically based on the relevant data gathered from the investigation 
process. 

9 Filtering An activity which will scale down and focus the investigation on relevant information and discard any irrelevant 
information. 

10 Capturing Information collected through filtering will be captured in the best way to ensure the integrity of the data is sustained.  

11 Transport This is the process of moving digital evidence from the scene to the forensic digital laboratory. 

12 Storage A process of keeping potential digital evidence which might be needed if the analysis cannot be performed right away or 
if there is a legal requirement to keep digital evidence for a certain period of time. 

13 Preserve a forensic copy of 
Data Set Safeguarding the integrity of the original digital evidence.  

14 Sort and filter the data 
relevant to the inquiry The investigators must examine the results in the context of a given incident. 

15 Conclusion Investigators will conclude their examination in this stage. They may confirm their hypothesis, or they might need to find 
more information related to the entities involved in an investigation to credit or discredit a theory. 

16 Select Relevant Evidence The investigators will select the evidence that is relevant and appropriate for presenting in court.  

17 Present the Evidence To show anything you see, experience, read, or hear that leads you to assume something is true or has actually happened 

18 Decision A decision or resolution reached after careful consideration 

19 Interpretation To use scientifically proven methods to explain facts discovered throughout the analysis process within the context of the 
investigation.  

20 Documentation Documentation of all activities that have been done from the beginning of the investigation process to the end of the 
analysis process in the forensic laboratory. 

21 Investigator A person who conducts a formal investigation or inquiry 

22 CourtOfLaw A group of individuals presided over by a judge or judges who operate as a tribunal in civil and criminal proceedings 

VI. CONCLUSION 
Online social networks forensic investigation domain is a 

new, but extremely important and a high demand domain. The 
number of crimes increases on daily basis due to the 
advancement in technology and the use of smart devices. The 
problems with the OSNF domain which are addressed in this 
paper are: lack of uniformity in the procedures for the OSN 
investigation, increase in cyber-criminal activity, anti-Forensic 
techniques, standard models, legal and resource challenges. 
Hence, the OSNF investigation metamodel proposed will aid in 
the proper investigation of digital crimes through various 
processes. 

VII. FUTURE WORK 
The future work will be to validate the proposed 

Metamodel based on two relevant metamodel validation 
technique: (i) Comparison to other models and, (ii) Frequency-
based Selection validation techniques. 
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Abstract—Recommendation systems aim at providing the 
user with large information that will be user-friendly. They are 
techniques based on the individual’s contribution in rating the 
items. The main principle of recommendation systems is that it is 
useful for user’s sharing the same interests. Furthermore, 
collaborative filtering is a widely used technique for creating 
recommender systems, and it has been successfully applied in 
many programs. However, collaborative filtering faces multiple 
issues that affect the recommended accuracy, including data 
sparsity and cold start, which is caused by the lack of the user's 
feedback. To address these issues, a new method called 
“GlotMF” has been suggested to enhance the collaborative 
filtering method of recommendation accuracy. Trust-based social 
networks are also used by modelling the user's preferences and 
using different user's situations. The experimental results based 
on real data sets show that the proposed method performs better 
result compared to trust-based recommendation approaches, in 
terms of prediction accuracy. 

Keywords—Recommendation systems; collaborative filtering; 
trust; social networks 

I. INTRODUCTION 
The platforms with thousands of items will support the 

users to be able to know how to connect to the right content, 
which is relevant to their interests and concern. To help users, 
the systems of recommendation emerge as a great solution to 
personalize the content presented to the users in the form of 
techniques and software tools that provide personalized 
suggestions and recommendations for items in order to boost 
the users' competencies [1, 2]. Even though several types of 
methods have been proposed to build systems of 
recommendation, the collaborative filtering method remains 
one of the greatest widely used and adopted techniques to 
generate recommendations. It is far from ideal in terms of 
predictive performance. As, it suffers from countless inherent 
problems [3, 4]. The most important thing of these is data 
sparsity and cold start, which affects the recommender's 
accuracy of the system [3]. To address these issues and model 
the user's preferences more accurately, the additional 
information can be incorporated into the collaborative filtering 
method to compensate for insufficient rating information, such 
as social media information, including friendship, belonging, 
and trusting relationships [1, 5, 6]. 

The relationship which is based on trust is one of the most 
crucial types of social relationships, as it gives its power and 
good positive association with similarities between the users 
[1], and several studies have shown great efficiency in 

improving predictive accuracy compared with the traditional 
recommendation techniques. Additionally, collaborative 
filtering is one of the most common approaches in systems of 
recommendation. As it does not depend on additional data, 
only the history of interactions, it becomes quite simple to be 
reproduced in various real applications and increase its 
popularity. The recommendation based on collaborative 
filtering was developed from the observation that people tend 
to adopt other people's recommendations. Someone who has 
the intention to purchase a certain product, for example, s/he 
looks for opinions and points of view from the other people 
who have already purchased and bought the same product 
before deciding to purchase. This happens frequently in the 
daily lives of people with different yet varied situations. The 
selection of a certain movie, a book, among many other [2]. 
Several trust-based systems of recommendation that employ 
these models to solve data sparsity and cold-start problems 
have also been proposed to combine the impacts and the great 
influences of social trust with different strategies. However, the 
previous work which is proposed in this field failed to 
systematically model the reciprocal effect between the users. It 
cannot model how and to what extent the user's preferences are 
affected by trustees and at the same time to what extent it 
influences the same user by trustors, where the user preferences 
as trustee or trustor can be distinct from each other [7]. 
Therefore, when predicting a user's preferences for an item, it 
does make more sense to consider both the trustor's preferences 
and the trustee's performances at the same time. However, in 
the previous studies, the methods modelled the users using a 
single case [8], or by separately considering the two user cases 
[7]. In other words, no distinction is made between different 
cases of the user as trustee or trustor in the ratings generation 
process. 

Regardless of the learning approach adopted by the systems 
of recommendation, there must be a past set of interactions that 
describe the users' relationships with the items of the system. 
Past interactions between a user and an item are traditionally 
called feedback, and they can be either explicit or implicit. 
Most of the existing methods depend on an explicit trust bond 
between the users, based on which users display their 
preferences as trustors or trustees, except those users who may 
not explicitly interact with others, but rather implicitly. We 
note that most of the methods found in previous studies are 
effective and efficient in modelling explicit relationships. 
However, they do not consider the discovery and modelling of 
implicit interactions between two users who may be similar but 
not connected in the network of trust. The local perspective of 
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social relations reveals the relationship between the user and 
their neighbors, while the global perspective of social relations 
reveals the reputation of the user in the social network [9]. 
Users around the world are more likely to seek suggestions 
from their local friends. Yet, they may also be tempted to 
solicit suggestions from high-reputation users, indicating that 
public and local opinions based on social relations might be 
exploited to improve the performance of systems of 
recommendation. 

As a suggestion, a model called "GlotMF" (Global Local 
Trust with Matrix Factorization), that exploits both the global 
and local social context of trust relationships for 
recommendations. This work introduces a new strategy for 
merging ratings data and trust data by sufficiently exploring 
how to generate known ratings under the influence of the trust 
behaviors of users that are intertwined in their trust network, 
rather than simply combining two types of data, as most 
previous studies did, to express the mutual influence of users 
more logically on each other's opinions. The proposed method 
uses a matrix factorization technique to model user preferences 
for trust-based recommendations, and the preferences of the 
two different cases of users are learned by modelling the 
explicit and implicit interactions between them. Specifically, 
the preferences of the trustees and trustors are estimated to be 
distinctly suitable for the explicit ratings and explicit trust 
relationships of existing methods that measure the association 
of two users based on only the links between them. It is also 
being taken advantage of the structure of Local Trust Network 
Links to assess links between trustees and trustors users, as the 
structure of these links is used to model the user's implicit 
interaction with other users in terms of both trustees’ and 
trustors’ preferences. Experiments conducted on a real dataset 
demonstrate the effectiveness of our method in terms of 
predictive accuracy, and the results confirm that our method 
achieves promising recommendation performance, especially 
by dint of its effectiveness for Cold-Start and sparsity data 
compared to its counterparts. 

II. LITERATURE REVIEW OF RELATED WORK 
The merge of model-based collaborative filtering methods 

with trust relationships to improve the accuracy of 
recommendations has recently become a very popular research 
topic, especially using the matrix factorization technique due to 
its high precision and ease of use contribution to alleviating the 
problem of sparsity data better than other techniques [3, 8]. 
Many researchers have exploited this technique to learn about 
latent features of users and well-known ratings items, and to 
merge social relationships between users with rating data using 
different techniques. The researchers proposed in [8] a 
“SoRec” model which integrates a social network database into 
a probability matrix factorization model by simultaneously 
analyzing the rating matrix and the social trust matrix by 
sharing the matrix of features latent to a user [10]. Their 
empirical analysis shows that their method is superior to the 
basic matrix factorization model and other memory-based 
methods that take advantage of trust relationships, but that true 
recommendation processes are not reflected in this model. 
Thus, to model the information of confidence in a more 
realistic way, the same researchers proposed in a model 
“RSTE”[11], which interprets the user's decision to rate like a 

balance between his own tastes and those of his neighbor’s 
trustees. Their experiences shows that their model outperforms 
the basic matrix factorization method and existing trust-based 
methods, but in their model, the vectors of features of user's 
immediate neighbors influence his ratings rather of influence 
his vector of features, and this model does not deal with the 
diffusion of trust. 

The researchers reinforced in [12] this model by allowing 
the diffusion of trust and built a “SocialMF” model, which 
integrates the social impact by making the latent features of 
each user depend on the latent features of their immediate 
neighbors in the social network. Moreover, to effectively use 
the information of social networks when there is no trust 
information available, the researchers proposed in [13, 14] a 
“SoReg” model that performs matrix factorization while 
exploiting social regularization defined based on both user-
item matrices and positive social relations. This work is 
different from previous studies in the field of trust-based 
recommendation since it recognizes the difference between the 
relationship of trust and the relationship of friendship, as well 
as it forces the preferences of the user to be closer to the 
preferences of their friends in the social network. 

The methods “SoReg”, “SocialMF”, “STE” and “SoRec” in 
general have the same goal [15, 16], while the most important 
work relevant to our work, which is “TrustMF”, in this paper is 
the preferences of different cases are learned independently to 
guess the ratings. However, in this paper, it is said that it makes 
more sense to consider both the preferences of the trustee and 
the preferences of the trustor at the same time in the learning 
process since the assessment is generated from the two cases. 
In addition, the “TrustMF” model cannot capture the implicit 
relationship between the confident user and the trusted user 
when they are not socially related, nor does it consider the trust 
of the public, which will be addressed in our proposed 
model[17]. 

III. A GLOTMF: A MODEL-BASED METHOD 

 Problem Description A.
A recommender system that involves m users and n items is 

introduced to introduce some notations used to model the 
recommendation problem in this work. Let 
𝑈 = {𝑢1,𝑢2, . . . ,𝑢𝑛} and 𝑉 = {𝑣1, 𝑣2, . . . , 𝑣𝑚} be two groups of 
users and items respectively, where n is the number of users 
and m is the number items. Let 𝑅 ∈ 𝑅𝑛𝑥𝑚denotes the user-item 
rating matrix which represents the numerical scores given by 
the users on the items, and 𝑅𝑖,𝑗 represents the rating of item 𝑣𝑗 
given by user 𝑢𝑖, where each user evaluates a subset item with 
certain values from a rating field predefined by the 
recommendation system. Let Ω = �(𝒊, 𝒋):𝑹𝒊,𝒋 ≠ 𝟎� denotes the 
locations of observed ratings in the rating matrix R. 

𝑇 ∈ 𝑅𝑛𝑥𝑛 is the user's trust relationship matrix, where 𝑇𝑖,𝑘 
is a real number in the domain [0, 1] describing the strength of 
the relationship between users 𝑢𝑖  and 𝑢𝑘 . Let 𝜓 =
�(𝑖, 𝑘):𝑇𝑖,𝑘 ≠ 0� denotes the locations of observed trust 
relations in trust network matrix T. Since we use in this paper a 
matrix analysis technique to build the proposed model, let 
𝐵𝑖 ∈ 𝑅𝑘 be the K-dimensional preference vector of the trustor 
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and 𝐸𝑖 ∈ 𝑅𝑘the K-dimensional preference vector of trustee for 
the user𝑢𝑖 . 𝑉𝑖 ∈ 𝑅𝑘  is a k-dimensional feature vector of the 
element 𝑣𝑗. So, we can formulate the recommendation problem 
in this paper as follows: by giving a set of user ratings on R’s 
items and a set of trust values T for users by other users who 
also rated a group of items, and by using the matrix analysis 
technique to study how to learn the preferences of the different 
states of the users and the features of the items to guess the 
rating given by the target user 𝑢𝑖  on the target item 𝑣𝑗  plus 
precisely. 

 Matrix Factorization Model B.
The matrix factorization model assumes that some latent 

factors influence a user's rating behaviors and that the vector of 
user preferences is determined by how each factor is applied to 
that user [18]. This hypothesis makes it possible to discover 
missing ratings in the rating matrix from known ratings. This 
technique decomposes the rating matrix R into two matrices of 
lower order K which are the matrix of the latent features of the 
user U and the matrix of the latent features of the item V that is 
to say 𝑅 ≈ 𝑈𝑇𝑉 (as shown in Fig. 1), where the low dimension 
U and V matrices are unknown and must be predicted. Thus, 
the goal of the matrix factorization technique is to learn the 
matrices of latent features U and V and to use them thereafter 
to provide predictions of missing ratings by solving the 
following optimization problem [19]: 

min𝑈,𝑉 ∑ ∑ 𝑊𝑖,𝑗
𝑚
𝑗=1

𝑛
𝑖=1 �𝑅𝑖,𝑗 − 𝑈𝑖𝑇𝑉𝑗�

2 + 𝜆(‖𝑈‖𝐹2 + ‖𝑉‖𝐹2)   (1) 

𝑈𝑖 ∈ 𝑅𝑘 denotes a vector of the latent features of user’s 
preferences 𝑢𝑖, and 𝑉𝑗 ∈ 𝑅𝑘  denotes a vector of latent features 
of the preferences of the item 𝑣𝑗 , K is the number of latent 
features, λ is the regulation parameter which controls the 
complexity of the model to avoid relevance with training data 
(over-fitting) by introducing the term 𝜆(‖𝑈‖𝐹2 + ‖𝑉‖𝐹2) where 
‖. ‖𝐹2  This is the “Frobenius norm”. Conversely, 𝑊 ∈ 𝑅𝑛𝑥𝑚 is 
the weight matrix where 𝑊𝑖,𝑗 is the weight of the rating given 
by the user 𝑢𝑖 on the item 𝑣𝑗. The common way to define W is 
𝑊𝑖,𝑗 =  1 if 𝑅𝑖,𝑗≠ 0, but a matrix of weight W can also be used 
to process implicit opinions and encode secondary information 
such as the similarity between users and items or user 
reputation. This factorization is illustrated in Fig. 1. 

 
Fig. 1. Operating Principle of the Matrix Factorization Technique. 

 Steps of the Construction: The Proposed Model C.
1) Modeling of global information in social networks: The 

information contained in social networks represents the 
reputation of the user in the network, where reputation is a 
type of case that gives additional powers and capabilities to 
recommendation systems. There are many algorithms to 
calculate the reputation value of social network nodes based 
on their connections. In this work, we rely on one of the most 
popular algorithms, “PageRank” to calculate user reputation 
values. We first apply the “PageRank” algorithm to rank users 
by exploiting the general view of social networks, assuming 
that 𝑟𝑖 ∈ is the reputation rank of 𝑢𝑖  so that 𝑟𝑖 = 1 indicates 
that 𝑢𝑖 has the highest reputation in the entire social network, 
then we set the reputation value 𝑤𝑖  to 𝑢𝑖  according to the 
reputation value 𝑟𝑖 according to as follows: 

𝑤𝑖 = 𝑓(𝑟𝑖) = 1
1+𝑙𝑜𝑔(𝑟𝑖)

             (2) 

So long as the function (f) constrains the reputation value 
𝑤𝑖  in the interval [0, 1] is a decreasing function for 𝑟𝑖, that is, 
higher rank users have high reputation values. So, to model the 
information in social networks, we can use the reputation 
values of the users to weigh the significance of their 
recommendations by modifying the previous equation (3) so 
that it becomes as follows: 

min𝐵,𝐸,𝑉 ∑ 𝑤𝑖�𝑅𝑖,𝑗 − 𝑔(𝛼𝐵𝑖𝑇𝑉𝑗 + (1 − 𝛼)𝐸𝑖𝑇𝑉𝑗)�2 +(𝑖,𝑗)∈Ω
𝜆(‖𝐵‖𝐹2 + ‖𝐸‖𝐹2 + ‖𝑉‖𝐹2)              (3) 

During this matrix factorization, the large value of w 
indicating the high reputation of 𝑢𝑖 , will force the term 
(𝛼𝐵𝑖𝑇𝑉𝑗 + (1 − 𝛼)𝐸𝑖𝑇𝑉𝑗)  to fit tightly into the evaluation of 
𝑅𝑖,𝑗, while the small value of𝑤𝑖  will make the term (𝛼𝐵𝑖𝑇𝑉𝑗 +
(1 − 𝛼)𝐸𝑖𝑇𝑉𝑗) approximate 𝑅𝑖,𝑗. 

2) Modeling of local information in social networks: 
Local information represents preferences of the two different 
states of the user as a trustee and a trustor which are learned 
by modelling the explicit interactions between users. The 
preferences of the trustor and the preferences of the trustee are 
calculated to account for explicit ratings and explicit trust 
relationships. The local trust network link structure is used to 
assess the links between trustees and trustors, as the structure 
of these links is exploited as organizational boundaries to 
model the user's implicit interaction with other users in terms 
of the preferences of the trustors and the preferences of the 
trustees. 

3) Modeling of explicit interactions between users: In this 
part, there is a description of how to generate ratings and trust 
relationships from the perspective of different user cases as 
shown in Fig. 2, where the social impact of user ratings can 
flow in both ways. That is to say, the user's rating is not 
influenced only by trustees, but also by trustors and this is 
what is confirmed by the researchers in [20], which indicates 
that the influence of trustors in predicting rating may be equal 
to that of trustees, and therefore may provide added value to 
predict ratings more accurately. 
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Fig. 2. The Influence of Trusters and Trustees on the Prediction of the 

Rating for the Target user on the Target Item. 

Fig. 2 shows the proposed trustor model that can 
characterize how a user 𝑈𝑖’s ratings are affected by other users 
they trust by means of 𝐵𝑖𝑇𝑉𝑗, and as it does show the proposed 
trustee model that is able to characterize how a user 𝑈𝑖 ’s 
opinions affect the decisions of others who trust 𝑈𝑖 by means 
of 𝐸𝑖𝑇𝑉𝑗. 

a) Trust modeling: In addition to the rating data, there is 
a huge user-generated trust network also available on product 
showcases on the Internet. Following user preferences are 
affected by the preferences of the trustees through browsing 
activities and comments (For example, presenting ratings and 
reviews of users who trust products) and affect the trustors 
themselves. Along with the relationship between user 
preferences and trust, we can also model user preferences on 
the known trust database using a matrix factorization 
technique as shown in [18, 21]. When users are mapped to the 
same k-dimensional vector space, we can model each already 
known trust value 𝑇𝑖,𝑘  as the internal product of 𝐵𝑖  and 𝐸𝑘 , 
i.e., the expected strength of the trust relationship between 𝑢𝑖 
and 𝑢𝑘 is given by: 
𝑇�𝑖,𝑘 = 𝐵𝑖𝑇𝐸𝑘                (4) 

Considering only the trust data, we can learn the feature 
matrices 𝐵 ∈ 𝑅𝑘×𝑛  and 𝐸 ∈ 𝑅𝑘×𝑛 by solving the following 
optimization problem: 

min𝐵,𝐸 ∑ �𝑇𝑖,𝑘 − 𝑔�𝑇�𝑖,𝑘��
2

+ 𝜆(‖𝐵‖𝐹2 + ‖𝐸‖𝐹2) (𝑖,𝑘)∈ψ          (5) 

Thus, by performing the above matrix factorization, anyone 
can learn the user's preferences in terms of the latent features 
vectors of the trustee, and the latent features vectors of the 
trustor from the known trust data. 

b) Rating modeling: Given the assumption that different 
user cases influence rating generation differently [6, 20], each 
known rating should be determined by the preferences of the 
trustor as well as the preferences of the trustee. Based on this, 
the rating is predicted by user 𝑢𝑖 on the 𝑣𝑖 item as follows: 
𝑅�𝑖,𝑗 =∝ 𝐵𝑖𝑇𝑉𝑗 + (1−∝)𝐸𝑖𝑇𝑉𝑗             (6) 

Given α is the parameter to control the contribution to the 
evaluation of the different cases of the user. So, by considering 
only the rating data, we can learn the feature matrices𝐵 ∈
𝑅𝑘×𝑛 , 𝐸 ∈ 𝑅𝑘×𝑛  , 𝑉 ∈ 𝑅𝑘×𝑚 by solving the following 
optimization problem: 

min𝐵,𝐸,𝑉 ∑ �𝑅𝑖,𝑗 − 𝑔�𝑅�𝑖,𝑗��
2

+ 𝜆𝐹 (𝑖,𝑗)∈Ω            (7) 

where F = (‖𝐵‖𝐹2 + ‖𝐸‖𝐹2 + ‖𝑉‖𝐹2) This is the “Frobenius 
norm”. 

Given that g(x) is the logistic function suggested by the 
researchers to link the internal product of feature vectors latent 
in the interval [0, 1] is given by the relation 𝑔(𝑥) =
1 (1 + 𝑒−𝑋)⁄  To learn the parameters more conveniently, we 
map the raw rating 𝑅𝑖,𝑗 to the interval [0, 1] using the function 
(𝑥) = 1 (1 + 𝑒−𝑋)⁄  , where Rmax is the maximum value of 
the ratings defined in the recommender system. After training 
the model and learning the feature matrices, the prediction of 
the rating can be obtained from user 𝑢𝑖  at item 𝑣𝑖  by the 
relation 𝑔�𝑅�𝑖,𝑗� x 𝑅𝑚𝑎𝑥 Thus, by performing the previous 
matrix factorization technique, a person can learn the user's 
preferences in terms of their latent feature vectors in both cases 
as trustee and trustor from already known rating data. 

Modeling of implicit interactions between users: In this 
section, we describe how to model the implicit interactions 
between two trustees and between two trustors by 
incorporating the local binding structure of the trust network to 
restrict the objective function. 

c) The implicit influence of the trusters: Two trustors 
are alike if they share many out-links in a trusted network. In 
other words, they are jointly chatting with several trustees. So, 
by taking all the user's trust links with other users, and instead 
of relying on a single link, we can achieve a more precise and 
robust link between two trustors even if they are not explicitly 
linked. Therefore, to capture the similarity between two 
trustors users 𝑢𝑖 , 𝑢𝑘  depending on the structure of the links 
coming out of it, we adopt the following “cosine similarity” 
scale[22]: 

𝑆𝑖,𝑘𝐵 =
∑ 𝑇𝑖,𝑓𝑇𝑘,𝑓
𝑛
𝑓=1

�(∑ 𝑇𝑖,𝑓
2 ) 𝑥 (∑ 𝑇𝑘,𝑓

2 )𝑛
𝑓=1

𝑛
𝑓=1

             (8) 

In our experiment, we have used a binary value for the trust 
𝑇𝑖,𝑘  (0 or 1), and here B denotes the similarity between two 
trustors. With this similarity, we can model the implicit effect 
of the trustors by minimizing the following term: 

∑ ∑ 𝑆𝑖,𝑘𝐵𝑛
𝑘=1

𝑛
𝑖=1 ‖𝐵𝑖 − 𝐵𝑘‖𝐹2              (9) 

The large value of 𝑆𝑖,𝑘𝐵  indicates that the trustor 𝑢𝑖 and the 
trustor 𝑢𝑘  share several external bonds, and we, therefore, 
enforce their preference vectors to be as close as possible, 
while a small value of 𝑆𝑖,𝑘𝐵  indicates that the distance between 
the two preference vectors must be large. Therefore, by 
presenting this structure-dependent analogy, the vectors of the 
preferences of the trustors are linked in the learning process. 
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d) The implicit impact of trustees: Two trustees are alike 
if they share many in-links in the trust network. That is, they 
are jointly trusted by many trustors. Thus, the similarity 
between two trustees 𝑢𝑖 and 𝑢𝑘 based on the structure of the 
links entering them can be captured by the following scale: 

𝑆𝑖,𝑘𝐸 =
∑ 𝑇𝑓,𝑖.𝑇𝑓,𝑘
𝑛
𝑓=1

�(∑ 𝑇𝑓,𝑖
2 ) 𝑥 (∑ 𝑇𝑓,𝑘

2𝑛
𝑓=1 )𝑛

𝑓=1

           (10) 

Given that E here denotes the similarity between two 
trustees, as in modelling the implicit influence of the trustors, 
we model the implicit influence of the trustees by minimizing 
the following term: 

∑ ∑ 𝑆𝑖,𝑘𝐸𝑛
𝑘=1

𝑛
𝑖=1 ‖𝐸𝑖 − 𝐸𝑘‖𝐹2            (11) 

4) The proposed model standardized framework: As 
shown above, the explicit interactions and the implicit 
interactions between the trustors and the trustees. Moreover, 
we have presented how to model the information represented 
by the reputation of the users in the trust networks. We then 
propose the following merged model which considers all the 
previous information and find a solution for the following 
objective function: 

ℒ = 1
2
�∑ 𝑤𝑖 �𝑅𝑖,𝑗 − 𝑔�𝑅�𝑖,𝑗��

2
+ ∑ �𝑇𝑖,𝑘 −(𝑖,𝑘)∈𝜓(𝑖,𝑗)∈Ω

𝑔�𝑇�𝑖,𝑘��
2

+ 𝜆𝐵 ∑ ∑ 𝑆𝑖,𝑘𝐵 ‖𝐵𝑖 − 𝐵𝑘‖𝐹2𝑛
𝑘=1

𝑛
𝑖=1 +

𝜆𝐸 ∑ ∑ 𝑆𝑖,𝑘𝐸 ‖𝐸𝑖 − 𝐸𝑘‖𝐹2𝑛
𝑘=1

𝑛
𝑖=1 + 𝜆F�          (12) 

𝜆𝐵 and 𝜆𝐸 are respectively parameters to control the extent 
of the influence of the implicit interactions between the trustors 
and those between the trustees. To reduce the complexity of the 
model, we experimented with λB = λE. The former term of the 
previous equation is the regulation parameter used to avoid 
large adaptation to the training data, while λ is the regulation 
parameter. 

 Learning the Model D.
To get the minimum term of the previous objective 

function, and, thus, learn the feature matrices V, E and B and 
use them to predict unknown ratings, we use the Stochastic 
Gradient Descent method, which generally works efficiently 
for recommender systems. 

Fig. 3 shows instructions of the algorithm for learning the 
model. There are several parameters taken as input, including 
the rating matrix R, the trust matrix T, the regulation 
parameters E, B, and A, the parameter controlling the rating 
contribution of the different cases of the user ∝, the initial 
learning rate μ, and the number of latent factors K. 

In the first place, the researchers randomly generate the 
latent feature matrices V, E and B with small values. Secondly, 
we continue to train the model until the objective function 
converges to 𝐿. More precisely, we calculate the derivatives of 
the variables V, E and B then we modify them using the 
Stochastic Gradient Descent method. Finally, we obtain a 
latent feature vector of the trustor and a latent feature vector of 
the trustee and the latent feature vector of the item, and we use 

them to compute the prediction of the target user on the target 
item. 

1) A learning algorithm for the proposed model 

R : Rating matrix, 

T : social matrix, 

𝜆, 𝜆𝐵, 𝜆𝐸 ,𝛼 and K: hype-parameters 

𝜇 : learning rate 

B and E: Features matrices for users with roles of truster 
and trustee, 

V: Feature matrix for items with implicit and explicit 
feedbacks. 

 
Fig. 3. A Learning Algorithm for the Proposed Model. 

IV. EXPERIMENTAL EVALUATION 

 Description of the Dataset A.
Epinions is considered a real-world dataset, publicly 

available, and widely used to evaluate recommender systems in 
the literature. Epinions contains users’ ratings on items and 
explicit trust/distrust relationships between users, which is 
necessary to validate our model. The "Epinions" database used 
in our experiments was compiled by Paolo Massa in a five 
week “crawling” process (October / December 2003) for 
Epinions.com [23] , Table I presents statistics of this database. 
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TABLE I. DATABASE USED IN EXPERIMENTS 

Feature Epinions 

Items 139 738 

Users 40 163 

Ratings 664 824 

Trusts 487 183 

Trusters 33 960 

Trustees 49 288 

Intervalle [1-5] 

We have also noticed through a set of experiments that 
have been carried out that the distributions of trustors and 
trustees of the "Epinions" database correspond to the “Power-
Law” distribution, as is the case. In many social networks, and 
this is illustrated in the Fig. 4, where only a few trustees have 
many trustors, while most trustees have only a few trustors. 
This indicates that there is a significant dislocation in the 
confidence data provided by users. 

 
Fig. 4. Distribution of Trustees Relative to Trusters. 

 Ratings Measures B.
To measure the predictive quality of the proposed method 

compared to collaborative filtering and other methods based on 
trust, we use two measures [7, 20, 24]:Mean Absolute Error 
(MAE): it measures the mean absolute differences between the 
real ratings 𝑅𝑖,𝑗 given by the user and the ratings predicted by 
the recommendation system R and is illustrated by the 
following relation: 

𝑀𝐴𝐸 = 1
𝑁
∑ �𝑅�𝑖,𝑗 − 𝑅𝑖,𝑗��𝑢𝑖,𝑣𝑗�∈𝑇𝑒𝑠𝑡𝑆𝑒𝑡           (13) 

Where N is the number of ratings we want to test, the lower 
the MAE measurement value is, the higher the prediction 
becomes. 

RMSE (Root Mean Absolute Error) measures the square 
root of the mean square of the differences between the actual 
ratings 𝑅𝑖,𝑗 given by the user and the ratings predicted by the 
recommendation system, and is explained by the following 
relation: 

𝑅𝑀𝑆𝐸 = �1
𝑁
∑ (𝑅�𝑖,𝑗 − 𝑅𝑖,𝑗)2�𝑢𝑖,𝑣𝑗�∈𝑇𝑒𝑠𝑡𝑆𝑒𝑡           (14) 

The lower the RMSE measurement value is, the higher the 
prediction becomes. 

In addition to the ratings measures, it is also necessary to 
choose the technology in which the recommendation system 
will be rated. In this paper, we use the technique of “Five-Fold 
cross-validation” for training and testing, in which the database 
is divided into two parts. The former part concerns model 
training, while the latter is concerned with testing for its rating. 
Specifically, the database is randomly divided into five parts, 
one part is kept as test data, and the remaining four parts are 
used as training data. This process is repeated five times. Each 
of these five parts is used as test data only once, and at the end, 
the results are averaged to obtain the exact result. In our 
experiments, in each part, we use 80% of the data as training 
data and the remaining 20% as the test data, which means that 
we randomize 80% of the ratings in the "Epinions" database as 
training data to predict the remaining 20% of ratings. 

 Experimental Parameters C.
To show the performance improvements of the proposed 

method, we compare it with the traditional matrix analysis 
method and with a few confidence-based methods found in 
previous studies that are relevant to our present study. 

TABLE II. THE PERFORMANCE OF PROPOSED METHOD 

Methods Rationale Optimal 
Parameters 

PMF[25] 

The basic matrix analysis method uses 
the rating matrix only for 
recommendations, without considering 
social relationships between users. 

𝜆𝑢 = 0.001 
𝜆𝑣 = 0.001 

SoRec[8] 

The method analyses the rating matrix 
and the users' social trust matrix by 
sharing the same space of latent 
features. 

𝜆𝑐 = 1 
𝜆𝑢 = 0.001 
𝜆𝑣 = 0.001 
𝜆𝑧 = 0.001 

RSTE[11] 
The method models users' ratings as a 
balance between their own preferences 
and those of their trustee’s people. 

𝛼 = 0.4 
𝜆𝑢 = 0.001 
𝜆𝑣 = 0.001 

SocialMF[12] 
The method in which the diffusion of 
trust is considered when modelling trust 
relationships between users. 

𝜆𝑡 = 1 
𝜆𝑢 = 0.001 
𝜆𝑣 = 0.001 

SoReg[13] 

The method in which the trust relations 
are modelled by supposing that the 
distance between the latent features of 
the trustors must be minimal. 

𝛽 = 0.001 
 𝜆1 = 0.001 
𝜆2 = 0.001 

TrustMF[24] 

The method in which users are 
questioned at two spaces of latent 
features, the space of the user as trustor 
and the space of the user as trustee, by 
analyzing the trust network. 

𝜆𝑡 = 1 
𝜆 = 0.001 

GlotMF 

Our proposed method in which the 
general and the local social context of 
trust relationships between users is 
exploited, where local information 
represents the preferences of the two 
different states of users (trustee and 
trustor) which are learned by modelling 
the explicit and implicit interactions 
between users, while the general 
information represents the reputation of 
the user in the social network. 

𝛼 = 0.6 
𝜆𝑏 = 0.1 
𝜆𝑒 = 0.1 
𝜆 = 0.001 

179 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 7, 2022 

To check all the methods that are compared with the 
methods we use, we define our own optimization parameters 
according to the corresponding references that are based on our 
experiments, as shown in the Table II. To compare these 
methods fairly, we define the dimension K of the latent feature 
space, for example, five and ten. In reference to all the 
methods, we adopt the same initialization strategy, which 
randomly initializes all the latent feature matrices with a 
distribution uniform in the domain [0, 1]. 

In this test, we will focus on two user’s points of view to 
measure the performance of the different methods compared: 

• Perspective of All Users: users who have at least one 
rating. 

• Perspective of Cold-Start Users: Users with less than 5 
ratings. 

 Experimental Results D.
the results of our experiments that we carried out on the 

“Epinions” database for the “All Users” and “Cold-Start 
Users” perspectives on the “MAE” and “RMSE” 
measurements used in the process of evaluation and with 
different parameters for the dimension of the latent factor space 
(k = 5, k = 10). The experimental results of our proposed 
method and the methods we compared with, are presented in 
the Table III and Table IV. 

TABLE III. RECOMMENDATION PERFORMANCE COMPARISONS ON 
EPINIONS DATA SET, THE CASE OF “ALL USERS” 

Metrics 
MAE RMSE 

K=5 K=10 K=5 K=10 

PMF 0.979 0.909 1.290 1.197 

RSTE 0.950 0.958 1.196 1.278 

SoRec 0.882 0.884 1.114 1.142 

SoReg 0.994 0.932 1.315 1.232 

SocialMF 0.825 0.826 1.070 1.082 

TrustMF 0.818 0.820 1.069 1.095 

GlotMF 0.804 0.805 1.043 1.044 

TABLE IV. RECOMMENDATION PERFORMANCE COMPARISONS ON 
EPINIONS DATA SET, THE CASE OF “COLD-START USERS” 

Metrics  
MAE RMSE 

K=5 K=10 K=5 K=10 

PMF 1.451 1.153 1.770 1.432 

RSTE 1.051 0.981 1.266 1.313 

SoRec 0.892 0.846 1.138 1.180 

SoReg 1.398 1.139 1.735 1.437 

SocialMF 0.884 0.857 1.133 1.152 

TrustMF 0.891 0.853 1.125 1.176 

GlotMF 0.868 0.868 1.105 1.108 

1) Analysis and discussion of the results 

• The performance of the traditional "PMF" method is 
lower than the performance of other compared methods 
based on a matrix analysis which, in our opinion, 
benefits from the relationships of trust in the two 
perspectives "All Users" and "Cold-Start Users" which 
underline the importance of trust in improving the 
performance of model-based recommendation systems. 

• From an "All Users" perspective, the TrustMF and 
GlotMF models perform better than other trust-based 
models that map users to a single latent feature space. 
In addition, our proposed model "GlotMF" outperforms 
the "TrustMF" model among all models compared by 
1.4% and 2.6% respectively when K = 5, and by 1.5%, 
5.1% when K = 10 in terms of "MAE" and "RMSE" 
respectively. 

• From a Cold-Start User perspective, there is no single 
model that works best among trust-based models. In 
general, our suggested model performs better than the 
others. Although, with a few noted exceptions in terms 
of MAE, our model is more robust in terms of RMSE. 
Since all confidence-based models aim to improve the 
squared errors between predicted values and actual 
values. Whereas, the “RMSE” measurement is more 
significant than the “MAE” measurement (where 
“RMSE” calculates the square of the differences 
between the actual ratings and the predicted ratings, 
thusly, penalizing large errors more than the “MAE”), 
and, therefore, our model always has the best 
performances, surpassing the "TrustMF" model the best 
among the compared models at the level of the "RMSE" 
measure when K = 5, and the "SocialMF" model the 
best at the level of the "RMSE" measure when K = 10. 

• In addition, we notice that the “GlotMF” model 
achieves better performance in both perspectives, which 
confirms the efficiency of taking the implicit links 
between the users beside the explicit links in improving 
the performance of the recommendation, as well as 
exploiting the general social context of users 
contributed to our model outperforming other models 
based on trust. 

• Although the percentage of relative improvements in 
our model compared to other compared models is small, 
these improvements are significant, as researchers in [4, 
26] noted that even small improvements in MAE and 
RMSE measurements can lead to significant differences 
in the recommendations. As evidence to the above-
mentioned result, a million-dollar award was submitted 
to the Netflix Prize competition in October 2006 for a 
10% improvement in the RMSE metric over traditional 
sponsorship methods. 
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2) Checking the performance of the proposed model on 
users with different degrees of confidence: other series of 
experiments to verify the performance of the proposed model 
for users with different degrees of trust relationships was 
carried out to compare our method with other trust-based 
methods and test the possibilities of these different methods 
by benefiting trust data for the recommendation. The degrees 
of trust relationships can be defined as the total of the trustees’ 
neighbors of the user and the trustors’ neighbors of the user 
themselves. To conduct our experiments, we first group all the 
users into several groups (up to seven groups) according to 
their degrees of trust, these groups are “1-5”, “6-10”, “11-20 
"," 21-40 "," 41-100 "," 101-500 ", and "> 500 "as used by the 
researchers. Then, we calculate the predictive error in each 
group respectively in terms of measures" MAE "and" RMSE 
"when the number of latent features is equal to five and ten, 
the results of these experiments are shown in the Fig. 5, Fig. 6, 
Fig. 7, and Fig. 8. 

 
Fig. 5. The Predict Error on users in different Methods when d=𝟓𝟓 (MAE). 

 
Fig. 6. The Predict Error on users in different Methods when d=𝟓𝟓 (RMSE). 

 
Fig. 7. The Predict Error on users in different Methods when d=10 (MAE). 

 
Fig. 8. The Predict Error on users in different Methods when d=10 (RMSE). 

The results obtained show that the performance of the six 
compared methods differ to some extent from the different 
trust groups, and our "GlotMF" model works stable and shows 
the best quality for most groups, especially for the group with 
five relationships of maximum trust (about 63.4% of users), 
and for the group of 6 to 10 trust relationships (about 11.6% of 
users) on the MAE and RMSE measures in the two dimensions 
five and ten. This strongly suggests that our model can benefit 
from dispersed trust data more effectively than other trust-
based collaborative filtering methods. 

V. CONCLUSION 
The Research tried to present our proposal to improve the 

accuracy of recommendations in the model-based collaborative 
filtering method by taking advantage of trust relationships 
between users. This is done by presenting a new data fusion 
strategy rating and trust data to express users' mutual impact on 
their opinions more logically, and, thusly, predict the unknown 
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values of user ratings on items more accurately and efficiently. 
In our proposed method, local information represents the 
preferences of the two different user states trustee and trustor 
which are learned by modelling the explicit and implicit 
interactions between users. While general information 
represents the reputation of the user in the social network. 
Experiments were performed on a real database, "Epinions", 
and in two user perspectives, "All Users" and "Cold-Start 
Users". The results of these experiments showed that the 
suggested method brought up significant improvements in 
terms of predictive accuracy, and its effectiveness in alleviating 
data dispersion and cold start problems compared to other 
methods based on models that take advantage of trust 
relationships to improve the accuracy of recommendations. 
Current work relies on the explicit trust granted explicitly by 
users, but the user might refute to share or disclose this 
information, for example, due to privacy concerns. Moreover, 
many of these available datasets contain explicit trust 
information. Therefore, implicit trust values can be inferred 
from user behaviors to improve the generalizability of 
proposed method. In future work, we intend to improve the 
proposed model, and it will be interesting to study more 
extensions. 
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Abstract—Determining an impervious surface is one of the 

most important topics of remote sensing because of its great role 

in providing information that benefits decision-makers in urban 

planning, sustainable development goals, and environmental 

protection. In recent years, a great development in this field has 

occurred due to the huge improvement in the algorithms and 

techniques that are used to map impervious surfaces. In this 

paper, the deep learning technique has been implemented to 

investigate the extraction of impervious surfaces in Marrakesh 

city, based on Landsat images. 9000 polygons and 13840 points 

have been taken to prepare label data by random forest in 

Google Earth Engine (GEE). In addition, all preprocessing steps 

for remote sensing images have been implemented in GEE. An 

artificial neural network (ANN) has been used to determine 

impervious surfaces. After training and testing the proposed 

network on Landsat image datasets, precision, accuracy, recall, 

and F1-score matrix scores were 0.79, 0.98, 0.87, and 0.82, 

respectively. The experimental results show that this method is 

efficient and precise for mapping the impervious surfaces of 

Marrakesh city. 

Keywords—Deep-learning; remote sensing; artificial neural 

network ANN; impervious surface 

I. INTRODUCTION 

 Impervious surfaces are a prominent indicator of human 
presence and are characterized as land covers that have been 
contained by manmade structures that restrict water penetration 
into the soil, such as building roofs, roadways, and parking lots 
[1]. The growth of impervious surfaces and urban areas causes 
a variety of problems, including environmental risks and 
sociopolitical consequences [2, 3]. In order to achieve 
sustainable development goals, urban planning, and 
environmental protection, it is necessary to provide all details 
and specific information that cover the long-term dynamics of 
impervious surfaces [4, 5]. Since the 1970s, remote sensing 
instruments have been widely employed to monitor the Earth. 
Everywhere across the world, day or night, these satellites 
gather data at a low cost or for free. With this, the quantity of 
data that can be used to research impervious surfaces has 
increased significantly [6-8]. In order to successfully extract 
information from such a massive volume of data, high-
performance processing skills, such as machine learning and 
cloud computing platforms, are required. These algorithms and 
technologies have been shown to be extremely efficient [9-12]. 

Remote sensing has been widely utilized to identify 
impervious surfaces. Several articles have been published 
describing the state-of-the-art of this topic [13-21]. Earlier, 

statistical remote sensing indices including the Normalized 
Difference Built-up Index (NDBI) [22], Normalized Difference 
Impervious Surface Index (NDISI) [23], modified NDISI [24], 
and perpendicular impervious surface index(PISI) [25] , 
biophysical composition index (BCI) [26] , and the normalized 
difference vegetation index (NDVI) have been developed to 
map impervious surfaces. Scholars and researchers have 
moved their focus to machine learning techniques such as 
Random Forest [27], Support Vector Machine (SVM) [28], and 
Classification and regression trees (Cart) [29], among others. 
Similar to our earlier study, this is a continuation of that work 
[30]. In recent years, deep learning algorithms and cloud 
computing infrastructures have witnessed tremendous 
development, resulting in significant advancements in image 
processing applications such as classification, segmentation, 
and change detection [31-33]. As a result, the remote sensing 
community is attempting to modernize remote sensing image 
preprocessing and processing in order to keep up with this 
development. 

One of these major accomplishments is the Google Earth 
Engine cloud computing platform, which is free and combines 
a multi-petabyte catalog of satellite imagery and geospatial 
datasets with planetary-scale analysis capabilities, as well as its 
community [34, 35]. This is constantly updated and has many 
scientists, researchers, and developers working on it to develop 
remote sensing and environmental applications. Despite the 
fact that deep learning has unique automatic feature learning 
capabilities and strong nonlinear complex function expression 
and fitting capabilities, and it can combine low-level features to 
form more abstract high-level representations and attribute 
categories or features, it requires significantly more training 
data than conventional machine learning supervised 
classifications [36]. 

In this work, deep learning techniques have been proposed 
to determine impervious surfaces of Marrakesh city, based on 
Landsat images to take advantage of the large archive owned 
by this satellite (1972–now) [37, 38]. 6787 polygons have been 
extracted from the cadastral plan, and 13122 labeled points 
have been chosen carefully from high resolution images to 
prepare label data images by random forest in the Google Earth 
engine (GEE). In addition, all preprocessing for remote sensing 
images for training and testing images has been implemented 
in GEE. An artificial neural network (ANN) has been used to 
implement this task. The remainder of this paper is organized 
as follows: Section II discusses the pieces that are related to 
this topic. The proposed methodology for predicting 
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impervious surfaces for the city of Marrakech has been 
illustrated in Section III. Section IV describes the experimental 
results and their evaluations. The conclusion is found in 
Section V. 

II. RELATED WORK 

In general, the literature on remote sensing techniques for 
detecting impervious surfaces is divided into three categories: 
statistical-index based, machine learning based. 

1) Statistical-index based: In this subsection, index-

methods will be discussed briefly. These statistical indicators 

have been modeled by calculating two or more bands in order 

to improve the spectrum of specific features of the target 

areas, such as NDBI, modified NDISI, NDIS, PISI, and BCI. 

The computing formulas for some of these indicators are 

presented below: 

𝑁𝐷𝐵𝐼 =
𝑆𝑊𝐼𝑅1 − 𝑁𝐼𝑅

𝑆𝑊𝐼𝑅1 + 𝑁𝐼𝑅
 

MNDWI =
G − SWIR1

𝐺 + 𝑆𝑊𝐼𝑅1
 

NDISI =
Tb + (MNDWI + NIR + SWIR1)/3

Tb − (MNDWI + NIR + SWIR1)/3
  

PISI = 0.8192 ∗ B − 0.5735 ∗ NIR + 0.075 

𝑁𝐷𝑉𝐼 =
𝑁𝐼𝑅 − 𝑅𝐸𝐷

𝑁𝐼𝑅 + 𝑅𝐸𝐷
 

where: 

 SWIRI is the band of shortwave infrared waves 
(Landsat 8 band 6).while. 

 Tb indicated to the temperature of the TIRS1 thermal 
band's brightness. 

 NIR refers to the near-infrared band pixel values 
(Landsat 8 band 5). 

 RED, G, and B represent the red, green and blue canals 
on Landsat 8, also known as Bands 4, 3 and 2 
respectively. 

Despite these statistical-based algorithms being obvious 
and simple to use, they faced a few restrictions in their 
performance. For example, in regions with large concentrations 
of topsoil, NDBI does not work well because it cannot 
distinguish between urbanized areas and vegetation. On the 
other hand, the NDISI relied on land-surface temperature, 
which might fail in zones where the heat island effect is less 
prominent. Furthermore, the Tb band is also problematic since 
it is not present in all sensors. In general, it's hard to use these 
indicators alone to predict the impervious surface because the 
threshold interval changes from zone to zone and hasn't been 
adjusted yet [25]. 

a) Texture-based methods: Previously, scholars and 

researchers have extracted the impervious surface using 

various methods based on spectral analysis and mixed pixel 

decomposition to examine the variations in reflectance 

features of impervious surface areas using medium-to-low-

resolution remote sensing images, such as Landsat [39, 40]. 

b) Machine learning based: Machine learning 

algorithms have been extensively conducted to model 

impervious surfaces, such as the maximum likelihood 

classifier, support vector machines (SVM), classification and 

regression trees (CART) algorithm, and random forest. In 

spite of the fast development of these approaches, they need 

vast quantities of labeled training and assessment data. 

Nonetheless, the gathering and generation of this quantity of 

labeling data by visual interpretation is regarded as time-

consuming and cost-intensive [28]. In addition, the machine 

learning approach has been challenged by the spectral and 

textural complexity of impervious surface area (ISA) in mixed 

pixels, including different combinations of ISA and other land 

cover types [41]. 

III. RESEARCH METHODOLOGY 

Marrakesh is one of the most important Moroccan cities, it 

is located at 31°37′48″N 8°0′32″W, and has a surface 

area of more than 230 km² ; It suffers from the effects of 

migration from the surrounding countryside to it; it was chosen 
by the atlas project (www.atlasofurbanexpansion.org/) to study 
urban expansion from 1985 to the present; and it was also 
chosen in our previous work [30]. This paper will determine 
the impervious surface of Marrakesh city using deep learning 
technique. 

A. Database Preparation for Learning and Testing the 

Proposed Model 

Cloud computing is very important for deep learning 
applications since it provides unlimited storage, provisioning, 
and updating, as well as guaranteed privacy and security [42, 
43]. Users of cloud services can also improve server usage, 
dynamic scalability, and reduce the time for creating new 
applications [44]. The Google Earth engine platform (GEE) is 
utilized to implement all steps for training and testing the deep 
learning model. 

In this study, our goal is to use deep learning techniques to 
extract the impervious surface of the city of Marrakech based 
on Landsat images. 6787 polygons and 13122 points have been 
chosen to prepare labeling data by using random forest in GEE. 
These points had been collected using visual interpretation 
analysis, which is based on our power to match patterns and 
colors in an image to real-world features, from high resolution 
images from different resources such as (Google earth, 
Sentinel-2 OSM). According to the polygons, they were taken 
from plan cadastral of Marrakesh city. Then these data are 
uploaded to GEE cloud platform as a form of features 
collections. After that, a sampling operation was performed to 
link the features (Landsat image datasets 8 bands: B2, B3, B4, 
B5, B6, B7, NDVI, and NDBI of each point and polygon with 
the corresponding pixels in the target image (Marrakesh city 
image). 

In the present study, random forest algorithm has utilized to 
produce labeled data image as it is the best obtained result in 
our previous study [30]. Fig. 1 shows the resulted image from 
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random forest, the white pixels represent the impervious 
surface of Marrakesh city. 

Random forest is composed of many decision trees. 
Furthermore, it employs randomness to improve accuracy and 
avoid over fitting, which can be a significant problem for such 
a complex algorithm. These methods generate decision trees 
from a random sampling of data and extract predictions from 
each tree. Following that, they vote on the most possible 
solution. The use of random forest (RF) for image 
classification has gained popularity due to its ease of use (e.g. 
relatively insensitive to classification parameters) and generally 
high accuracy [45]. This algorithm works as follows: 
Assuming the dataset has "m" features, the random forest will 
select "k" features randomly, where k < m. The algorithm will 
now select the node with the biggest information gain among 
the k features as the root node. The algorithm then divides the 
node into child nodes and continues the procedure "n" times 
more; a forest with n trees is obtained. Finally, bootstrapping, 
which entails combining the outcomes of all of the decision 
trees in random forest, will be performed. Because it is based 
on the functionality of decision trees, it is definitely one of the 
most complicated algorithms[46]. 

After obtaining our labeled image, it is necessary to prepare 
the database (the labeled image) to be the input of the ANN 
model. The steps for preparing the database are as follows: 

 First step is to flattening the data shape from multi-
dimensions (Landsat image datasets eight layers: b2, 
b3, b4, b5, b7, b7, NDVI, NDBI) into two dimensions 
array. This is a very important step because Flatten 
makes the serialization of a multidimensional tensor 
apparent (typically the input one here eight layers). The 
mapping between the (flattened) input tensor and the 
first hidden layer is now possible. Each member of the 
(serialized) input tensor will be linked with each 
element of the hidden array if the first hidden layer is 
"dense". The way the input tensor is mapped into the 
first hidden layer would be unclear if you didn't utilize 
Flatten. Fig. 2 shows the result of the flatting operation. 

 The second step is data cleaning, by removing no-data 
pixels from the arrays. 

 The third is to divide the data by 60 percent for training 
and 40 percent for validation accordingly. 

 The fourth stage is normalization, which is required by 
many machine learning methods, including NNs. This 
indicates that the histogram has been stretched and 
scaled to meet a particular range of values (here, 0 to 
1). We will normalize our features to fulfill this 
requirement. Normalization can be performed by 
subtracting the minimum value and dividing it by the 
range. Because the Landsat 8 data is a 16 bits data 
(216= 65536 values), the lowest and highest values are 
0 and 65536. Fig. 2 also shows the result of the 
normalization operation. 

 Reshaping the features from two to three dimensions, 
such that each row represents an individual pixel, is 
another pre-processing step. Fig. 3 indicates the result 

of converting the features from two to three 
dimensions. 

B. Architecture of the Proposed Model 

In recent years, an artificial neural network (ANN) has 
gotten a lot of attention because of its ability to solve 
complicated nonlinear problems in domains like computer 
vision, image processing, natural language processing, and so 
on. For this reason, an ANN deep learning model has been 
implemented to improve impervious surface extraction for 
Marrakech, Morocco. 

The basic architecture of an ANN model consists of input 
and output layers as well as hidden layers with various weights. 
Then, these several layers are connected by neurons. Every 
single neuron is inspired by a biological neuron, and produces 
a single output, and is known as a perceptron. 

 

Fig. 1. Labeled Image and the Original Image. 

 

Fig. 2. Flattening and Normalizing. 

 

Fig. 3. Reshaping. 
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Fig. 4. Basic Architecture of ANN. 

The perceptron's basic architecture is illustrated in the 
diagram above (Fig. 4). Initially, X0, X1,... and Xn indicate 
inputs. The inputs (X0, X1,.. and Xn) are multiplied by a 
connection of weights (W0, W1,.. and Wn) and then summed 
with the bias value b (which permits the activation function to 
be shifted up or down). To obtain the output of the perceptron, 
the output of the summation operation is applied to the 
activation function. If no activation function is used, the output 
signal is just a linear function, and the model will be unable to 
learn and model complex data (such as images, videos, audio, 
speech, and so on). A neural network needs to learn and 
represent anything, as well as any arbitrarily complicated 
function that links an input to an output. Therefore, a neural 
network has to use a non-linear activation function to perform 
this task. 

C.  Implementation of ANN 

 In our model, the input variables are Landsat 8 image 
bands from Band 2 – Blue to Band 7 – SWIR 2, NDVI, and 
NDBI. We chose the additional bands (NDVI and NDBI) to 
increase the amount of data, which leads to improving the 
performance of our model. 

The proposed model has two hidden layers; the first layer 
contains 32 neurons, while the other contains 16 neurons, 
followed by an output layer with two classes, impervious and 
non-impervious pixels, as shown in Fig. 4. The Softmax 
activation function is used because it is the most suited 
function for our situation to estimate impervious surface pixels. 

 

Fig. 5. Model Architecture. 

IV. RESULTS AND DISCUSSION 

 The impervious surface classification results will be 
discussed in this section. To detect the impervious surfaces, a 
series of preprocessing steps have been implemented, as 
already mentioned in the previous section. We utilized an ANN 
model to implement the detection of impervious surfaces. This 
model was trained and tested using a dataset, which is taken 
from the Landsat-8 archive. This dataset has been corrected, 
filtered, and exported in the form of a Geographic Tagged 
Image File Format (GeoTIFF) Image (Fig. 1) in GEE. This 
image contains eight bands with 30 meter spatial resolution, 
and its dimensions are 961 pixels in height and 2476 pixels in 
width. To train and test the proposed model, the database is 
split into two parts; the first contains 60% of the database, 
which is used to train the model, while the other part is used for 
testing the model. 

A. Performance Accuracy Assessment of ANN Model 

At this stage, the proposed model has been implemented on 
the Google Colaboratory Cloud platform. This platform 
facilitates the training of deep learning models online by 
providing a lot of computing power, better than our local 
machines. After training and testing our model, we obtained 
the confusion matrix's components as shown in Table I. The 
explanation of the confusion matrix is as follows: 

 True Positive means that the pixel is predicted as an 
impervious surface pixel and it's true. 

 True Negative represents the pixels that are not 
impervious surface pixels, and it's true. 

 False Positive means that the pixel is predicted as an 
impervious surface pixel, but it’s false. 

 False Negative means that the pixel is predicted as a 
non-impervious surface pixel, but it’s false. 

Table I indicated that, our model has very high 
performance as the positive impervious surface detection is 
very high and the wrong detection is low. To quantitatively 
evaluate our model performance, four measurements are 
utilized, namely accuracy, recall, precision, and F1-score. 

 Accuracy: The discernment required to distinguish 
between impervious and non-impervious surfaces. The 
percentage of all assessed instances that are true positive and 
true negative is derived to assess a test's accuracy. It can be 
expressed mathematically as: 

Accuracy =
(𝑇𝑁 + 𝑇𝑃)

(𝑇𝑁 + 𝑇𝑃 + 𝐹𝑁 + 𝐹𝑃)
 

TABLE I. THE OBTAINED RESULTS OF OUR MODEL 

 confusion matrix 

Output -predictable 

image 
Actually Positive(1) Actually Negative(0) 

Impervious surface 

Class - 1 

True positive (TP) 

916106  

False positive (FP) 

6778 

Non-Impervious surface 
class -0 

False negative (FN) 
3873 

True negative (TN) 
25018 
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That is the total number of assessments divided by the 
number of correct assessments. Additionally, precision, recall, 
and F1 score are used to assess the proposed methodology of 
performance. Precision is defined as the proportion of 
accurately predicted positive observations to all positive 
observations. A low proportion of false positives is associated 
with high precision. It can be expressed as follows: 

Precision =
TP

TP + FP)
 

 Recall: The recall is the proportion of correctly foreseen 
positive observations to all of the actual class observations. To 
put it another way, it can be expressed as. 

Recall =
TP

TP + FN
 

F1 Score: This is the recall and precision weighted average. 
As a result, both false positive and false negative numbers are 
taken into account. In situations where the distribution class is 
unbalanced, F1 is more helpful than accuracy. The formula for 
this is F1. 

F1 Score =
2(Recall ∗ Precision)

(Recall ∗ Precision )
 

Table II shows the obtained results of the four 
measurement parameters that have been chosen. 

TABLE II. THE OBTAINED RESULTS OF THE FOUR MEASUREMENTS 

STATISTICAL 

Accuracy Precision Recall  F1 Score 

0.98% 0.79% 0.87% 0.82% 

It can be noted from Table II that our method has high 
performance in all measurement parameters (accuracy, 
precision, recall, and F1-score) as their values are higher than 
0.79%. This is because of the good design of our model 
architecture and the large amount of data that is used for 
training and testing our model. 

 The evaluation of our ANN model has been applied to a 
dataset subset covering 124 km on the western side of 
Marrakesh city, and its dimensions are 589 pixels in height and 
1104 pixels in width. Fig. 5 shows the original image of the 
target area. Fig. 6 presents the output predicted image of our 
ANN model. Fig. 7 presents the high-resolution image from 
Sentinel-2 for the same area as the impervious surfaces are 
clearly monitored. It is noted in Fig. 6 that the impervious 
surfaces are represented by white pixels. In comparison with 
Fig. 7, we notice that the impervious surfaces are classified and 
detected well. Our ANN model has a high accuracy in 
detecting impervious surfaces. 

To assess and analyze the benefits and drawbacks of the 
suggested model and obtain a comprehensive overview of our 
research region, high-resolution images from Sentinel-2 have 
been brought, with true color composited. Fig. 8 displays this 
image, which describes urbanized Lands located at the end and 
fringes of the city, the western side of the image, and some 
settlements in the south of the image. 

 

Fig. 6. Marrakech Original Image with Near-Infrared (NIR) Composite 

Landsat. 

 

Fig. 7. Output - Predicted Image. 

 

Fig. 8. Subset from Sentinel-2 Image for the Same Area. 

https://onlineconfusionmatrix.com/#measures
https://onlineconfusionmatrix.com/#measures
https://onlineconfusionmatrix.com/#measures
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V. CONCLUSION 

In this paper, an artificial neural network deep learning 
model has been used to predict impervious surfaces in 
Marrakech city; the model is trained and tested using Landsat 
images. The experimental results show that our model has an 
accuracy of 81.80% in the precision matrix and 83% in the 
recall. This is because of the good design of our model 
architecture and the large amount of data that is used for 
training and testing our model. In the future, our goal might be 
to extend the proposed model to a large database containing 
many cities over many years. Therefore, increasing the amount 
of data will improve the accuracy of the model. 
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Abstract—One of the main activities of software requirements 
analysis is requirements prioritization. The wrong requirements 
prioritization is risky as it leads to many software failures. The 
current requirements prioritization techniques can’t deal with 
large requirement numbers efficiently, which is considered one of 
their main issues. Many researchers have agreed that the 
analytical hierarchy process (AHP) is one of the best 
prioritization techniques as it produces highly accurate results. 
AHP has two main problems: scalability and inconsistency. 
These problems have motivated us to propose an improved 
version of AHP for software requirements prioritization, namely 
Enhanced AHP (E-AHP). A performance evaluation has been 
done for the conventional AHP, E-AHP, and one of the recent 
algorithms that also try to solve the AHP scalability problems, 
namely removing eigenvalues and introducing the dynamic 
consistency checking algorithm into AHP (ReDCCahp) 
algorithms The evaluation shows which algorithm takes the least 
time, uses the least memory, produces the most consistent and 
accurate results, and has the highest scalability. The three 
algorithms have been evaluated by running their codes using 
different numbers of requirements ranging from 10 to 500. The 
results show that E-AHP is more scalable, takes the least time, 
uses the least memory, and produces the most consistent and 
accurate results compared to the other two algorithms. That 
becomes remarkable when the number of requirements 
increases. Therefore, E-AHP is suitable to be applied in large 
software projects, as it can deal efficiently with the large software 
requirements numbers. 

Keywords—Requirements engineering; analytical hierarchy 
process; software engineering; requirements prioritization 
techniques 

I. INTRODUCTION 
Requirements engineering is a critical part of software 

engineering [1]. It is the process of gathering the requirements 
and understanding them deeply to ensure that they are correct, 
complete, and consistent [2]. If the requirements engineering 
process has not taken enough time, it will affect the overall 
project [3], [4]. The requirements engineering process consists 
of five activities: requirements elicitation, requirements 
analysis, requirements specification, requirements validation, 
and requirements management. The prioritization of 
requirements is one of the critical activities in the requirements 
analysis process [5], [6]. When the requirements number 
increases, analysts must organize them to implement the most 
important ones in the early stages to avoid the high cost of 

system transformation and rework and achieve user satisfaction 
according to a pre-specified budget, time, and resources [7]. 

There are three requirements prioritization technique types 
[8], [9]: nominal scale techniques, ordinal scale techniques and 
ratio scale techniques. In the Nominal scale prioritization 
techniques [7], [10], the users assign each requirement to a 
priority group, and all requirements in the same group have the 
same priority [8]. One of the well-known techniques is the 
Numerical Assignment technique, which categorizes the 
requirements by distributing them into groups [11]; each group 
has a number that describes its rank or order among all groups. 
And the number of groups equals the scale range [9], [12]. Top 
Ten Requirements is another well-known nominal scale 
technique. It has only one group that contains the most ten 
critical requirements [9]. Another technique is MoSCow, 
which distributes the requirements into four main groups [8]: 
Must-Have, Should-Have, Could-Have, and Will-Not-Have 
[5], [12]. These techniques are simple, easy, and fast [10]. But 
their results are not accurate in most cases as they don’t give 
specific priority value to each requirement [13] and cannot deal 
efficiently with large requirements numbers [11]. 

The Ordinal scale techniques produce an ordered 
requirements list [10], [12], and each requirement has a 
specific priority [8]. They are more accurate than nominal scale 
techniques [9]. One of the well-known ordinal scale techniques 
is the Priority group [11]. It is like the Nominal scale 
techniques but has only three groups: High, Medium, and Low. 
The users prioritize and classify the requirements within the 
same group into another sub-group; users repeat that looping 
until each group has only one. Bubble sort is another well-
known ordinal scale technique [11]. In this technique, the user 
should list the requirements and then compare every adjacent 
two [9]. If the second one has less priority than the first, the 
user swaps the order of these two requirements. The user 
should repeat this process for each element in the requirements 
list until it becomes sorted in ascending order. 

Binary Search Tree (BST) is another well-known ordinal 
scale technique. It depends on node structure. In BST, each 
node represents a requirement [14] .The root node is in the first 
level. The last level is the ordered requirements list. BST works 
as follows: the user first selects one requirement to represent 
the top node (the root node) [8]. After that, the user iterates on 
the requirements list; if the requirement in the root node is 
more important than the requirement in the current node, the 
user should search in the left sub-tree to place it. Otherwise, the 
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user searches in the right sub-tree. The user repeats this process 
until putting each requirement in the right place in the tree 
based on its priority. The ordinal scale techniques have 
medium scalability, consume more time, and are less easy to 
use than nominal scale techniques [9]. 

The Ratio scale techniques are similar to the Ordinal scale 
prioritization techniques [6], [10]. In addition, they show 
relative importance among all the requirements, which means 
they give the requirements priority values [8]. In these 
techniques, the users know to what extent each requirement is 
more important than the others [9]. Cumulative Voting (CV) is 
a well-known ratio scale technique that depends on the users' 
voting; each user has 100 points [9] and distributes the points 
among the requirements based on their priority [15]. 
Hierarchical Cumulative Voting (HCV) is a new modification 
of the CV technique [2]. The main difference is that HCV also 
prioritizes the detailed requirements (prioritizes requirements 
and their sub-requirements hierarchically). 

Analytical Hierarchical Process (AHP) is multi-criterion 
decision-making and mathematical method used in many 
fields, including requirements prioritization [6], [9]. It selects 
the best decision based on pairwise comparisons among all 
decisions concerning many criteria [8], [13] (note that AHP 
will be explained in detail in section three; because the 
proposed algorithm is based mainly on it). It is good to use one 
of these techniques when the project is critical, and it is 
necessary to know the exact difference of importance among 
all the requirements [11]. 

Most of the prioritization techniques can’t deal with large 
requirements numbers and produce accurate results at the same 
time [2], [5], [9], [11], [13], [14], [15]. Researchers [2], [7], [9], 
[11], [12], [14], [15] agreed that AHP is the most accurate 
prioritization technique, as it is a mathematical-based method 
and produces highly accurate results. But they found that AHP 
is suitable to be used only if the requirements number is small; 
otherwise, it is not good as it is not scalable and sometimes 
suffers from inconsistency problems. Scalability means the 
ability of a technique to deal with a large number of 
requirements efficiently, and inconsistency means it sometimes 
produces elements that are semantically conflicting and not 
compatible with each other. The limitations of AHP can be 
summarized as follows: 

• Sometimes, the results of AHP may be inconsistent 
because of the high human involvement [13], especially 
with large requirements numbers [5]. 

• AHP is not fast; it takes much time to work [8], [13]. 

• It is not easy for users to use as it needs an excellent 
mathematical base. It also needs time to understand 
how it works [13], [4]. 

• AHP performs n*(n-1)/2 comparisons [4], [9]where n is 
the number of requirements ; that means when the 
requirements numbers increases, the pairwise 
comparisons number will increase exponentially [11], 
which indicates it does not work well with a large 
number of requirements and is not scalable [3], [13]. 

The previous AHP limitations have motivated us to search 
for new ways to enhance it to deal efficiently with large 
requirements numbers. 

The main contributions of this paper can be summarized as 
follows: 

• Proposing a new algorithm that tries to solve the 
scalability problem that faces the conventional AHP 
and minimizes inconsistent and inaccurate results. 

• An experiment that compares the proposed algorithm 
against the AHP and one of the best recent algorithms 
introduced to solve the scalability problem of AHP, 
namely removing eigenvalues and introducing the 
dynamic consistency checking algorithm into AHP 
(ReDCCahp), is conducted. The experiment aims to test 
the three algorithms' scalability, complexity, results' 
accuracy, and consistency. 

The rest of the paper is structured as follows: Section II 
presents the related works on the recent techniques introduced 
to solve the scalability and inconsistency problems of the 
conventional AHP and other prioritization techniques. Section 
III is the research background; it explains the conventional 
AHP (as the proposed algorithm is a modification of AHP). 
Section IV presents the proposed requirements prioritization 
algorithm. Section V presents an experiment that compares the 
proposed algorithm against the AHP and ReDCCahp 
algorithms. Section VI presents the experimental results and 
discussion. Section VII is the conclusion of the paper. Section 
VIII is the limitations and future works. 

II. RELATED WORK 
Many researchers introduced several approaches and 

techniques to prioritize a large number of requirements 
efficiently. This section will briefly explain most of them. 
Market-Driven Requirement Prioritization Model (MDRM) 
[16] is an AHP modification model introduced to deal with 
large requirements numbers by reducing the number of 
pairwise comparisons. The main idea of MDRM is to divide all 
the requirements into bins and prioritize all these bins by AHP. 
The main limitations of this technique are that it can’t consider 
the dependencies and conflicts among the requirements [3] and 
cannot deal with large requirements number efficiently [13]. 

NAcAHP is another technique introduced to prioritize a 
large number of requirements [17]; it combines the AHP 
technique with the Numerical Assignment technique to reduce 
the time that results from the pairwise comparisons [12], [11]. 
There are three main priority groups: Optional, Standard, and 
Critical. AHP works only on ones in the Critical group. One of 
the main limitations of this technique is that it works well only 
if at least 80 % of all requirements are critical (because users 
can't know their priorities until completing the prioritization 
process) [18], [19]. Other limitations [2], [3] are that it does not 
do consistency checking for the results, and it has not been 
evaluated on large data sets [17]. 

Fuzzy AHP [20] is another approach introduced to solve 
the scalability issue that faces AHP [11]. The main idea of 
Fuzzy AHP is to use fuzzy scales [21], and the pairwise 
comparison matrix consists of fuzzy triangle numbers. It 
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provides flexibility and efficiency to get benefits from the 
decision-maker's preferences. This approach also addresses the 
uncertainty in human judgment that AHP cannot address [3], 
[18]. Fuzzy AHP has many limitations. One of them is that it is 
not reliable [8], couldn't solve the scalability problem as it can't 
deal with large requirements numbers and takes much time to 
work [13]. Another limitation [22], [23] is that it doesn't 
consider requirements dependencies. And also, fuzzy systems 
are highly dependent on human expertise, have no systematic 
problem-solving approach, and need a lot of validation and 
testing. Researchers [22] proposed a goal-based requirements 
prioritization technique. It depends on giving weights to the 
requirements based on the different project's goals [3]. But this 
technique is not scalable [13], suffers from the data vagueness 
and uncertainty problems as it heavily relies on user 
involvement, and does not consider the dependency 
relationships among the requirements [22]. 

The Interactive Genetic Algorithm-based (IGA) technique 
[24] was introduced to solve the scalability problem by 
combining pairwise comparisons IGA [18]. This technique 
uses the IGA to reduce the pairwise comparisons number [3], 
[14], it’s working on extracting from the user the relevant 
knowledge, and each user provides his preference values. IGA 
algorithms don’t require much information about the problem. 
But they have many limitations [2], [5]. Un-Scalability is a 
major one, as the search space increases exponentially when 
the number of problem elements increases [25]. Another is that 
the experts choose the best solution only after comparing it to 
the others, has no stopping criteria, and designing the objective 
function and getting the correct operators and representation 
needs effort [9]. 

Researchers [9] introduced an expert system, namely the 
Priority Handler (PHandler), to solve the scalability issue. It 
combines three approaches, Value-based Intelligent 
Requirement Prioritization (VIRP), the Back Propagation 
Neural Network (BPNN), and AHP. PHandler predicts the 
values of the requirement priorities by applying the BPNN, and 
then AHP. It can deal with large requirements numbers [13]. 
The main challenge of this system is choosing professional 
business analysts because a strong analyst's knowledge is 
necessary to estimate accurate values of requirements 
classification factors. One of the main limitations [13] of this 
system is that it neglects the dependency relationship among 
requirements. And the expert systems do not explain the logic 
behind taking a decision, cannot easily automate complex 
processes, and have no common sense when making a 
decision. 

Fuzzy AHP ANN [21] is an artificial intelligence decision 
support system proposed to deal with large requirements 
numbers [18]. It integrates the Artificial intelligence Neural 
Network (ANN) with AHP to select the best alternatives. It 
determines the priority weights for the requirements using a 
program, namely PECAR. After that, a supervised ANN is 
trained (by applying a feed-forward back-propagation 
algorithm) using results from the PECAR program. And the 
decision-makers can apply different scenarios using the 
PECAR program by entering several input parameters into it 
and then observing the difference among the results. The main 
challenge of this system is that it needs high experts’ 

involvement in the prioritization process. One of the main 
limitations of this system [13] is that it does not produce 
consistent results. Another limitation is that large neural 
networks consume a high processing time, need a lot of data to 
work, cannot specify a single solution for the problem, and not 
scalable [2]. 

Researchers [26] introduced a graph-based approach to 
prioritize a large number of requirements. It represents the 
requirements as a directed graph; each node represents a 
requirement and can be a pre-request for or dependent on other 
nodes. The dependency relationships among nodes are 
represented as directed arrows. After that, all spanning trees are 
generated from the graph. In the end, requirements priorities 
values will be calculated based on the number of requirements 
dependent on them (the dependent requirements will have 
lower priority than the pre-requisite requirements). The main 
limitation of this approach [27] is the large memory 
consumption. It is also hard to be implemented by users; its 
representation is not structured, and has no specific spanning 
concept [26]. Researchers [4] introduced an iteration model for 
implementing large numbers of requirements. The main idea is 
to implement the requirements in phases and not all at one 
time. It uses the graph-based approach. One of the main 
limitations of this model is it does not implement all the 
requirements as it implements the critical ones only [4]. 
Another limitation is that system architecture issues will appear 
as all the requirements have not been gathered together, it 
needs more resources, and it doesn't consider the dependency 
among the requirements. 

Researchers [19] introduced another technique based on 
AHP, namely, ReDCCahp. The main idea of ReDCCahp is to 
put every pair of adjunct requirements from the requirements 
list in one group and make the pairwise comparison among 
these groups to reduce the number of pairwise comparisons and 
matrix size. It is fast, simple, and does not need a strong 
background in math, data science, or data structure; to 
understand it. So it is easy to use and understand by users and 
more effective than AHP when dealing with a medium number 
of requirements. But this technique is not highly accurate as it 
randomly groups the adjacent requirements in the list, which 
means it does not have a specific requirements grouping 
method, which is considered its main limitation [19]. It also 
can deal with only small and medium requirements numbers 
[13] and doesn’t consider the requirements dependencies. 
Because ReDCCahp is one of the easiest and best new 
requirements prioritization techniques, the proposed algorithm 
tries to solve its limitation besides AHP limitations by 
introducing an efficient method for requirements grouping. A 
comparison has been made among the proposed algorithm, the 
conventional AHP, and the ReDCCahp algorithms. 

III. BACKGROUND: THE CONVENTIONAL AHP 
This section explains the conventional AHP; because the 

proposed algorithm is based on it. AHP is a multi-criterion 
decision-making method developed by Saaty (1980) [28], [29] 
to solve social science domain problems. It had been used in 
many other fields, one of which is requirements engineering. 
AHP is a mathematical technique based mainly on pairwise 
comparisons; it selects the best decision based on comparisons 
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among all decisions concerning many criteria. It is one of the 
efficient and best techniques for dealing with complex 
decisions. AHP consists of two phases: 1. Construct the 
reciprocal matrix and get the priority vector (PV). 2. Checking 
the consistency of the results. 

In the first phase, an n × n reciprocal matrix is constructed 
(where n is the number of requirements) from the pairwise 
comparisons among the requirements by letting the user choose 
a value from a specified scale in AHP (each value in the scale 
refers to a specific importance degree) between each pair of 
requirements as follows: the user will put 1 in the cell(i, j) and 
cell(j, i) in the matrix when the requirements i and j have the 
same importance, and if i has more priority than j, the user 
should put the value he chooses from the scale in cell (i, j), and 
put the reciprocal of this value in cell (j, i) and vice versa. 
Table I shows the pairwise comparison scale in AHP. 

TABLE I. PAIRWISE COMPARISON SCALE IN AHP 

Intensity of 
importance Description Reciprocal 

value 

1 Equal importance 1 

2 Equal to moderate difference in importance  1/2 

3 Moderate difference in importance  1/3 

4  Moderate to strong difference in importance 1/4 

5 Strong difference in importance 1/5 

6 Strong to very strong difference in 
importance 1/6 

7 Very strong difference in importance 1/7 

8 Very strong to extremely difference in 
importance  1/8 

9 Extreme difference in importance 1/9 

Then, each element in the matrix should be divided by the 
sum of its columns to get a normalized matrix. After that, the 
user should sum elements of each row in the matrix to get the 
eigenvector. The last step is normalizing the eigenvector by 
dividing each cell by the requirements number. The normalized 
eigenvector is the PV, which describes the relative weights 
among the requirements, and the summation of all values in PV 
should equal one. After finishing these steps, user goes to the 
second phase, the Consistency checking. It means that if there 
are three requirements: R1, R2, and R3. R1 is more important 
than R2, and R2 is more important than R3, then R1 should be 
more important than R3. That check is called the Transitivity 
check. So the user should ensure that all the elements in the 
matrix are transitive (the matrix is a correct reciprocal matrix). 
The percentage of inconsistent results is high as the matrix 
produced by AHP is made by humans. 

Professor Saaty defined a measure for consistency checking 
called Consistency Index (CI), which is calculated using the 
formula (λmax-n) / (n-1), where λmax means the maximum 
eigenvalue of the matrix [30], and n is the number of pairwise 
comparisons. To ensure that the matrix is consistent, CI should 
equal zero (λmax should equal n), which means there is no 
deviation or difference between the excepted reciprocal matrix 
and the resulting one. But in real-life ideal cases rarely happen, 
so; how much inconsistency is acceptable? Professor Saaty put 

a specified percentage; if the error didn’t exceed it, then the 
matrix is consistent (there is a minimum acceptable ratio for 
the inconsistency). 

Saaty defined this ratio as Consistency Ratio (CR), which is 
a guide to checking whether the matrix is consistent or not. If 
CR is more than 10%, then the matrix is inconsistent, and users 
should repeat the process from the beginning, but if the CR 
value is equal to or less than 10 %, then the matrix is 
consistent. CR value is the value of CI divided by Random 
Index (RI), where RI is the average CI value of several 
comparison matrices sizes. 

IV. E-AHP: THE PROPOSED ALGORITHM 
Ma [31] has found that the user’s effort in the prioritization 

process should be reduced to solve the AHP's scalability 
problem. And that can happen by reducing the time pairwise 
comparisons take. This section introduces an AHP-based 
algorithm namely, Enhanced Analytical Hierarchal Process (E-
AHP). Which increases the scalability of AHP by reducing the 
time AHP takes to construct a reciprocal matrix; its main idea 
is to group similar requirements using a specific method. It also 
decreases the inconsistent results by giving scores to the 
requirements groups. E-AHP consists of five main steps that 
will be explained in the following subsections. 

A. Gathering the Requirements 
First, the analysts should gather all the functional and non-

functional requirements, ensure they are consistent, discover 
any dependencies among them [2] and make sure they are clear 
and specific. 

B. Scoring and Sorting the Requirements 
In this step, each user assigns a score to each requirement, 

and the score scale will equal the total requirements number. 
More than one requirement can have the same score if they 
have the same priority to the user. After finishing the scoring 
process, the algorithm sorts the requirements in descending 
order by their scores. For example, if there are three 
requirements: R1, R2, and R3, in this case, the score scale will 
be from 1 to 3. If the user assigns scores 1 to R1, 3 to R2, and 2 
to R3, then the algorithm will sort them in descending order, 
and the sorted requirements list will be 1. R2, 2. R3, 3. R1. 

To sort the requirements’ scores list, a hybrid algorithm of 
insertion sort algorithm [19] and merge sort algorithm [32] is 
applied. The main idea of the hybrid algorithm is to divide the 
list of requirements scores into chunks. The chunk is an 
ascending or descending sorted sub-list that has the following 
patterns: ai> a i+1> ... > an or ai<ai+1< ... <an where a is the score 
of the requirement in position i, and n is requirements number. 
For example, if there is a list {1, 5, 6, 4, 3, 2} then the first 
chuck will be {1, 5, 6} (ascending order), and the second 
chunk will be {4, 3, 2} (descending order). After that, the 
algorithm reverses the first chunks to be sorted in descending 
order. A minimum size for each chunk is defined. For example, 
if the list is {2, 3, 1, 4, 5, 6} and the minimum pre-specified 
chunk size is 3, then the first chunk should be {2, 3, 1} not {2, 
3}, although the element 1 breaks the chunk's pattern. After 
that, the algorithm does an insertion sort in descending order to 
this chunk to be {3, 2, and 1}. That algorithm fastens the 

193 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 7, 2022 

sorting process (the complexity of the best case is O (n)) as it 
benefits from the already existing sorted sub-lists. In the end, 
the merge sort is applied to all these sub-lists to make a final 
sorted list. 

C. Grouping the Similar Requirements 
After sorting the requirements list, the algorithm will group 

all requirements that have the same score, or the difference 
among their scores is <= MaxDRS. Where the MaxDRS 
variable is the Maximum Difference of Requirements Scores in 
the same group; and it is pre-specified by the user. The user 
also specifies the value of MaxNR, which is the Maximum 
Number of Requirements in one group. For example, if there 
are five requirements: R1, R2, R3, R4, and R5. R1 and R2 have 
a score of 1, R3 has a score of 2, R4 has a score of 5, R5 has a 
score of 6, and MaxDRS = 1. Then the algorithm will put R1, 
R2, and R3 in one group and R4; and R5 in another group. And 
if MaxNR = 5 and seven of them have a score <= the specified 
MaxDRS, in this case, only five of them will be in the same 
group, and the rest two will be in another new group. To assign 
a score for one group, the algorithm calculates the average 
score of all its requirements. For example, if a group has three 
requirements: R1, R2, and R3, and the score of R1, R2 is 1, 
and the score of R3 is 2, then the score of their group will be 
(1+1+2)/3 =1.3. 

The different values of MaxNR and MaxDRS influence the 
results, because there are negative relationships between the 
values of MaxNR, MaxDRS, and time, and between them and 
accuracy. If users aim to decrease the time taken, the MaxNR 
and MaxDRS values should be increased, which reduces the 
accuracy and vice versa. The best choice is to choose the 
values of MaxNR and MaxDRS based on the total number of 
requirements in the project. If the requirements number is 
large, it's better to choose large values for them and vice versa. 

D. Constructing the Reciprocal Matrix 
In these steps, E-AHP constructs the reciprocal matrix like 

AHP, but in E-AHP, the rows and columns of the matrix are 
the requirements groups, and the matrix's elements are the 
difference between the scores of the requirements groups. For 
example, if the score of G1 is 4; and the score of G2 is 2, then 
the element in the intersection of row G1, column G2 will be 2. 
And will be -2 between row G2 and column G1. After that, E-
AHP normalizes the elements in the matrix and does the same 
mathematical calculations in AHP to get the PV. The flow 
chart in Fig. 1 and Algorithm I explain the steps to get the PV 
in E-AHP. 

Algorithm I. Construct PC matrix and get the PV  
 Input: N - number of requirements  

Input: RN - the requirements names list  
Input: RS - the requirements scores list  
Input: MaxDRS - maximum difference of requirements  
scores in one group  
Input: MaxNR - maximum numbers of requirements in one 
group  

 Output: List of prioritized requirements  
 Initialize: R // list of requirements objects  

Initialize: G // One group of requirements  
Initialize: GL // One group length 
Initialize: AG // List of all groups  

 Initialize: NG // Number of all groups  
Initialize: Sum // Counter 
Initialize: M // The Reciprocal matrix 
Initialize: CS // List of column sum 

 Begin 
 for i in N do 
  requirement ← new Requirement() 
  requirement.name ←RN[i] 
  requirement.score ← RS[i] 
  requirement.ingroup ← false 
  R.append(requirement) 
 end for 
 R ← sort(R by names, reverse=true) 
 for i in R.length do 
  if R[i].ingroup == true then 
   skip to next iteration 
  G.reqList.append(R[i])  
  R[i].ingroup ← true // R[i] is assigned to a group  
  for j in R.length do 
   if R[j].ingroup == true 
   or (R[j].score - R[i].score) > MaxDRS 
   or G.length > MaxNR then 
    skip to next iteration 
   else 
    G.reqList.append(R[i]) 
    R[i].ingroup ← true 
   end if 
   G.reqList ← [] 
   G.avScore ← 0.0 
  end for 
  AG.append(G)  
 end for  
 NG ← AG.length 
 for i in NG do 
  if AG[i].length == 1 then 
   AG[i].avScore←AG[i][0].score 
  else  
   GL ← AG[i].length 
   for j in GL do 
    AG[i].avScore ←AG[i].avScore + 

AG[i].reqList[j].score  
   end for 
   AG[i].avScore←AG[i].avScore / GL 
  end if 
 end for 
 for i in NG do 
  for j in NG do 
   if AG[i].avScore == AG[j].avScore then 
    M[i][j] ← 1 
   else if AG[i].avScore > AG[j].avScore then 
    M[i][j]←AG[i].avScore - AG[j].avScore 
   else  
    M[i][j] ←1 / (AG[i].avScore - 

AG[j].avScore) 
   end if 
  end for 
 end for 
 Sum ←0 
 for j in NG do 
  for i in NG do 
   Sum ← Sum + M[i][j] 
  end for 
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  CS[j] ←Sum  
  Sum ← 0 
 end for 
 for j in NG do 
  for i in NG do 
   M[i][j] ← M[i][j] / CS[j] 
  end for 
  Sum ←0 
 end for 
 for i in NG do 
  PV[i] ←PV[i] / NG 
 end for 
 for i in NG do 
  for j in AG[i] 
   print(AG[i].reqList[j].name "has relative weight 

: " + PV[i]) 
  end for 
 end for 
 End 

 
Fig. 1. A Flowchart shows Steps to Get the PV in the E-AHP Algorithm. 

E. Consistency Check of the Results 
In this step, a new consistency check algorithm is applied to 

ensure that the results are consistent. This step has three inputs: 
X, Y, and Z. X is a list of the most critical requirements to the 
user, and Y is the number of first groups from the resulting PV 
that will be checked. And Z is the minimum acceptable number 
of requirements in the list X that must be in the Y groups. The 

user fills the list (X), and to prove consistency, the algorithm 
checks that at least (Z) of them are in the (Y) groups from the 
resulting PV; otherwise, the result is inconsistent. And users 
should repeat the prioritization process from the beginning and 
re-evaluate their preference judgments. For example, if the size 
of the list X =5, Y=6 and Z=3, which means the user will 
choose the most critical five requirements for him, and then to 
prove the consistency of the results, the algorithm must find at 
least three of these requirements in the first sex groups from 
the resulting PV. These variables influence the results as the 
more the values of X, Z and the less the value of Y, the more 
accurate the results will be. 

The flow chart in Fig. 2 and Algorithm II explain the 
consistency check step in E-AHP. 

Algorithm II. Consistency checking of the results  
 Input: X - list of most important requirements 

Input: Y - number of requirements for check 
Input: Z – minimum accepted number of found requirements 
Input: PV - priority vector result from phase 1 

 Output: print whether the results are consistent or not 
 Initialize: XL // length of most important requirements list   

Initialize: nXF // number of important requirements found  
 Begin 
 nXF ← 0 
 for i in XL do 
  for j in Y do 
   if X[i] == PV[j] then 
    nXF ← nXF + 1 
   end if 
  end for 
 end for 
 if nXF >= Z 
  print ( "Results are consistent") 
 else print ("Results are not consistent") 
 end if 
 End 

 
Fig. 2. A Flowchart shows the Consistency Check Step in the E-AHP 

Algorithm. 
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V. AN EXPERIMENT COMPARING THE PROPOSED 
ALGORITHM (E-AHP) AGAINST AHP AND REDCCAHP 

ALGORITHMS 
This section will explain the experiment that compares the 

E-AHP against the AHP and ReDCCahp. It will mention the 
experiment objectives, variables, and setup. 

A. Experimental Objective 
This experiment aims to validate that E-AHP (the proposed 

algorithm) is better than AHP and ReDCCahp; by proving that 
it solves the scalability, inconsistency, and accuracy problems 
(as AHP suffers from scalability and inconsistency problems, 
and ReDCCahp suffers from accuracy problems). The 
experiment has compared the three algorithms (AHP, 
ReDCCahp, and E-AHP) against each other to test which one 
can deal with large numbers of requirements efficiently. 

The research aims to answer the following questions: 

• Which algorithm among the three algorithms takes the 
least time? 

• Which algorithm among the three algorithms uses the 
least memory?  

• Which algorithm among the three algorithms produces 
the most consistent results (produces results with 
minimum CR value)? 

• Which algorithm among the three algorithms is the 
most scalable? 

• Which algorithm among the three algorithms produces 
the most accurate results? 

B. Experimental Variables 
The experiment has three independent variables: AHP, 

ReDCCahp, and E-AHP, and three dependent variables: time, 
memory, and CR value. A brief definition for these dependent 
variables is given below. 

• Time: representing the time each algorithm takes to 
prioritize the requirements (completion time of each 
algorithm), and it is measured in minutes. 

• Memory: representing the memory needed for each 
algorithm to prioritize the requirements, and it is 
measured in megabytes (MB). 

• CR: is the main criterion to check whether the results 
are consistent. It is calculated in the experiment by the 
same equation used in AHP (CI / RI) [28], [29]. 

C. Experimental Setup 
The time consumption, memory usage, and CR values are 

evaluated by implementing and running the algorithms' codes 
and comparing their results. They have been written in the 
JAVA programming language and run on a machine with a 
Processor: Intel(R) Core(TM) i7-6500U CPU @ 2.50 GHz 
2.60 GHz, and Installed Memory (RAM): 8.00 GB and System 
type: 64-bit operating system, x64-based processor. 

Researchers [9], [31] considered the requirements numbers 
small when they are less than 20; medium when they are 

between 20 and 50; Otherwise, large. Several data set sizes 
(small, medium, and large) that range from 10 to 500 
requirements are used in the experiment to prove the efficiency 
of E-AHP over AHP and ReDCCahp when dealing with 
various requirements numbers. The input will be a list of 
requirements objects (R1, R2, and R3…Rn), where n is the 
requirements number. Each requirement object has the name 
and score of the requirement. The requirements names are 
according to their order in the list. To consider the different 
scores for the requirements, the codes of the three algorithms 
have run ten times, each with different scores values, and then 
the average results are taken. Only the requirements numbers 
and their scores are important in the experiment, and it doesn’t 
matter about their meaning. 

VI. DISCUSSION AND RESULTS 
A. Discussion 

This section presents and discusses the experiment results; 
it compares the performance of AHP, ReDCCahp, and E-AHP. 
It will show the time taken, memory used, and CR values of 
the algorithms after running their Java code with different 
numbers of requirements ranging from 10 to 500. Tables II and 
III present the average time taken and memory used by AHP, 
ReDDCahp, and E-AHP, respectively. Table IV presents the 
CR values of the AHP, ReDCCahp, and E-AHP results. 

TABLE II. THE AVERAGE TIME TAKEN (IN MINUTES ) BY THE AHP, 
REDDCAHP AND E-AHP ALGORITHMS 

Number of requirements AHP ReDDCahp E-AHP 

10 2.501 1.391 0.297 

25 9.647 3.675 0.972 

50 17.533 6.988 2.326 

100 27.091 13.962 4.955 

150 49.081 22.491 6.883 

200 74.718 28.541 13.481 

300 109.981 46.846 25.236 

400 136.345 61.932 36.766 

500 161.709 95.961 45.152 

TABLE III. THE AVERAGE MEMORY USED (IN MB) BY THE AHP, 
REDDCAHP AND E-AHP ALGORITHMS 

Number of requirements AHP ReDDCahp E-AHP 

10 0.0681 0.0344 0.0293 

25 0.2133 0.0939 0.0845 

50 0.3312 0.1997 0.1497 

100 0.5508 0.3138 0.2349 

150 0.7019 0.4609 0.2911 

200 0.9402 0.5011 0.3278 

300 1.3082 0.7443 0.4026 

400 1.8708 0.9952 0.5133 

500 2.8937 1.1960 0.6479 
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TABLE IV. THE AVERAGE CR VALUE OF THE AHP, REDCCAHP AND E-
AHP ALGORITHMS' RESULTS 

Number of requirements AHP ReDDCahp E-AHP 

10 0.0791 0.0504 0.0193 

25 0.1944 0.0905 0.0337 

50 0.2908 0.0981 0.0617 

100 0.3873 0.1649 0.0729 

150 0.4521 0.2591 0.0801 

200 0.5091 0.3287 0.0896 

300 0.6099 0.4926 0.11091 

400 0.7011 0.6608 0.1482 

500 0.8019 0.7492 0.1615 

Charts in Fig. 3 and Fig. 4 visualize results in Table II and 
Table III, respectively. Chart in Fig. 5 visualizes results in 
Table IV. Tables II, III, Fig.3, and Fig. 4 show that ReDCCahp 
and E-AHP take less time and memory than AHP. When the 
requirements number is from 10 to 50, the difference between 
the time taken and memory used by the algorithms is small, 
larger when the number of requirements becomes > 50, and 
significant when > 150. That happens because they apply the 
grouping method, which decreases their matrix size (when the 
matrix size decreases, the memory and time needed to 
complete the operations to get the final PV decreases).  

 
Fig. 3. The Average Time taken by the AHP, ReDCCahp and E-AHP 

Algorithms. 

 
Fig. 4. The Average Memory used by the AHP, ReDCCahp and E-AHP 

Algorithms. 

 
Fig. 5. The Average CR Value of the AHP, ReDCCahp and E-AHP 

Algorithms' Result. 

It also can be noticed that E-AHP takes less time and 
memory than ReDCCahp, especially when the requirements 
number is > 100 (large). Because, in ReDCCahp, the group 
size is fixed (each group has only two requirements), but in E-
AHP, the group size is variable (one group can have any 
requirements number). So in most cases, E-AHP produces less 
number of groups than ReDCCahp, which makes its pairwise 
comparison matrix size smaller than ReDCCahp. 

Table IV and Fig. 5 show that the results of AHP becomes 
inconsistent (CR > .1) when the number of requirements is > = 
25. That happens because it requires the users to make pairwise 
comparisons among all requirements; not among requirements 
groups, which increases the human error proportion; and hence 
decreases the results consistency. ReDCCahp produces 
consistent results when the number of requirements is < =50, 
and E-AHP produces consistent results when the requirement 
number is < 300. Although E-AHP and ReDCCahp both group 
the requirements, E-AHP produces more consistent results than 
ReDCCahp. That happens because E-AHP uses the scoring 
method instead of the pairwise comparisons, which decreases 
the human error proportion and increases results consistency. 
Moreover, the scoring method takes less time than the pairwise 
comparisons method, as the pairwise comparisons increase the 
time exponentially when the requirements number increases. 

B. Results 
The results that can be concluded from the experiment are 

as follows: 

• AHP consumes more time than ReDCCahp and E-AHP, 
and E-AHP uses the least time among the three 
algorithms. 

• AHP uses more memory than ReDCCahp and E-AHP, 
and E-AHP uses the least among the three algorithms. 

• AHP produces less consistent results than ReDCCahp 
and E-AHP, and E-AHP produces the most consistent 
results among the three algorithms. 

• AHP has less scalability than ReDCCahp and E-AHP, 
and E-AHP is the most scalable algorithm among the 
three algorithms. 
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• AHP produces less accurate results than ReDCCahp and 
E-AHP, and E-AHP produces the most accurate results 
among the three algorithms. 

So among the three algorithms, E-AHP is the best one as it 
takes the least time, uses the least memory, has the highest 
scalability, and produces the most consistent and accurate 
results. All of that becomes remarkable when the number of 
requirements increases. 

VII. CONCLUSION 
This research proposes a new software requirements 

prioritization algorithm to solve the scalability and 
inconsistency problems faced by the AHP, namely E-AHP. A 
performance evaluation of the E-AHP algorithm against the 
AHP and ReDCCahp algorithms (ReDCCahp is one of the best 
recent algorithms that try to solve the AHP problems) was 
done to prove the effectiveness and efficiency of E-AHP. The 
java codes of the three algorithms have been implemented and 
run on the same machine with various requirements numbers 
ranging from 10 to 500 (small, medium, and large). The time 
taken, the memory used, and CR values of the results are 
measured. Results show that E-AHP takes much less time, uses 
less memory, and produces more consistent and accurate 
results than AHP and ReDCCahp, especially with large 
requirements numbers, which means that E-AHP has high 
scalability. So E-AHP is better than AHP and ReDCCahp as it 
can deal efficiently with large numbers of requirements. 

VIII. LIMITATIONS AND FUTURE WORK 
Some cases will reduce the speed and accuracy of the E-

AHP algorithm: first, if the difference among most of the 
requirements scores is more than the MaxDRS value, in this 
case, most of the groups will have one requirement, and the 
number of groups will increase (will almost equal to the 
requirements number), which will cause a scalability problem. 
Second, if the difference among most requirements scores is 
the same, then each group will have many requirements, which 
will decrease the accuracy of the results. The negative effect is 
reduced in these cases by choosing small values for MaxDRS 
and MaxNR. So in the future, we plan to enhance the E-AHP 
algorithm to deal with the previous cases efficiently. We also 
plan to conduct an experiment using a large number of 
software analysts as participants to validate the applicability 
and usability of the proposed algorithm on large real-life 
software projects. 
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Abstract—In this work, we investigated the effectiveness of 
adopting Human-in-the-Loop (HITL) aimed to correct 
automatically generated labels from existing scoring models, e.g. 
SentiWordNet and Vader to enhance prediction accuracy. 
Recently, many proposals showed a trend in utilizing these 
models to label data by assuming that the labels produced are 
near to ground truth. However, none investigated the correctness 
of this notion. Therefore, this paper fills this gap. Bad labels 
result in bad predictions, hence hypothetically, by positioning a 
human in the computing loop to correct inaccurate labels 
accuracy performance can be improved. As it is infeasible to 
expect a human to correct a multitude of labels, we set out to 
answer the questions of “What is the smallest percentage of 
corrected labels needed to improve prediction quality against a 
baseline?” and “Would randomly selecting automatic labels for 
correction produce better prediction than specifically choosing 
labels with distinct data points?”. Naïve Bayes (NB) and Decision 
Tree (DT) were employed on AirBnB and Vaccines public 
datasets. We could conclude from our results that not all ML 
algorithms are suited to be used in a HITL environment. NB 
fared better than DT at producing improved accuracy with small 
percentages of corrected labels, as low as 1%, exceeding the 
baseline. When selected for human correction, labels with 
distinct data points assisted in enhancing the accuracy better 
than random selection for NB across both datasets, yet partially 
for DT. 

Keywords—Human-in-the-loop; few labels; sentiment 
polarization 

I. INTRODUCTION 
Sentiment is used in an array of applications, from 

sentiment analysis to customer intelligence. Two primary 
sentiment polarities are “positive” and “negative”. In the 
absence of any sentiment, a “neutral” polarity would be given. 
To date, additional polarities have been introduced to include 
the element of intensity. They are “strongly positive” and 
“strongly negative”. Typically, the approach to determining 
polarity is via a hand-crafted lexicon of sentiments. Words in 
the lexicon were earlier identified to express positive or 
negative opinions about a particular subject of interest. This 
approach is limited to the list of collected words. Continuous 
enrichment must occur to sustain an ever-expanding 
vocabulary, especially on social media platforms with the 
existence of new words e.g., “Google” and “tweet”. On its 
own, this approach may not be perpetually effective when 
more data are added. 

Evolving from this approach is the use of machine learning 
(ML) algorithms trained on a dataset labelled with polarity. 
Through this approach, the algorithms learn from the labels 
and predict the polarity of newly unseen data points. This frees 
arduous efforts in the upkeeping of a lexicon. However, the 
performance of this approach relies considerably on a large 
number of good-quality labels which usually are produced with 
the assistance of human annotators. Several downsides of this 
technique are human annotators can be scarce in some 
domains, the quality of the annotators can differ depending on 
their level of knowledge and experience, not all datasets can be 
annotated, engaging human annotators are costly and they are 
incapable of annotating a tremendously large number of data 
points. 

Recent works [1]–[5] show the implementation of a hybrid 
solution where a lexicon is used to automatically label a dataset 
which is then used as a training set by a ML algorithm. The 
assumption made is the produced labels are close to the ground 
truth, thus reliable. Our work investigates this assumption 
based on two lexicon-based scoring models of different types – 
a valence-based lexicon, SentiWordNet, and a rule-based 
lexicon, Vader. Human annotators were employed to examine 
the generated sentiment polarity of two public datasets 
(AirBnB and Vaccines) when the resulting labels conflict with 
one another. We found that Vader identifies polarity more like 
a human annotator than SentiWordNet. We extended this 
finding to further explore the effect Human-in-the-Loop 
(HITL) has on accuracy. By having a human expert in the loop, 
incorrect labels that compromised quality can be emended. 
Consequently, the ML algorithm learns the correction and 
updates its knowledge space, resulting in enhanced accuracy. 
As human annotators would not be able to correct a multitude 
of labels, we added another component to this experimental 
setting, i.e., few labels, which is counterintuitive to many ML 
algorithms as they often need numerous labelled data. 

In this work, we determined the quality of sentiment labels 
from SentiWordNet and Vader based on a human’s opinion. 
We constructed a HITL experimental framework and 
addressed two important questions. 1) What is the smallest 
percentage of corrected labels needed to improve prediction 
quality against a baseline? 2) Would randomly selecting 
automatic labels for correction produce better prediction than 
specifically choosing automatic labels with distinct data 
points? 
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This paper is outlined as follows. The literature review is 
covered in Section II. In Section III, we describe our proposed 
HITL methodology and formulated two research questions to 
be addressed via experiments. The results of the experiments 
are presented and discussed in Section IV. Finally, in 
Section V, we conclude this paper. 

II. LITERATURE REVIEW 

A. Sentiment Labelling 
Traditional sentiment labelling requires human annotators 

to label data. Although this is known to produce gold standard 
datasets, unfortunately, it can be error-prone, time-consuming, 
labour intensive and infeasible with big data [6]. Automatic 
labelling comes into the picture to overcome this limitation. As 
of late, a scoring model such as SentiWordNet [7] or Vader [6] 
has been employed for this task. SentiWordNet works by 
utilizing a lexicon of synonymous English words clustered 
together a.k.a. synset. It contains 147,306 synsets labelled with 
the polarity of positivity, negativity and neutrality. An 
advantage of SentiWordNet as compared to older lexicons, 
e.g., Linguistic Inquiry and Word Count (LIWC), is its account 
of sentiment valence to assist in portraying sentiment intensity 
[6]. Nonetheless, SentiWordNet also shares the disadvantages 
of other lexicons: a shortage in coverage, where essential 
features tend to be missed and costly maintenance [6]. 
Conversely, Vader is newer and leverages rules to decide on 
the polarity and intensity of sentiments [6]. Vader adopted the 
same human-validated sentiment lexicons as LIWC, Affective 
Norms for English Words (ANEW) and General Inquirer (GI) 
yet appended more features specific to social media text, 
making it sensitive to their nuances. The cornerstone of Vader 
is the adoption of the wisdom-of-the-crowd to determine 
sentiment valence and the leveraging of Grounded Theory to 
formulate rules customized to generalize across an array of 
grammatical and syntactical functions for sentiment polarity 
decision-making. 

B. Human-in-the-Loop (HITL) 
HITL is not a new idea. Including feedback from a human 

during a computer-related process to improve effectiveness has 
been earlier proposed – e.g., harnessing paid feedback in 
crowdsourcing via Amazon Turk [8]. Another example is in 
the Pay-as-You-Go dataspace where users supply feedback to 
assist in resolving entities during data integration [9]. The 
HITL idea is also adopted in Few-Shot Learning [10], Active 
Learning [11], Transfer Learning [12] and User Guidance [13]. 
The underlying notion is performance can be enhanced even 
with a small amount of data from humans, especially for 
datasets that are too large to the extent of being infeasible to 
manually annotate [14]. 

C. Machine Learning Algorithms 
Naïve Bayes and Decision Tree are popularly used in 

numerous sentiment analysis literature. To date, they include 
[1], [15]–[19]. 

1) Naïve Bayes (NB) when used for sentiment prediction 
is simple and intuitive yet highly accurate [20]. To predict, NB 
leverages the concept of conditional probability. Its advantage 
is it does not require a large training set [21]. However, a 

primary disadvantage is its tendency to theorize linguistic 
features to be independent under soconditionsion [20]. The 
argument put forth is the nature of words is co-occurring and 
are joined by syntactic as well as semantic dependencies, 
hence, NB may produce unfavourable performance. 

2) Decision Tree (DT) is hierarchical in its natural form. 
Rules are generated for the task of predicting target terms. 
Each leaf node contains a word feature of the sentences in a 
corpus. DT was reported to have a great deal of adaptability to 
large datasets as compared to other ML algorithms [21]. A 
larger dataset triggers the formulation of additional rules, 
permitting the construction of higher quality trees with a 
larger pool of attributes available [22]. Nonetheless, this can 
be disadvantageous in a setting with few labels. 

III. RESEARCH METHODOLOGY 

A. Automatic Sentiment Production 
In this step, we produced labels on each data point using 

automatic techniques. Two popularly used techniques are 
SentiWordNet and Vader scoring models. We applied both 
techniques to AirBnB1 and Vaccines2 public datasets. AirBnB 
contains 142,114 reviews on various premise owners in 
Asheville, North Carolina, United States, while the Vaccines 
dataset consists of 24,075 tweets related to opinions of Covid-
19 vaccines worldwide. Both techniques’ output is a pair of 
polarity confidence values for each data point; one for positive 
sentiment and the other for negative sentiment. The higher 
confidence value between the two becomes the final suggested 
sentiment. E.g., the positive polarity confidence for data X is 
25% whereas the negative polarity confidence is 75%. 
Therefore, data point X will have a negative polarity. 

When the set of sentiment labels is placed in tandem, three 
sets of results exist. The first is where both models scored 
positive sentiments on each data point. The second set contains 
only negative sentiments, and the last set has contradicting 
sentiments. For example, Vader scored a positive sentiment 
whereas SentiWordNet scored a negative sentiment on the 
same data point Y. The earlier two sets are not interesting in 
this study since both techniques produced the same result. We 
assume there is strong evidence to support the generated degree 
of confidence which led to the same result and thus it is more 
worthwhile to bring our focus to the contradicting set as this 
would allow us to discriminate between the two scoring 
models. For AirBnB, the size of the contrasting set was 3,967. 
For the Vaccines dataset, a total of 3,055 tweets were found. 

B. Human Labelling 
Next thing is to determine which contradicting labels are 

correct, Vader’s or SentiWordNet’s. Known as the ground 
truth, this task must be performed by the participation of a 
human. We employed two human annotators to evaluate each 
suggested sentiment in the contradicting set. The annotators are 
not English native speakers but have more than five years of 
writing and speaking English at a university level. We aim to 
investigate which model is less aligned with a human’s 

1 http://insideairbnb.com/get-the-data.html 
2 https://www.kaggle.com/gpreda/all-covid19-vaccines-tweets 
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judgement. This model is then used to discover the role of 
HITL with few corrected labels in improving the performance 
of prediction. 

The result in Table I displays Vader produced 85.73% 
labels that match with human labels from the AirBnB dataset. 
From the Vaccines dataset, 22.37% of Vader’s labels match 
with human labels. In contrast, for the AirBnB dataset, 
SentiWordNet obtained 2.14% matches and 4.45% for the 
Vaccines dataset. In summary, SentiWordNet scored the 
farthest to a human’s perception of sentiment on both datasets. 
Additionally, for the conflicting set, we discovered that 
SentiWordNet tends to score text as negative sentiment more 
than positive, whereas Vader was the opposite. This could be 
due to Vader’s capability to handle social media features as the 
datasets contain online reviews of that nature. Furthermore, 
both the datasets are general, and thus it would be interesting to 
use an inherently negative dataset in the future, for example 
from the mental health domain, to see how both models would 
behave. Therefore, with these two datasets, Vader produced 
better scores compared to SentiWordNet. 

TABLE I. SCORING MODELS MATCH WITH HUMAN LABEL 

AirBnB Vaccines 

Vader SentiWordNet Vader SentiWordNet 

85.73% 2.14% 22.39% 4.45% 

C. Calculate Baseline Effectiveness 
Since SentiWordNet and Vader show contradictory results 

to human labels, we then proceed to calculate baseline 
effectiveness i.e. the accuracy that could be achieved. Fig. 1 
shows the processes involved. Each label set from 
SentiWordNet and Vader was used to train two popularly used 
ML algorithms, Decision Tree and Naïve Bayes. Cross-
validation of five folds was employed. Afterwards, predictions 
of each dataset were generated. To know the accuracy of these 
predictions, we compare them against human labels. 

 
Fig. 1. Process of Calculating Baseline Effectiveness. 

TABLE II. ACCURACY VALUES OF BOTH SCORING MODELS WITH 
SENTIWORDNET CHOSEN AS THE BASELINE 

 Decision Tree (DT) Naïve Bayes (NB) 

 AirBnB Vaccines AirBnB Vaccines 

SWordNet 1.34% 0.00% 0.00% 0.00% 

Vader 86.54% 26.84% 87.88% 26.84% 

Table II displays the baseline accuracy values. 
SentiWordNet labels produced substantially low accuracy 
across both datasets and both ML algorithms with values of 
0.00% and 1.34%. Conversely, Vader labels achieved good 
accuracy for the AirBnB dataset of 86.54% (DT) and 87.88% 
(NB); the average for the Vaccines dataset with 26.84% (both 
DT and NB). To conclude, SentiWordNet’s low-quality labels 
are less effective in a prediction task. 

From the findings, it is interesting to learn the effects on 
prediction accuracy when a human expert is present to provide 
explicit feedback in the form of corrections to automatic labels. 
Hence, we performed several experiments to investigate. 

D. Experimental HITL Framework Construction 
To conduct this experiment, we developed a basic HITL 

framework and adapted it to incorporate human explicit 
feedback (Fig. 2). Our study did not lean towards any specific 
variants of HITL, alternatively, our interest is in exploring the 
generic idea of including humans in the labelling process to 
correct a small number of labels and observe the outcome. The 
framework consists of five layers: data, automatic label 
generation, algorithm training, prediction performance 
evaluation and label correction. 

In the first layer, datasets are introduced into the 
framework. From these datasets, the scoring models will 
automatically generate labels. These scoring models are in-
built with their own lexicon and thus do not require any 
annotated data point. Then, a human expert checks a small 
number of the produced labels and corrects them, if deemed 
necessary. By choosing to correct the labels or otherwise, the 
expert inadvertently injects explicit feedback into the 
framework. The output, a set of labels, becomes the training set 
for one or more machine learning algorithms. Once trained, the 
algorithms will produce predictions. The quality of these 
predictions, in the form of accuracy, is calculated to measure 
the effectiveness of the corrected automatic labels. A threshold 
of preferred accuracy is checked and if this threshold was not 
reached, the predicted labels are presented to the human expert 
for correction. Several iterations would occur until the 
threshold is met. Alternatively, if the human expert decided not 
to continue correcting anymore labels, the loop would end. 
This manifests the role of a human in the prediction loop; thus, 
the term human-in-the-loop framework. 

The following questions are addressed in this work and the 
answers are explained in the next section. 

Q1: What is the smallest percentage of corrected labels 
needed to improve prediction quality against a baseline? 

Q2: Would randomly selecting automatic labels for 
correction produce better prediction than specifically choosing 
automatic labels with distinct data points? 

202 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 7, 2022 

 
Fig. 2. Experimental HITL Framework. 

IV. RESULT AND DISCUSSION 
In this section, we describe the experimental setup and 

present as well as discuss the results and findings of our study. 
RapidMiner and Orange were employed as the simulation 
platform for these experiments. 

A. Experiment 1 
Aim: This experiment aims to answer Q1 where we want to 

determine at what percentage of corrected labels introduced in 
the loop would enhance accuracy. The threshold accuracy 
values are based on the baseline results in Table II. Since 
SentiWordNet yields accuracy values worse than Vader, 
therefore, it was used as the scoring model in this study. 

Setup: We experimented with different percentages of 
human labels. Very small percentages of 10% and below were 
tested, followed by percentages of 20% and 35%. The labels 
were randomly selected. Two classic ML algorithms were 
used, Decision Tree (DT) and Naïve Bayes (NB). Cross 
validation of 5 folds was employed. 

Result: Referring to Table III and Fig. 3, we found the 
following: 

1) Baseline test: Only NB exceeded the baseline accuracy 
for both datasets (NB AirBnB – 99.14; NB Vaccines – 69.56). 
DT surpassed the baseline accuracy for the Vaccines dataset at 
73.16, however, failed for AirBnB, reaching the highest 
accuracy of only 1.34 which is at par with the baseline. 

2) Small percentages test: NB was able to achieve 
improvement in accuracy at even 1% of corrected labels for 
both AirBnB and Vaccines datasets. In contrast, DT did not 
improve for AirBnB but showed marked improvement (i.e. 
73.16) only when 35% of corrected labels were supplied. 

In summary, not all ML algorithms are suitable for HITL 
with few corrected labels. Nevertheless, with the right 
algorithm, a percentage of corrected labels as small as 1% can 
be effective in significantly enhancing accuracy. Depending on 
the characteristics of the dataset, further increment of accuracy 

beyond the initial value can occur early as witnessed from 
AirBnB when NB is employed. A jump in accuracy of 46.63 
from 12.13 was attained at 9%. To note, these labels were 
chosen randomly, therefore, an interesting alternative is where 
a more deliberate strategy is tested. Experiment 2 explores this 
idea. 

B. Experiment 2 
This experiment investigates if by carefully choosing 

automatic labels with distinct data points would yield better 
accuracy than when the labels were picked randomly. The 
result of this experiment answers Q2. Distinct data points 
represent unique cases within the data space of a particular 
domain. This approach trains ML algorithms using a set of 
“small data” [23]. Small data supports the notion of quality 
over quantity. Here, a small number of high-quality data points 
that represents the majority of a population is more preferred 
than a large, primarily uniformed, collection of data points. 
Such uniformity can cause the algorithm to become blindsided 
and thus focuses only on a specific case, limiting its learning 
experience. 

TABLE III. SENTIWORDNET ACCURACY VALUES 

  Decision Tree (DT) Naïve Bayes (NB) 

  AirBnB Vaccines AirBnB Vaccines 

Baseline 1.34% 0.00% 0.00% 0.00% 

1% 0.91% 0.00% 12.12% 69.20% 

2% 1.01% 0.00% 12.12% 69.20% 

3% 1.34% 0.00% 12.13% 69.20% 

4% 1.08% 0.00% 12.13% 69.20% 

5% 0.91% 0.00% 12.12% 69.20% 

6% 1.34% 0.00% 12.13% 69.20% 

7% 1.34% 0.00% 12.13% 69.20% 

8% 1.34% 0.00% 12.13% 69.20% 

9% 1.34% 0.00% 46.63% 69.20% 

10% 0.66% 0.00% 81.46% 69.20% 

20% 1.34% 0.00% 98.66% 69.20% 

35% 1.34% 73.16% 99.14% 69.56% 

 
Fig. 3. SentiWordNet Accuracy Values Visualized with Bars. 
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To reflect the distinct nature of the data points, four 
techniques to calculate the distance between a pair of text were 
used and compared. They are Cosine, Euclidean, Jaccard and 
Manhattan. Afterwards, the resulting similar texts were 
clustered together. A dendrogram was formed and a cutting 
point was determined based on the production of a cluster set 
with a size of approximately 30 to 40 clusters. The rationale 
behind this condition is to produce an approximate minimum 
number of data points as in Experiment 1 for reasons of 
comparison fairness. In other words, 1% of AirBnB and 
Vaccines datasets, each. These data points and their labels were 
used to train both DT and NB. Stratification was included in 
this experiment to understand its possible influence on 
effectively producing better accuracy when there are very few 
human-corrected labels. Therefore, a combined total of 8 
techniques were used. They are Non-Stratified Cosine (NSC), 
Non-Stratified Euclidean (NSE), Non-Stratified Jaccard (NSJ), 
Non-Stratified Manhattan (NSM), Stratified Cosine (SC), 
Stratified Euclidean (SE), Stratified Jaccard (SJ) and Stratified 
Manhattan (SM). 

Setup: Alike Experiment 1, we experimented with different 
percentages of human labels. Very small percentages of 10% 
and below were tested, followed by percentages of 20% and 
35%. The labels were obtained from across the derived cluster 
set to consist of as many unique representations as possible. 
Two classic ML algorithms were used: Decision Tree (DT) and 
Naïve Bayes (NB). Cross validation of 5 folds was employed. 

Result: The following were discovered. 

1) Baseline test: Generally, the results exhibit a similar 
pattern as found in Experiment 1, but with enhanced accuracy 
values in a majority of the cases. Table IV and Fig. 4 show the 
average accuracy of all eight techniques when no stratification 
was used with distinct data points. The result shows no 
difference in the accuracy of AirBnB when applied to DT 
where in both random and distinct data, DT did not surpass the 
baseline. In contrast, for Vaccine dataset, a higher accuracy 
was obtained at 78.00 while random data achieved only 73.16. 
With NB, it attained accuracy higher than the baseline for both 
datasets (NB AirBnB – 99.77; NB Vaccines – 77.79) and 
better than random data in Experiment 1.  

When we compare to see if stratification of data can 
contribute to the improvement of accuracy, we found that this 
is true for NB but not for DT. Accuracy for AirBnB remained 
similarly low as the baseline i.e. 1.34 in DT. In addition, DT 
achieved only a slightly higher accuracy i.e. 78.07 with 
Vaccines dataset as compared to random data i.e. 78.00. 
Conversely, NB reached better accuracy in AirBnB and 
Vaccines datasets with stratification (NB AirBnB – 99.94; NB 
Vaccines – 77.85). Table V and Fig. 5 show the average 
accuracy for distinct data points with stratification applied. 

Thus far, we can observe that in this HITL framework, 
taking advantage of distinct data points can produce better 
accuracy than just randomly selecting data for a human expert 
to check and correct. Additionally, applying stratification can 
further improve the produced accuracy. To understand the 
performance of each of the eight techniques, we selected the 

best values they produced against the baseline and the result is 
displayed in Table VI. 

TABLE IV. AVERAGE ACCURACY FOR DISTINCT DATA POINTS WITHOUT 
STRATIFICATION APPLIED 

  Decision Tree (DT) Naïve Bayes (NB) 
  AirBnB Vaccines AirBnB Vaccines 
Baseline 1.34% 0.00% 0.00% 0.00% 
1% 1.25% 0.00% 12.12% 70.59% 
2% 1.26% 0.00% 12.13% 71.40% 
3% 1.26% 0.00% 12.13% 71.87% 
4% 1.34% 0.00% 12.13% 72.50% 
5% 1.28% 0.00% 12.13% 72.96% 
6% 1.34% 0.00% 12.13% 73.30% 
7% 1.26% 0.00% 12.13% 73.37% 
8% 1.34% 0.00% 20.79% 73.64% 
9% 1.34% 0.00% 46.77% 73.76% 
10% 1.34% 0.00% 94.32% 73.81% 
20% 1.34% 34.28% 98.66% 75.19% 
35% 1.34% 78.00% 99.77% 77.79% 

 
Fig. 4. Average Accuracy for Non-stratified Data Visualized with Bars. 

TABLE V. AVERAGE ACCURACY FOR DISTINCT DATA POINTS WITH 
STRATIFICATION APPLIED 

  Decision Tree (DT) Naïve Bayes (NB) 

  AirBnB Vaccines AirBnB Vaccines 

Baseline 1.34 0.00 0.00 0.00 

1% 1.34 0.00 12.12 70.01 

2% 1.22 0.00 12.12 70.59 

3% 1.28 0.00 12.13 70.82 

4% 1.28 0.00 12.13 70.97 

5% 1.34 0.00 12.13 71.76 

6% 1.34 0.00 12.13 72.39 

7% 1.34 0.00 12.13 72.48 

8% 1.34 0.00 22.45 72.89 

9% 1.34 0.00 74.33 73.09 

10% 1.34 0.00 98.66 73.16 

20% 1.34 30.48 98.66 75.36 

35% 1.34 78.07 99.94 77.85 
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Fig. 5. Average Accuracy for Stratified Data Visualized with Bars. 

TABLE VI. BASELINE TEST RESULT 

  Decision Tree (DT) Naïve Bayes (NB) 

  AirBnB Vaccines AirBnB Vaccines 

NSC 1.34% 78.54% 99.77% 78.33% 

NSE 1.34% 77.66% 99.60% 77.44% 

NSJ 1.34% 78.88% 99.72% 78.68% 

NSM 1.34% 76.93% 100.00% 76.70% 

SC 1.34% 78.01% 100.00% 77.80% 

SE 1.34% 77.77% 100.00% 77.55% 

SJ 1.34% 78.09% 100.00% 77.88% 

SM 1.34% 75.90% 98.66% 75.67% 
NSC-Non-Stratified Cosine; NSE-Non-Stratified Euclidean; NSJ-Non-Stratified Jaccard; NSM-Non-

Stratified Manhattan; SC-Stratified Cosine; SJ-Stratified Euclidean; SJ-Stratified Jaccard; SM-
Stratified Manhattan 

None of the eight techniques successfully excelled over the 
baseline when DT was applied to the AirBnB dataset, but when 
NB was applied all surpassed the baseline for both datasets 
(Table VI). Furthermore, the top values from all the techniques 
were also generated when NB was used with AirBnB, even 
reaching 100% accuracy. For the Vaccines dataset, both DT 
and NB produced comparable accuracy values between 75 and 
79, indicating generalization occurred well here. Jaccard, 
despite having stratification or otherwise, continually churned 
good accuracy in both AirBnB and Vaccines datasets (DT 
Vaccines – 78.88; NB AirBnB – 100; NB Vaccines – 78.68), 
but performed better with stratification. 

2) Small percentages test: Similar to the result in 
Experiment 1, DT did not produce better accuracy for 
Vaccines dataset at 1% corrected labels. Nevertheless, using 
distinct data points resulted in the need of a smaller percentage 
i.e. 20% as compared to random selection i.e. 35%. 
Furthermore, better accuracy was obtained in this experiment 
i.e., 78.00 (Table IV) from 73.16 in Experiment 1 (Table III) 
with the same percentage of corrected label of 35%. 

As with Experiment 1, NB showed better accuracy from 
baseline even at 1% of corrected labels for both datasets 
(Table IV). For AirBnB, the accuracy at 1% is identical to 
Experiment 1 (i.e., 12.12), yet, the improvement of accuracy 
occurred faster at 8% in contrast to 9% in Experiment 1. 
Unfortunately, this came with a cost of reduced accuracy i.e. 
20.79 (Table IV). Applying stratification did not result in 

needing a smaller percentage different from without 
stratification. 

In summary, supplying corrected labels with distinct data 
points can help in obtaining higher accuracy if coupled with a 
ML algorithm suitable for HITL as proven with NB on AirBnB 
and Vaccines datasets. Although both have different 
characteristics, indicating a generalized effect, more datasets 
will need to be tested to ascertain this. Overall, the role of 
stratification in affecting accuracy was positive, depending on 
the combination of a ML algorithm and dataset chosen. 
Applying an ensemble of similarity techniques can yield better 
result. 

V. CONCLUSION 
In this paper, we have investigated the effectiveness of 

using human-in-the-loop (HITL) to improve prediction 
accuracy by correcting automatically generated labels from 
existing scoring models such as SentiWordNet and Vader. As 
more recent work adopted the use of these scoring models in 
place of a training set, we took the initiative to understand if 
their inherent assumption of these labels being gold-standard-
worthy is plausible. We experimented using two public 
datasets, AirBnB and Vaccines, in combination with two ML 
algorithms, Naïve Bayes and Decision Tree, where we 
discovered that Naïve Bayes produced better accuracy than 
Decision Tree at small percentages of corrected human labels. 
We also discovered that selecting labels with distinct data 
points to be corrected helps to enhance accuracy for Naïve 
Bayes but partially for Decision Tree. 
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Abstract—The scale of data generated by the complex and 
huge power system during operation is also very large. With the 
data acquisition of various information systems, it is easy to form 
the situation of incomplete power data information, which cannot 
guarantee the efficiency and quality of work, and reduce the 
security and reliability of the entire power grid. When 
incomplete data and incomplete data sets are caused by data 
storage failure or data acquisition errors, fuzzy clustering of data 
will face great difficulties. The fuzzy clustering of incomplete 
data of the power equipment is divided into the processing of 
incomplete data and the clustering analysis of "recovered" 
complete data. This paper proposes an IVAEGAN-IFCM 
interval fuzzy clustering algorithm, which uses interval data sets 
to fill in the incomplete data, and then completes the clustering of 
interval data. At the same time, the whole numerical data set is 
transformed into a complete interval data set. The final 
clustering result is obtained by interval fuzzy mean clustering 
analysis of the whole interval data set. Finally, the algorithm 
proposed in this paper and other machine learning training data 
sets is made for experimental analysis. The experimental results 
show that the algorithm proposed in this paper can complete 
incomplete data sets with high precision clustering. Compared 
with other contrast methods, it shows higher clustering accuracy. 
Compared with the numerical clustering algorithm, the 
clustering accuracy is improved by more than 4.3%, and it has 
better robustness. It also shows better generalization on the 
artificial data sets and other complex data sets. It is helpful to 
improve the technical level of the existing power grid and has 
important theoretical research value and engineering practice 
significance. 

Keywords—Power system; power equipment; incomplete data; 
fuzzy clustering; mining algorithm 

I. INTRODUCTION 
With the development of the economy, along with the 

construction of the smart grid and smart distribution network 
informatization, the level of automation and interactive are 
raised. The IoT degree of mutual penetration and integration of 
power distribution networks as a direct link between the user 
and the power grid is also improved. The safe and stable 
operation of the distribution network is directly related to the 
electricity quality and reliability of power use. The reliability 
of the distribution network system is particularly important [1]. 
Due to the massive increase of all kinds of power data and the 
increase of complexity, the data processing speed and 
processing capacity are greatly improved with the help of 
computer clustering analysis, and it is widely used in many key 
parts of power [2]. 

Distribution network equipment will produce a large 
amount of data in operation, because in the whole distribution 
system, there are many equipment from different 
manufacturers. Their models are mostly different because these 
distribution equipment and background monitoring system will 
use their own transmission protocol communication, resulting 
in the existence of many communication methods. Due to the 
conversion of various interfaces and transmission protocols, it 
is inevitable to cause problems such as slow data transmission 
rate and loss of some data information. If these missing data 
are not effectively analyzed, the maintenance efficiency will be 
low, and the equipment operation status cannot be timely, 
accurately and finely evaluated. Finally, it will affect the 
operation quality and efficiency of the large power grid. 

With the in-depth study of incomplete data attribute 
imputation algorithm, it is further found that interval data 
samples can better express the ambiguity of incomplete data 
and improve the accuracy and robustness of clustering [3]. In 
the fields of pattern recognition, image processing, fuzzy 
control, and clustering analysis, there were some relevant 
researches [4]. Scholars in China and abroad have proposed 
many improved algorithms and applications for interval fuzzy 
sets. Zhang and other scholars proposed an improved BP 
neural network interval filling incomplete data clustering 
algorithm, which uses a neural network to fill the interval range 
of missing attributes [5]. Li et al. proposed an interval kernel 
function fuzzy clustering algorithm, which uses the nearest 
neighbor rule to determine the missing attribute interval, and 
uses the kernel function fuzzy C-means to map and cluster the 
samples in high dimensions [6]. The above research content 
has obvious advantages for dynamic data and big data, but it is 
prone to complex and difficult computing problems in model 
construction. Trang and other scholars proposed an interval 
fuzzy co-clustering algorithm, which applies interval data to 
co-clustering to make the clustering results more accurate [7]. 
Reference [8] uses mutually exclusive maintenance, 
simultaneous maintenance, power grid security, resources and 
other constraints to constrain interrelated equipment, which 
comprehensively considers the status of power grid equipment, 
and power grid operation, and uses a tabu search algorithm to 
optimize the starting period of power transmission and 
transformation equipment maintenance in the whole network. 
The calculation methods in references [7] and [8] are relatively 
simple, but the accuracy of estimation needs to be further 
improved. The above research content does not fully tap the 
potential value of incomplete data, and the effective 
information is not fully utilized. The data processing of 
distribution network equipment operation big data will mainly 

*Corresponding Author. 
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study the incomplete data objects in the distribution network 
equipment operation big data. The vector data repair 
technology based on genetic nearest neighbor clustering will 
study the data repair technology-oriented to the distribution 
network operation big data to facilitate the filling and repair of 
incomplete distribution network operation data objects [9]. 

To solve the problem of data loss in large-scale data, a deep 
learning generation model based on the conditional generation 
antagonistic network is designed according to the data 
characteristics. An optimization function is proposed according 
to the data characteristics. The replacement of training data is 
optimized, and the optimization constraints are proposed to 
make the interpolation model more effective. Based on the 
IVAEGAN-FCM algorithm, this paper proposes an 
IVAEGAN-IFCM interval fuzzy clustering algorithm, which 
uses interval data sets to cluster incomplete data. This study is 
closely related to the operation status of power equipment, 
which is conducive to improving the safe operation efficiency 
of power grid enterprises. 

The main innovations of this paper are as follows: 

1) A certain estimation error exists in the estimation of the 
missing attribute through the IVAEGAN model. The average 
value of all errors is taken as the interval size range of the 
interval type data to construct an interval type data set. 

2) Calculate the extreme value of the attribute of the 
nearest neighbor sample of the incomplete data to restrict the 
interval size of each data. 

3) Calculate the local density of the sample in the adjacent 
area of each sample, and further constrain the size of the 
interval through the local density of the sample. 

4) Convert the whole numerical data set into a complete 
interval data set. To improve the accuracy of incomplete data 
clustering, the interval fuzzy C-means (IFCM) clustering 
analysis is carried out on the whole interval data set. 

The main contents of this paper are as follows: 

1) This paper introduces the importance of equipment data 
integrity in the power system operation. 

2) In the related work, the power system equipment data 
and the IVAEGAN model are introduced. 

3) The construction of the IVAEGAN interval model and 
the calculation of data integrity by the fuzzy clustering 
algorithm are done. 

4) The IFCM algorithm is improved by using the 
IVAEGAN model. 

5) The accuracy and effectiveness of the proposed 
algorithm are verified by experimental simulation analysis. 

6) Finally, the research contents and results of this paper 
are summarized. 

II. RELATED WORK 

A. Analysis of Data Sources for Typical Power Equipment 
Power grid automation helps power grid dispatchers to 

grasp the operating conditions of the power grid under their 
jurisdiction in real-time so that dispatchers can make correct 
dispatching decisions. At the same time, it can also provide 
data support such as load forecast for short-term and medium-
term power grid production and development plans [10]. The 
centralized control mode of the substation is established to 
realize more and more automation systems with different 
functions. To improve the reliability, efficiency, and power 
supply quality of distribution network operation, the 
distribution automation system has been developed. At present, 
the dispatching automation system, substation integrated 
automation system, and distribution automation system have 
become the main components of the power grid automation 
system [11]. The power data studied in this paper takes the 
distribution equipment data as an example, and carries out data 
resources according to the equipment material information, as 
shown in Table I. 

B. IVAEGAN Value Estimation Principle 
1) An IVAEGAN model performs estimated value filling on 

missing attributes ikx  in an incomplete data set. Since the 
IVAEGAN model also performs estimated value calculation on 
data with complete attributes in a training process, an absolute 
error exists between an expected estimated value and an actual 
value, and the absolute value of an error average value is used 
as the interval size of the estimated value of the missing 
attributes. The left and right endpoints of the valuation interval 
are:

−
ikx , ikx +

 respectively. Then the incomplete data can be 
expressed in the form of interval, namely ,ik ikx x− +   ;  

For the complete data x  in the incomplete data set, its 

complete attribute value ijx  also needs to be converted into the 
form of interval data, that is ,ik ikx x− +    , where ij ij ijx x x− += = . 
Therefore, the complete attribute of the complete data is also 
expressed in the interval type, and the left and right interval 
endpoints of the interval attribute are equal to the attribute 
value [12]. 

TABLE I. POWER CABLE INDEX SYSTEM TABLE 

part First class indicator Secondary indicator (state) 

power cable 

Cable body 

Line load, Insulation resistance, Exterior, Fire fire flame retardant, 
Depth, filthy 

 

Cable terminal 

Cable middle head 

Cable channel 

Auxiliary facilities 
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Through the training process of the IVAEGAN and the 
evaluation process of incomplete data, the average evaluation 
error of the training process is determined as the range of 
interval size. The evaluation of incomplete data attributes is 
determined as the median of the interval to determine the 
evaluation interval of the incomplete data [13]. And then the 
complete numerical data set after the valuation "recovery" is 
transformed into a complete interval data set. Finally, the 
complete interval data set is subjected to fuzzy clustering 
analysis through the IFCM clustering algorithm, and the 
clustering result is obtained [14]. 

III. IVAEGAN FUZZY CLUSTERING ALGORITHM FOR 
INTERVAL ESTIMATION 

A. IVAEGAN Model Construction 
VAE (Variational autoencoder) is fused as the generator of 

GAN (Generative Adversarial Network), and the fused model 
is improved to obtain the IVAEGAN model. The IVAEGAN 
network is proposed to better estimate, predict and fill the 
missing data attribute values contained in the incomplete data 
set [15]. The core idea of the IVAEGAN network proposed in 
this paper is to feedback the difference between the predicted 
value of the incomplete data through the network generator and 
the discriminator to the input layer so that the network can 
obtain more information, and thus can better realize the 
estimation filling of missing attributes in incomplete data. This 
can make the filling value of missing attributes more 
reasonable, thus improving the effectiveness of clustering 
analysis. The topology of the improved model is shown in Fig. 
1: 

Hidden velocity 
z

Encoder

Sample data 
x

Condition tag 
T

Generator 
G

Discriminator 
D

Data Real / 
Pseudo 

Condition tag 
T

Generate data 
X,

Sample data 
x

 
Fig. 1. IVAEGAN Model Structure. 

The integration of variational learning and adversarial 
learning provides strong support for learning and reasoning in 
generative models, and these methods are used to establish new 
hybrid reasoning methods. 

B. Interval reconstruction of numerical incomplete data set 

Interval data [ , ]x x x− +=  and interval data [ , ]y y y− += : the 
addition operation of interval type is expressed as: 

,x y xx y y− − + += + + +   . Similarly, the definition of subtraction 
operation of interval data is expressed as: 

,x y xx y y− − + += − − −   [16]. Euclidean distance is commonly 
used in calculating relative distance, and the Euclidean distance 
formula for interval data is: 

2 2( , ) ( ) ( )D x y x y x y− − + += − + −            (1) 

The density of samples in a local area reflects the degree of 
clustering of samples, and also reflects the similarity between 
samples. The greater the density of samples in a local area, the 
closer the attribute values are. In this paper, the regional 
density of sample points is used to calculate sample density a, 
and the obtained attribute estimation interval [ ]min, max is 
constrained to obtain a new interval: 

(max min) (max min)min ,max
2 2

a a− − + −   . 

The calculation formula for the distance between samples 
px  and other samples is shown in (2): 

2

2pq p qd x x= −
             (2) 

Let the attribute dimension be the s-interval dataset
1 2{ , , , }nX x x x=  . The data [ ]1 2, , , T

i i i six x x x=  ，  for any 
,ji ji jix x x− + =   ，the objective function formula of the interval 

fuzzy C-means algorithm is shown in (3): 

2

2
1 1

( , )
n

m
m ik k i

i k

c

J U V u x v
= =

= −∑∑
           (5) 

1
1, 1, 2, ,

c

ik
i

u k n
=

= =∑ 
            (4) 

2

2
( ) ( ) ( ) ( )T T

k i k i k i k i k ix v x v x v x v x v− − − − + ++ +− = − − + − −          (5) 

iv  represents the ith cluster center. V  is the cluster center 

matrix, and is expressed as: [ ]1 2, , ,ji cV v v v v = =  
 ，

,ji ji jiv v v− + =  ， 1,2, ,i c=  ，
1,2, ,j s= 

。 

The minimum condition of Equation (5) is: 

1

1

, 1, 2, ,

n
m
ik k

k
i n

m
ik

k

u x
v i c

u

−

− =

=

= =
∑

∑


            (6) 
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1

1

, 1, 2, ,

n
m
ik k

k
i n

m
ik

j

u x
v i c

u

+

+ =

=

= =
∑

∑


           (7) 

If there is an interval type data sample kx  within the 
interval value of a cluster center, its membership degree is set 
to 1; otherwise, its membership degree is 0 and it does not 
belong to this category. The formula is as follows: 

0,
1,ij

i h
u

i h
≠

=  =                (8) 

Otherwise： 
11

2 1

2
2

1
2

, 1, 2, , ; 1, 2, ,
m

c j i
ij

t j t

x v
u i c j i n

x v

−

−

=

 
  − = = = =   −   

∑  

            (9) 

The basic steps of IFCM algorithm are shown in Figure 2: 

Update cluster center matrix 

Y

Initialization parameters 

N

Start

End

Update membership matrix 

Whether to terminate iteration 

 
Fig. 2. IFCM Algorithm Process. 

1) Initialize algorithm parameters, namely set an iteration 
stopping threshold ε , a fuzzy clustering parameter m. The 
number of clustering is (2 )c c n≤ ≤ and the maximum 
iteration number is G. Initialize the membership degree matrix 

(0)U . 
2) Update a clustering center matrix: when that iteration 

time reach the ( 1,2, )l l =   time, update the clustering center 
matrix ( 1)lU −  by using the clustering prototype calculation 
formulas (6) and (7) in combination with the membership 
degree partition matrix ( )lV . 

3) Update the membership degree matrix: update the 
partition membership degree matrix ( )lU  by using formulas (8) 
and (9). 

4) Iteration termination condition of the algorithm: when 
the number of iterations reaches the maximum, or i∀ , k, 

( ) ( 1)max l l
ik iku u ε−− <

, the iteration is stopped, then the IFCM 
algorithm stops and outputs the partition matrix U and the 
clustering prototype matrix V ; otherwise 1l l= + , return to 
step (2) [18]. 

C. The Autoencoder Algorithm Normalization Flow 
The basic flow of the auto-encoder algorithm is as follows: 

1) Input normalization. All the attributes of the input data 
is transformed into the number between [0, 1] to improve the 
flexibility of the model and eliminate the difference between 
the orders of magnitude of each attribute. 

2) Initialize the auto-encoder model parameters. The 
parameters include the node number of input layer, the layer 
number of hidden layer, the node number of each layer of 
hidden layer, the encoder weight matrix, decoder weight matrix, 
center vector, maximum training times, and the model self-
learning rate and parameters. 

a) Input data. Sample points are drawn from the data set. 
b) Random sampling in noisy data. 
c) The SGVB gradient estimation. 
d) Update parameters and weight. 
e) Judge whether that parameter are converged. 
f) Determination of termination. When the model is 

completely converged or reaches the maximum training times, 
the training is ended; otherwise, the step (3) is repeated. 

IV. IVAEGAN-IFCM ESTABLISHMENT OF ALGORITHM 
To solve the problem of incomplete data fuzzy clustering, 

an interval fuzzy clustering algorithm based on the IVAEGAN 
estimation (IVAEGAN-IFCM) is proposed to cluster the 
incomplete data sets. Through the IVAEGAN model, the 
incomplete data set is "restored" into a complete numerical 
data set, and the complete numerical data set is converted into 
an interval data set according to the interval rule proposed in 
this paper, and then the interval data set is analyzed by fuzzy 
clustering [19]. 

The specific algorithm flow of the IVAEGAN-IFCM 
algorithm is shown in Fig. 3. 

1) Construct a nearest neighbor sample set for an 
incomplete data sample. The nearest neighbor samples are 
selected according to the nearest neighbor rule, and the nearest 
neighbor sample set of incomplete data is constructed. 

2) Construct an attribute nearest neighbor sample interval 
of incomplete data. According to the interval rule proposed in 
this paper, the maximum and minimum values of missing 
attributes are determined in the nearest neighbor sample set of 
incomplete data to construct the nearest neighbor interval of 
attributes. 

210 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 7, 2022 

3) Determine the density of data samples in the 
neighborhood of incomplete data samples [20]. 

4) Input sample normalization. All data are converted into 
numbers between intervals [ ]0,1 , thus eliminating the difference 
of orders of magnitude between dimensions. 

5) Initialize the IVAEGAN model. Initialize the network 
parameters in the IVAEGAN model, weight, bias value, 
maximum number of iterations, and training error. 

6) Train the IVAEGAN model. The IVAEGAN model 
was trained on the complete data. 

7) Fill in the missing attributes. The IVAEGAN model 
proposed in this paper estimates and predicts each missing data 
attribute in incomplete data, and at the same time obtains the 
estimation error of the IVAEGAN network for the complete 
attributes in the data set. 

8) Interval data set: according to the interval type 
transformation rule proposed in this paper, all the data in the 
numerical data set are transformed into interval type, and then 
the interval type matrix is constructed. 

9) Initialize the IFCM algorithm parameters. Initialize the 
membership degree matrix, and set the number of clustering 
categories, the number of cycles, the termination threshold and 
the fuzzy index. 

10)    Update the cluster center matrix. Update the 
clustering center matrix ( )lV  according to the clustering center 
matrix ( 1)lU − . 

11)   Update that membership matrix. The statement 
( )lV  

updates the membership degree matrix ( )lU . 
12)  Algorithm condition judgment: when the number of 

iterations reaches the maximum, or 
( 1) ( )max l lU U ε+ − ≤

, the 
algorithm stops iterating; otherwise 1l l= + , it returns to (10). 

Constructs the nearest 
neighbor

Start

Construct sample range

Determine the sample 
density

Training Ivaegan model

Input sample normalization

Model initialization

End

Y

NAlgorithm condition 
judgment 

Intervalted data set

Fill lack attributes

Initialize IFCM parameters

Update membership matrix

Update cluster center 
matrix

 
Fig. 3. IVAEGAN-IFCM Algorithm Process. 

V. EXPERIMENTAL ANALYSIS 

A. Experimental Preparation 
Aiming at the problem that the FCM clustering algorithm 

cannot directly use incomplete data for clustering analysis, this 
paper proposes a numerical incomplete data fuzzy clustering 
algorithm based on the IVAEGAN estimation. The missing 
attributes in the incomplete data are estimated and filled by the 
IVAEGAN model, and then the complete data set after 
recovery is analyzed by fuzzy clustering using the FCM 
clustering algorithm. 

B. Construct the Artificial Dataset 
In this experiment, the effectiveness of the algorithm is 

verified by artificial data sets, which are generated by the 
methods in the literature. Two artificial data sets are obtained. 
The artificial data set Test 1 contains two types of data. Each 
type has 1000 data samples, and the total number of samples is 
2000 [21]. The artificial data set Test 2 contains three types of 
data, each type of data contains 800, 1000 and 2200 samples 
respectively, and the total number of data sets is 4000. Two 
artificial data sets subject to independent two-dimensional 
normal distribution are generated according to the above 
literature, and the conditional expectation and variance are as 
follows: 

1

2

2
1

2
2

0
0

u
u

u
σ

σ
  

= ∑ =   
     

Where, the data generation parameters of manual data sets 
Test 1 and Test 2 are shown in Table II: 

TABLE II. ARTIFICIAL DATASETS 

 1u
    

Test 1 
3 3 2 2 

7 9 2 2 

Test 2 

28 24 6 6 

38 30 9 11 

50 42 17 20 

According to the above generation method and parameter 
settings, generate a series of artificial data sets, in which the 
distribution of Test 1 is shown in Fig. 4, and the distribution of 
Test 2 is shown in Fig. 5. 

In Fig. 4, the data in Test 1 is generated based on the first 
set of parameters. The two types of data are generated in equal 
quantities, and the data are evenly distributed, but the obvious 
differences of the data categories are maintained. 

In Fig. 5, due to the different distribution and data amount 
of the three types of data, the first type of data is more 
concentrated, while the second and third types of data are more 
dispersed. The three types of data can still maintain relative 
independence, which is suitable for the validity verification of 
clustering algorithm. 
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Fig. 4. Artificial Dataset Test 1. 
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Fig. 5. Artificial Dataset Test 2. 

C. Incomplete Data Generation Rules 
In the whole data processing process, in order to make the 

incomplete data generated in the experiment closer to reality, 
the incomplete data set is generated by randomly discarding the 
data and randomly losing the complete data in different 
proportions set manually. In an incomplete data set, the 
missing attribute of the data sample is denoted by "?" to 
represent. The rules for generating data missing attributes of 
the incomplete data sets are as follows: 

1) In an incomplete data set, the attribute values of a 
sample data cannot be completely lost, that is, if the data set is 
n-dimensional, the incomplete data in it can lose at most 
attributes, and at least one attribute of an incomplete data must 
exist. 

2) In the incomplete data set, any one-dimensional 
attribute has at least one complete attribute value, that is, the 
attribute column of the data set cannot be empty to ensure the 
reliability of the valuation. 

In the algorithm comparison experiment of this paper, the 
complete data strategy fuzzy C-means clustering algorithm 
(whole data strategy fuzzy C-means clustering) WDS-FCM) 
and the local distance strategy fuzzy C-means clustering 
algorithm (partial distance strategy fuzzy C-means clustering, 
PDS-FCM) are rejection methods [22]. 

The remaining two comparison algorithms optimize the 
complete strategy fuzzy c-means clustering algorithm (optimal 
completion strategy fuzzy C-means clustering, OCS-FCM) and 
the nearest prototype strategy fuzzy C-means clustering 
algorithm (Nearest Prototype Strategy fuzzy C-means 
clustering, NPS-FCM) belong to the valuation method [23]. 

The IVAEGAN-IFCM algorithm proposed in this paper 
uses the IVAEGAN model to estimate the incomplete missing 
attributes. The IVAEGAN model performs feature extraction 
and data generation on the incomplete data set. Meanwhile, the 
model combines the median of the neighbor data as the 
conditional label to make the estimation range more accurate 
and efficient. After the IVAEGAN model performs estimation 
filling on the incomplete data set, the obtained complete data 
set completes the fuzzy clustering, which improves the 
clustering accuracy [24]. Iris, Bupa and Breast data sets are 
used in the experiment. Each data set contains 500 samples, 11 
feature categories and 9 attributes. 

According to the average number of iterations in Tables III 
to V, the algorithm in this paper can converge stably after 
multiple iterations under different missing rates of each data set. 
Compared with other clustering algorithms, the algorithm does 
not achieve the best results, but it can still achieve stable results 
after a certain number of iterations. 

TABLE III. AVERAGE ITERATION TIMES OF IRIS 

Missing rate 
/% 

WDS-
FCM 

PDS-
FCM 

OCS-
FCM 

NPS-
FCM Algorithm 

5 25.1 25.3 27.5 27.8 30.5 

10 25.9 26.3 27.9 28.2 30.8 

15 26.1 26.7 28.6 29.3 31.4 

20 26.8 27.1 28.8 29.7 31.8 

TABLE IV. AVERAGE NUMBER OF ITERATIONS OF BUPA 

Missing rate 
/% 

WDS-
FCM 

PDS-
FCM 

OCS-
FCM 

NPS-
FCM Algorithm 

5 33.7 36.2 36.6 36.7 36.5 

10 35.6 37.4 39.1 37.7 39.3 

15 37.3 35.9 38.6 38.9 42.4 

20 38.6 36.5 36.8 40.3 46.2 
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TABLE V. AVERAGE ITERATION TIMES OF BREAST 

Missing rate 
/% 

WDS-
FCM 

PDS-
FCM 

OCS-
FCM 

NPS-
FCM Algorithm 

5 15.3 15.2 16.4 15.6 18.4 

10 15.9 16.3 16.8 15.7 18.9 

15 16.1 16.8 17.2 16.3 22.3 

20 16.9 17.4 18.6 17.2 24.6 

According to the experimental results, the algorithm in this 
paper is relatively better, in the case of small data loss, such as 
15% loss, the clustering effect of the numerical estimation 
method is better, which is obviously better than other 
algorithms. 

From the standard deviation of clustering error scores in 
Tables VI to VIII, the algorithm in this paper can maintain a 
low standard deviation of clustering error scores under 
different missing rates of different data sets, which reflects the 
stability of the algorithm. In some cases, such as the case of 
less missing rate, the optimal solution cannot be obtained, and 
in other cases, the best results can be obtained. 

TABLE VI. STANDARD DEVIATION OF IRIS CLUSTERING ERROR SCORE 

Missing rate 
/% 

WDS-
FCM 

PDS-
FCM 

OCS-
FCM 

NPS-
FCM Algorithm 

5 1.24 1.56 2.02 1.86 2.03 

10 2.15 1.75 1.95 1.78 1.78 

15 2.08 1.89 2.04 169 1.93 

20 2.09 1.92 2.01 2.07 2.04 

TABLE VII. STANDARD DEVIATION OF BUPA'S CLUSTERING ERROR SCORE 

Missing rate 
/% 

WDS-
FCM 

PDS-
FCM 

OCS-
FCM 

NPS-
FCM Algorithm 

5 2.03 2.36 2.12 2.36 2.04 

10 1.83 1.89 2.05 2.04 2.12 

15 2.51 1.38 1.89 2.01 2.23 

20 2.18 1.94 1.95 1.98 2.64 

TABLE VIII. STANDARD DEVIATION OF BREAST CLUSTERING ERROR 
SCORE 

Missing rate 
/% 

WDS-
FCM 

PDS-
FCM 

OCS-
FCM 

NPS-
FCM Algorithm 

5 3.54 3.12 3.45 2.89 4.31 

10 3.57 2.92 3.23 2.96 4.56 

15 3.26 3.02 3.21 3.25 4.89 

20 3.58 3.08 3.04 3.12 4.97 

Test results show that the algorithm in this paper is better 
than other algorithms on the whole. Compared with other 
algorithms, the performance of our algorithm is improved by 
4%. 3% when the missing rate of the data set is low, such as 
the missing rate of 5% and 10% of the small data loss. With the 
increase of the missing rate, the test performance of the sample 
is also gradually improved. It is proved that the algorithm 

proposed in this paper can fully show the uncertainty of 
incomplete data estimation by using interval data, and has 
superior performance in the process of missing data filling and 
clustering analysis. 

The WDS-FCM algorithm eliminates all the incomplete 
sample data in the data set and only performs fuzzy clustering 
on the complete sample data. The clustering accuracy of the 
algorithm will be greatly affected when the proportion of 
incomplete samples increases. The PDS-FCM algorithm 
replaces the Euclidean distance in FCM with the local distance 
formula, and only adds the iterative operation to the complete 
attributes in the processing of incomplete sample data, without 
considering the missing attribute information of incomplete 
samples, which does not give full play to the information value 
of incomplete samples. Therefore, both the WDS-FCM and the 
PDS-FCM do not make full use of the effective information 
value of the mining incomplete data. The IVAEGAN-FCM 
algorithm proposed in this paper does not delete and abandon 
incomplete data, but reconstructs the model to fill in the 
missing data, so that the data set can be "restored" to a 
complete data set. The training samples are used to train the 
IVAEGAN model, and the missing attributes of each 
incomplete attribute are estimated and filled to obtain the 
"recovered" complete data set, and then the complete data set is 
subjected to fuzzy clustering. 

VI. CONCLUSION 
In this paper, according to the incomplete data formed in 

the power system, a numerical incomplete data fuzzy clustering 
algorithm based on the improved IVAEGAN estimation is 
proposed to solve the problem that the traditional clustering 
algorithm cannot directly use the incomplete data. A new 
fusion model is constructed by combining VAE and GAN to 
estimate and fill the incomplete data. The main work includes: 

1) Fill the incomplete data attributes to realize the 
estimation clustering. A fuzzy clustering algorithm for 
numerical incomplete data based on the improved IVAEGAN 
estimation is proposed. 

2) Construct a nearest neighbor sample set for that 
incomplete data according to the nearest neighbor rule, 
generating a model VAE and a model GAN, and constructing 
an IVAEGAN model. 

3) Construct a missing attribute label by using that median 
value of the attribute of the nearest neighbor sample set so that 
the IVAEGAN model can obtain more effective information, 
and the estimation accuracy is improved. 

4) UCI data sets and two artificial data sets are used for 
comparative experiments to verify the effectiveness of the 
algorithm, and the effectiveness of the algorithm is 
summarized in depth. 

The model in this paper uses the gradient integral to update 
the parameter values, which is fast and has high computational 
complexity, and has obvious effect on improving the training 
speed. Compared with other models, this paper uses the 
attributes of the nearest neighbor sample set to construct 
condition variables, and other construction methods of 
condition variables are more effective, which further optimizes 
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the space and improves the theoretical and practical basis of 
data integrity research. The research results of this paper are 
very important to fully mine the effective information in the 
incomplete data of power system, and play an important role in 
ensuring the normal operation of power system. 

In the future work, more optimization methods will be used 
to optimize the parameter update, such as the wolf pack 
optimization algorithm. The GAN model is prone to the 
phenomenon of gradient explosion, center collapse and training 
non-convergence to further enhance the space for improvement. 
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Abstract—Software Requirements Prioritization is an 

important issue that has a more profound effect on the overall 

quality of software development. Application of software 

requirements prioritization provides benefits to minimize risks in 

software development so that the most important and most 

impactful requirements are given priority. This paper presents a 

proposed software requirements prioritization method named 

MCBRank, which incorporates renowned MoSCoW Method and 

Case-Based Ranking to improve prioritization correctness. It 

elaborates on the implementation of MCBRank in an empirical 

investigation to determine software requirements prioritization 

for a potential e-library system. The investigation allows the 

software requirements prioritization process to be implemented 

by using the proposed MCBRank method. A role-playing 

empirical investigation with 30 respondents prioritized 31 

software requirements, and the results were measured by Cohen 

Kappa. The kappa results show that MCBRank achieves a better 

agreement towards the Gold Standard with kappa value of 0.60. 

Therefore, the investigation results support that MCBRank 

improves the importance of ranking correctness, representing the 

stakeholders’ wants and the organization's actual needs for the 

potential e-library system. 

Keywords—Requirements prioritization; requirements 

engineering; software engineering; empirical software engineering 

I. INTRODUCTION 

Requirements play an essential part in software 
development as they lay a foundation for a system to be 
developed [1]. Among many factors influencing the success or 
failure of software development, prioritization seems vital as it 
is responsible for determining the value of various 
requirements proposed by many stakeholders based on specific 
criteria defined from their usefulness for the final software 
product [2]. Thus, requirements prioritization is an essential 
part of requirements management. It is responsible for 
identifying the subset from many candidate requirements to 
maximize the fulfilment of various limitations such as 
resources availability, constrained timeline, and budget. 

Thus, the main objective of the prioritization is to ensure 
that the customers get the software system that satisfies their 
needs with utmost value within limited resources. This is 
supported by a study [3] that stated Software Requirements 
Prioritization (SRP) could affect several factors in software 
development such as value, time to market, cost, and, most 
importantly, user satisfaction. Using SRP, the requirements 

will be prioritized based on human choices and by analyzing 
several factors that can be the reason for a product to fail or 
succeed. 

The importance of having the correct prioritized 
requirements which fulfil the stakeholders’ needs [4] and the 
difficulty of getting a good set of requirements that satisfy the 
business value motivate this research to propose an enhanced 
MoSCoW prioritization method called MCBRank. The 
proposed method incorporates renowned MoSCoW method 
and Case-Based Ranking method to improve the prioritization 
correctness. In this paper, an empirical method is adapted to 
evaluate the MCBRank effectiveness to prioritize software 
requirements. Therefore, this paper presents the empirical 
investigation of the MCBRank prioritization method based on 
a case study. The empirical result showed that the MCBRank 
method improves the software requirements prioritization 
correctness which represent the stakeholders’ wants and the 
organization's actual needs for the potential e-library system. 

Following the introduction, Section II presents the literature 
review. Next, Section III presents the proposed prioritization 
method, and Section IV explains the empirical investigation 
methodology. This is followed by Section V that discusses the 
empirical investigation results. Finally, Section VI concludes 
the paper. 

II. LITERATURE REVIEW 

Requirements prioritization refers to the process of 
choosing the correct set of specifications from a mass of 
overlapping and contradictory demands from various 
stakeholders involved in a software development project. 
Prioritization is one of the critical steps in system development 
to make meaningful decisions to scrutinize essential 
requirements for realization. This is supported by a study 
which stated that requirements prioritization has an enduring 
partnership with several other important technical practices 
such as interaction with the requirements analysis, requirement 
engineering, and general software engineering practices [5]. 

Gilb and Maier [6] stated that "priority is the relative right 
of a requirement to the usage of restricted (or scarce) capital." 
In this description, "capital" includes all kinds of capital, 
including time, money, and human capital. In other terms, we 
can have anything of the infinite system; then, there is no need 
to consider the requirements. However, ventures usually face 
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finite capital such as short deadlines, restricted budgets, limited 
human capacity, and fixed technologies. Consequently, 
proposals sometimes include more requests than what can be 
executed in one release period. Thus, requirements 
prioritization enables the project planners to choose the final 
requirements to be implemented under resource constraints. 

Various requirements prioritization techniques exist, but 
using the same technique to assign requirements for multiple 
stages may result in restricted benefits [7]. Different 
requirements prioritization techniques involve various 
properties, and therefore selecting the most optimal technique 
will optimize the gains gained at specific points [8]. These 
techniques enable the software development team to prioritize 
software requirements with high priority [9]. According to a 
study [5], there are many methods used to classify 
requirements. These prioritization methods may be classified 
as nominal scale, ordinal scale, ratio scale, machine learning, 
and hybridization, as shown in Fig. 1. 

 

Fig. 1. Requirements Prioritization Method [19]. 

Other than methods, the elements being considered during 
the prioritization process are also essential. Hujainah et al. [10] 
provide a comprehensive investigation of the interrelated 
elements that need to be considered to formulate practical 
requirements prioritization technique. The findings reveal four 
interrelated elements that should be considered in developing 
RP techniques to secure an effective prioritization process. 
These elements are criteria for requirements, stakeholders, 
procedures, and implementation, which play important roles in 
prioritizing requirements. To incorporate the interrelated 
elements for prioritization, further research [11] proposed a 
semi-automated scalable prioritization technique to improve 
the prioritization efficiency for a large-scale project. 

The fact that stakeholders’ preferences need to be 
considered is also supported by Yaseen et al. [12]. It is noted 
that large numbers of requirements are likely to be developed 
based on the customers' preferences stated in the early stage of 
the requirements engineering phase. However, diverse 
stakeholders need to be considered since specific requirements 
are important for particular customers but not others [13]. 
Furthermore, customers may generally understand what they 
want but do not have a specific picture of precisely what is 
needed for a well-functioning software system. Therefore, 

requirements prioritization may assist the development team in 
shortlisting the requirements because essential requirements 
should be presented to the stakeholders as quickly as possible. 
In addition, should conflicting requirements surface, 
requirements prioritization can be performed to resolve the 
conflicts. This is also supported by Ma [7], who stated that 
requirement prioritization refers to the process of choosing the 
correct set of specifications from a multitude of overlapping 
and contradictory demands from various stakeholders involved 
in a software development project. 

Achimugu et al. [14] performed a systematic review of 48 
Software Requirements Prioritization methods and found that 
MoSCoW is the most cited and utilized prioritization method. 
Miranda [15] noted that the MoSCoW is a more 
straightforward method of obtaining information from 
customers, meaning that customers better understand what is 
being asked of them and thus provide the development team 
with more meaningful and valuable information. Moreover, the 
MoSCoW is suitable for iterative development such as "agile 
software development" [16, 17, 18], which allows collaborative 
requirements prioritization between stakeholders [19]. This 
collaborative effort provides the customers with a product of a 
maximized business value [20]. On the other hand, the 
MoSCoW needs more time as detailed information is required 
to provide a relative value for each requirement. Besides 
MoSCoW technique is a numerical assignment technique that 
needs more effort to solve conflicts between analysis and 
stakeholders' viewpoints [21]. 

Meanwhile, Avesani et al. [22] proposed a framework 
called Case-Based Ranking that can reduce the acquisition 
effort by combining human reference elicitation and automatic 
preference approximation. The result shows improvement in 
requirement prioritization accuracy and a trade-off between 
experts’ elicitation efforts. During the requirements analysis 
process on deciding which requirements to develop, different 
methods are used to select the correct requirements due to the 
system development team's preferences and work nature. 

While MoSCoW and CBRank have received a great deal of 
attention in the literature, MCBRank method is designed to 
emphasize the strength of both techniques to improve software 
requirements prioritization. 

III.  THE PROPOSED METHOD 

According to Yaseen et al. [23], it is necessary to recognize 
requirements' importance and priority to assist the developers 
in expediting the system development process. MCBRank 
enables two-layer prioritization to improve the correctness in 
terms of importance ranking. In this research design, the 
importance is represented by the key stakeholders’ cumulative 
needs for the best of the system to be developed. Fig. 2 gives 
an overview of the MCBRank. Firstly, all candidate 
requirements which come from multiple stakeholders are 
listed. Then the key stakeholders are required to classify each 
requirement based on the adapted MoSCoW method on five 
points scale. The MoSCoW classification of M (Must have), S 
(Should have), C (Could have), and W (Would have) are 
assigned with numbers as listed below. ‘Must not have this’ is 
added into the scale to allow stakeholders to indicate the 
requirements they do not want to be realized. 
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5 - Must have this. 

4 - Should have this if at all possible. 

3 - Could have this if it does not affect anything else. 

2 -Will not have this time but would like in the future. 

1 - Must not have this. 

Following that, the classification score based on the scale 
will be used to classify all the requirements into M (Must 
have), S (Should have), C (Could have), and W (Would have). 
At this point, the unwanted requirements will be discarded. 

 

Fig. 2. Overview of MCBRank. 

Next, within the classification, each requirement will be 
ranked using ordinal numbers. The majority rank will be the 
position of the requirement. If the majority rank is the same for 
two or more requirements, a smaller accumulative score given 
by the participating stakeholders will be in a higher rank. 
Finally, a new ranked requirements list is produced. 

This ranking allows stakeholders to prioritize the 
requirements, delineate and narrow the scope of work to 
acquire focus. Priorities make it possible to measure how 
important the stakeholders feel about each requirement 
concerning a software solution to meet their needs. The 
prioritized requirements successfully narrow the focus, which 
helps in group agreement. Through priority [12], if it is 
impossible to develop all project requirements, it is feasible to 
discriminate the most critical requirements to the stakeholders. 
This means that a project that does not meet all of its 
requirements can still be of high value if it meets the 
stakeholders’ most important requirements. 

A. An Example 

Assume that there are ten requirements proposed by three 
key stakeholders numbered as Req. 1 until Req. 10. 

Step 1: The key stakeholders to score the listed 
requirements based on importance (5 points scale). 

Requirements Stakeholder 1 Stakeholder 2 Stakeholder 3 

Req 1 5 5 4 

Req 2 4 4 5 

Req 3 5 4 5 

Req 4 5 3 5 

Req 5 3 3 4 

Req 6 4 5 5 

Req 7 5 2 1 

Req 8 3 4 3 

Req 9 2 3 3 

Req 10 1 2 1 

Step 2: The requirements engineer to analyze the score and 
to classify each requirement. In order to do this, the 
requirements engineer need to analyze the requirements and 
take into consideration the technical knowledge on top of just 
importance classified by the stakeholders. This is required to 
ensure the essential services for the said system is not 
neglected. 

Req. Stakeholder 1 Stakeholder 2 Stakeholder 3 Group 

Req 1 5 5 4 M 

Req 2 4 4 5 S 

Req 3 5 4 5 M 

Req 4 5 3 5 M 

Req 5 3 4 4 S 

Req 6 4 5 5 M 

Req 7 5 2 1 W 

Req 8 3 4 3 C 

Req 9 2 3 3 C 

Req 10 1 2 1 discard 

Step 3: Within each classification group, the key 
stakeholders to rank requirements based on ordinal numbers. 
The majority will be the rank of the requirements. Note that, 
the ordinal number will follow through based on classification 
group priority. For example, Req 2 is ranked as 1 within Group 
S, then the number must be after the last number in the group 
M. Therefore, Req 2 is ranked as 5. 

Group Req S 1 S 2 S 3 Rank 

M 

Req 1 2 1 2 2 

Req 3 1 2 1 1 

Req 4 3 4 3 3 

Req 6 4 3 4 4 

S 
Req 2 1 2 1 5 

Req 5 2 1 2 6 

C 
Req 8 2 2 1 8 

Req 9 1 1 2 7 

W Req 7 1 1 1 9 

- Req 10 - - - - 
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IV. EMPIRICAL INVESTIGATION METHODOLOGY 

An empirical investigation method was carried out to 
evaluate the effectiveness of the proposed MCBRank Method. 
It is a role-playing investigation to test if the requirements 
prioritization is improved following the implementation of 
MCBRank. 

A. The Underlying Concept 

The underlying concept includes an explanation and 
rationale for the terms and approaches applied. 

 Stakeholders are terms that refer to any person or group 
directly or indirectly affected by the system. 
Stakeholders include end-users who interact with the 
system and everyone in the organization who may be 
affected by its installation. Other system stakeholders 
may be engineers who develop or maintain related 
systems, business managers, domain experts, and union 
representatives. These stakeholders are the key people 
representing the interests of their group. They may 
include end-users, system owners, and managers who 
work together and are actively involved in decision-
making to reach mutually satisfactory agreements. 
However, it is neither appropriate nor possible to have 
all system stakeholders in acquiring requirements. 
Therefore, during the role-play investigation, this 
project will involve key stakeholders to represent users 
and administrators. 

 The Gold Standard (GS) is a term used to describe the 
theoretical idea of the best requirements set that can 
exist for a system. In this requirements prioritization 
study, the ‘ideal’ set represents the right ranked 
requirements based on importance, representing the 
cumulative key stakeholders’ needs and the actual need 
of the organization. This is because a sound system 
should fulfill what the stakeholders want and what the 
customers describe is what they want and what the 
organization needs from the system to be developed. 
However, there is no way to test this benefit in the 
short term. That is why this study presents the GS to 
represent a set of right ranked requirements based on 
importance from the domain experts' point of view. 
The domain experts are familiar with the crucial need 
of the system to fit the system's purposes of existence 
and understand the system's business value. The GS is 
determined by the candidate requirements and the 
collaborative efforts of researchers and several domain 
experts in the field. The experts are library 
practitioners ranging from thirty-five to fifty years old, 
with more than ten years of experience working in the 
library for Universiti Teknikal Malaysia Melaka. It is 
established as a benchmark for the best possible 
requirements with the correct importance rank for the 
particular case study; e-library system. The results 
from the investigations that will be carried out will be 
measured against the GS. 

B. Gold Standard Formulation 

This subsection describes how the researcher obtained the 
Gold Standard (GS). The GS is an ideal set of ranked 

requirements based on importance from the point of view of 
domain experts. The GS is obtained through an expert 
judgment technique that involves a group of domain experts. 
GS is a term used to describe the theoretical idea of the ideal 
set of well-ranked requirements based on importance for a 
system. GS was developed carefully by identifying some 
requirements that contain all the primary requirements required 
for the system. Researchers are aware that it is impossible to 
find a precise solution, but estimates can be determined based 
on the analysis of several experts. 

Subjects involved in determining GS are experts who are 
library practitioners with criteria aged 30-50 years, have more 
than ten years of experience in related fields, and come from 
the Universiti Teknikal Malaysia Melaka. The procedures 
carried out are: 

 In the first step, the researcher prepares a set of 
instruments containing an introduction, instructions, e-
library scenario description, and a decision form that 
contains 31 candidate requirements to collect expert 
opinions. 

 In the second step, screening and determining experts 
based on predetermined demographic components 
were conducted. This study involved six experts in 
determining GS. 

 In the third step, the experts were given three days to 
examine the GS determination instrument to get 
familiar with the introduction, instructions, descriptive 
scenario, and a list of candidate requirements. Experts 
will get an overview of the background system from 
which the requirements were obtained through 
descriptive scenarios. Then the experts were asked to 
provide a rating with a Likert scale of 1-5 on the 
decision form. The scale of the assessment technique 
used in this study was adapted from the MoSCoW 
method. 

Following the three steps above, the researcher gets the 
results of the requirements that have been ranked according to 
the highest to lowest rated. These properly ranked requirements 
are determined as GS. The value of each requirement is 
obtained from the total rate given by the six experts. Sorting 
has no problem when a requirement has different total values 
and does not get an equal value. For the first and second ranks, 
there were no obstacles. As for rank three and four, the total 
value for requirements R6 and R29 are the same, but since R29 
has a higher number of five-point rating which means that 
more people rate R29 as ‘Must have, R29 is placed in the third 
rank followed by R6 in the fourth rank. This also applied to the 
requirements R7, R5, and R22; R9 and R27; R17 and R23. As 
for requirements R26 and R12, which have the same total value 
and the same number of five-point ratings, R26 was decided to 
be in a lower rank than R12 because there exists a lower point 
rating for R26. Fundamentally, for the rest of the requirements, 
if the total value is the same and if the five-point rating is the 
same, then a lower point rating, if it exists for one of the 
requirements, will determine the ranking of the said 
requirements. 
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The formation of the GS in this investigation was done 
carefully since the GS represents an ideal set of requirements 
with the right importance ranking (theoretically represents both 
the stakeholders’ wants and the organization’s needs). The 
right rank of importance will determine the most crucial 
requirements to be realized to reduce the timeline or budget 
shortage. Thus, the output of the MCBRank will be measured 
against the GS to evaluate its effectiveness. 

C. Investigation Method 

1) Investigation materials: The candidate requirements 

are derived from the e-Library descriptive scenario. Ideally, 

the candidate requirements are proposed by independent 

stakeholders (or by a group of stakeholders) [24], represented 

by participants who play roles as a system’s stakeholders in 

this investigation. However, the investigation focuses on the 

requirements prioritization effort with the proposed method 

and the researchers' candidate requirements prepared in 

advance. Requirements are built on the experience of 

researchers in using the system. They are improved by 

academics who previously have years of experience in 

developing systems and working on requirements. For 

prioritization purposes, candidate requirements are constructed 

to represent the interests and needs of various stakeholders. 

Candidate requirements include essential system features and 

additional features with a mix of quality values. In addition, 

the requirements also meet SMART concept; (S)pecific, 

(M)easurable, (A)greed, (R)ealistic, and (T)ime-bonded [3]. 

The number of candidate requirements is balanced and 

adjusted to the interests of specific key stakeholders. This is 

generally based on the purpose of the investigation. The 

number of candidate requirements was set for the experiment 

considering its time to rank effectively. 

2) Population and sample: The investigation was carried 

out with 30 people, and the role-playing technique was 

exercised. Each was given a role as a user (students, lecturers, 

university staff) and administrators (librarians). Participants 

who carried out the investigation had a background in 

software engineering knowledge and were between 20 to 30 

years old. Several of them have work experience in software 

development. To avoid bias, the roles they played in the 

investigation were randomized. Also, role-playing 

investigations always attend to whether the participants are 

actually playing a role or are merely including their 

judgments. It is expected that each participant will be more 

committed to individual priorities. Participants are given an 

exact role to minimize that possibility and given instructions 

and guidelines on playing system stakeholders' positions. 

Since participants may also have limited knowledge to 

precisely rank all candidate requirements concerning their 

impact on the acceptance of the software system [19], scenario 

descriptions and candidate requirements have been given to 

them in advance. This reading material is helpful because the 

scenario description describes the system needs and concerns 

of different stakeholders. In addition, the candidate 

requirements are carefully tailored to the needs of specific 

stakeholders. 

3) The investigation protocol: For investigation, 

participants were divided into two groups. Each group 

consisted of thirty participants to rank candidate requirements 

based on the role they were playing. One group was a control 

group to exercise the MoSCoW prioritization method, and the 

other group exercised the MCBRank prioritization method. 

The results of the investigation are a prioritized list of 

software requirements. 

Initially, during the investigation process, all participants 
were given scenario descriptions of potential e-libraries. 
Furthermore, a briefing was conducted on the experimental 
background knowledge through online communication. This is 
followed by instructions supported by an overview of examples 
of step-by-step activities. The assignment of participants is 
tailored to the role that will be played during the investigation. 
The participants were given a day to understand the roles and 
descriptions of the scenario prepared for them. The next day, 
participants were given a google form link and asked to 
prioritize the candidate requirements based on the MoSCoW 
method and MCBRank method. The participants’ prioritization 
effort was then collected and analyzed. When all the 
participants had completed the assignment, a feedback form 
was given to them to learn about the strengths and weaknesses 
of the investigation for future references. 

D. Justification of Results Measures 

A study [25] introduced the concept of a perfect set of 
requirements (here termed the ‘Gold Standard’), and 
measurements of progress towards such an ideal are made. 
Cohen's Kappa [26] is used to measure agreement between two 
assessors. Cohen’s Kappa is an inter-rater reliability index 
commonly used to measure the level of agreement between two 
sets of dichotomous ratings or scores. It is generally a more 
robust measure than simple percent agreement calculation 
since it considers the agreement occurring by chance. Here, 
Cohen’s Kappa is used to measure the agreement between 
requirements prioritized using MCBRank and the Gold 
Standard. The two raters are the group exercising the 
MCBRank and the domain experts who provide the Gold 
Standard. Kappa values show the movement of the agreement 
towards the Gold Standard. The nearer the agreement to the 
Gold Standard, the better quality it is. Therefore, the suitability 
of this metric is discussed, and its relevance to this study is 
stated. 

Each participant prioritizes each requirement by using the 
MoSCoW or MCBRank methods. The prioritized requirements 
resulting from both methods were evaluated against the GS 
using the Cohen Kappa. Cohen's Kappa is used to measure the 
distance or degree of agreement between the GS and a set of 
requirements obtained through the application of the 
MCBRank in the investigation. If the agreement between 
results from the MCBRank and GS is better than the agreement 
between MoSCoW and GS, then the MCBRank method has 
succeeded in improving the level of correctness in 
requirements prioritization. 
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V. RESULTS AND DISCUSSION 

The empirical investigation evaluates whether the enhanced 
MoSCoW method named MCBRank can improve software 
requirements prioritization in terms of the correct rank of 
importance. Role-playing technique as key stakeholders to the 
e-library system was exercised in this study where the 
participants were to prioritize the candidate requirements using 
the proposed method. The purpose of this study is to evaluate 
the MCBRank method. 

A control group was formed to exercise the MoSCoW 
method to be compared with the proposed method 
(MCBRank). The results obtained from the MoSCoW method 
and MCBRank method were both calculated. The level of 
agreement of both methods with GS was calculated using the 
Cohen Kappa formula. 

The formula to calculate Cohen’s kappa for two raters is: 

𝑘 =  
𝑃𝑜− 𝑝𝑒

1 −  𝑝𝑒

 

where: 

𝑃𝑜  = total number of requirements that have the same rank 

position in GS. 

𝑝𝑒 = total number of expected similarities that would occur if 

the observers were statistically independent. 

Cohen's kappa measures the agreement between two raters 
who classify several items into several mutually exclusive 
categories. Landis and Koch [27] mention that labels with 
appropriate kappa ranges should be used to maintain consistent 
terminology when describing the relative agreement strength 
associated with kappa statistics. Table I presents the agreement 
strength based on Cohen Kappa. 

The prioritized requirements obtained from the MoSCoW 
method were calculated, and the agreement to the GS is 
presented in Table II. 

Based on the guideline adapted from Landis & Koch [27], a 
kappa (κ) of .067 represents a poor strength of agreement. 
Furthermore, since p = .042 (which means p > .0005), our 
kappa (κ) coefficient is not statistically significant. Meanwhile, 
Table III presents the measure of agreement between 
prioritization obtained from the MCBRank method and GS. 

Meanwhile, a kappa (κ) of .600 represents a moderate 
strength of agreement. Furthermore, since p = .000 (which 
means p < .0005), our kappa (κ) coefficient is statistically 
significant. 

Kappa values show the movement of the agreement 
towards the Gold Standard. The nearer the agreement to the 
Gold Standard, the better quality it is. The investigation was 
carried out to determine whether there was an agreement 
between the prioritized requirements achieved through the 
MoSCoW method to the GS and those achieved through the 
MCBRank to the GS. There is a poor agreement between the 
MoSCoW method and the GS, κ = .067, p> .0005. On the other 
hand, the kappa value shows a moderate strength agreement 
between the MCBRank method and the GS, κ = .600, p 
<.0005. Through the investigation, this research demonstrates 
that the set of prioritized requirements obtained using the 
MCBRank method moves closer towards the ideal Gold 
Standard compared to the prioritized requirements obtained 
using the MoSCoW method. Therefore, requirements 
prioritization in terms of the correct ranked requirements based 
on importance is better achieved through MCBRank. 

A. Limitations 

The research was conducted in a limited time frame, and 
therefore there are several limitations in the investigation 
conducted as stated below: 

 It is ideal to have candidate requirements proposed by 
the participants. However, due to limited execution 
time and the need to focus on the prioritization 
exercise, the researchers carefully prepared the 
candidate requirements based on a specific case study. 
Ample time is given for the participants to understand 
the requirements before the prioritization activity. 

 It is best to have a complete set requirement for at least 
an industrial small size system to investigate the 
requirements prioritization performance [28]. 
However, the candidate requirements were reduced to 
allow sufficient time to exercise prioritization activity. 
The researchers carefully selected the right 
combinations of requirements which consist of 
importance variety to allow the requirements 
prioritization activity to happen. 

TABLE I. STRENGTH OF THE AGREEMENT BASED ON COHEN KAPPA 

Kappa Statistic Strength of Agreement 

<0.00 Poor 

0.00-0.20 Slight 

0.21-0.40 Fair 

0.41-0.60 Moderate 

0.61-0.80 Substantial 

0.81-1.00 Almost Perfect 

 

TABLE II. SYMMETRIC MEASURES OF GS AND MOSCOW METHOD 

 Value Asymptotic Standard Errora Approximate Tb Approximate Significance 

Measure of Agreement Kappa .067 .055 2.033 .042 

N of Valid Cases 31    

a. Not assuming the null hypothesis 

b. Using the asymptotic standard error assuming the null hypothesis 
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TABLE III. SYMMETRIC MEASURES OF GS AND MCBRANK METHOD 

 Value Asymptotic Standard Errora Approximate Tb Approximate Significance 

Measure of Agreement Kappa .600 .090 18.298 .000 

N of Valid Cases 31    

a. Not assuming the null hypothesis 

b. Using the asymptotic standard error assuming the null hypothesis 

VI. CONCLUSION AND FUTURE WORK 

An enhanced method is commonly understood to provide 
better results, but it is merely an assumption if scientific data 
does not prove the claim. Therefore, this paper presents an 
empirical investigation to show that an enhanced MoSCoW 
method named MCBRank improves software requirements 
prioritization. The empirical results showed that the 
requirements could be better prioritized closer to the Gold 
Standard and represent cumulative importance values from 
multiple stakeholders of a software system. 

Further investigation can be done on various requirements 
elements and attributes that influence the prioritization for 
future work. Besides, techniques to be embedded for 
automation are worth exploring to expedite the prioritization 
process to improve performance. However, careful measures to 
include a variety of stakeholders’ perspectives must be taken 
care of. 
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Abstract—Breast Cancer (BC) is one of the leading cause of 
deaths worldwide. Approximately 10 million people pass away 
internationally from breast cancer in the year 2020. Breast 
Cancer is a fatal disease and very popular among women 
globally. It is ranked fourth among the fatal diseases of different 
cancers, for example colorectal cancer, cervical cancer, and brain 
tumors. Furthermore, the number of new cases of breast cancer 
is anticipated to upsurge by 70% in the next twenty years. 
Consequently, early detection and precise diagnosis of breast 
cancer plays an essential part in enhancing the diagnosis and 
improving the breast cancer survival rate of patients from 30 to 
50%. Through the advances of technology in healthcare, deep 
learning takes a significant role in handling and inspecting a 
great number of X-ray, Magnetic Resonance Imaging (MRI), 
computed tomography (CT) images. The aim of this study is to 
propose a deep learning model to detect and classify breast 
cancers. Breast cancers has eight classes of cancers: benign 
adenosis, benign fibroadenoma, benign phyllodes tumor, benign 
tubular adenoma, malignant ductal carcinoma, malignant 
lobular carcinoma, malignant mucinous carcinoma, and 
malignant papillary carcinoma. The dataset was collected from 
Kaggle depository for breast cancer detection and classification. 
The measurement that was used in the evaluation of the proposed 
model includes: F1-score, recall, precision, accuracy. The 
proposed model was trained, validated and tested using the 
preprocessed dataset. The results showed that Precision was 
(97.60%), Recall (97.60%) and F1-Score (97.58%). This indicates 
that deep learning models are suitable for detecting and 
classifying breast cancers precisely. 

Keywords—Breast cancer; deep learning; xception 

I. INTRODUCTION 
Breast Cancer is considered one of the most common type 

of cancers and is taken as the second, to cause death in women 
worldwide. In 2002, it was the second most common cancer 
globally, by means of exceeding of one million new cases. 
Despite the enhancements in early detection and knowing of 
the molecular foundations of the biology of the breast cancer, 
nearly 30% of the patients with “early-stage” breast cancer 
have disease recurred. 

Determining the most real and least toxic therapy, 
molecular and clinical features of the tumor in certain need of 
inspection. General treatment of breast cancer comprises 
hormonal agents, immunotherapy and cytotoxic. These 
medications are used in adjuvant, transitional, and neoadjuvant 
modes. Overall, systemic agents are vigorous at the start of 
management in 90% of main breast cancers and 50% of 
metastases. Though, after a flexible period of time, progress 

does follow. At the present, opposition to treatment is not only 
popular but anticipated [7, 9]. 

Diagnosing BC early is the most important features of its 
treatment. Amongst the diverse types of diagnosing technique 
of BC, imaging is the main diagnostic method that can make 
offer important data on the patients of BC. It was revealed that 
a few techniques of imaging e.g.: “Magnetic Resonance 
Imaging (MRI), Single-Photon Emission Computed 
Tomography (SPECT), mammography, Computerized 
Tomography (CT), and Positron Emission Tomography (PET)” 
can be put into use for the identifying and observing of the 
patients of BC in diverse stages. Moreover, techniques of 
imaging, and the use of biomarkers of biochemical e.g.: 
“proteins, mRNAs, DNA, and microRNAs” can be used as an 
innovative analytic and therapy gears for BC patients [12, 13 
and 14]. 

Deep Learning (DL) as a type of Machine Learning method 
has its working mechanism inspiration from the way human 
brain neurons process information. The most basic element of 
the DL networks are small nodes known as artificial neurons , 
which are usually arranged in layers wherein each neuron has 
connections to every neuron in the subsequent layer via 
weighted connections. Recently, the rise of DL technique has 
encouraged different areas of study to solve complex problem 
or enhance performances of existing study using the new 
technology. Example of application of DL includes machine 
translation, speech recognition, sentiment analysis, image 
recognition, face recognition, signal processing, etc. [17]. 

The current trend of applying DL technique in medical 
applications has reaped great success with the potential of DL 
technology to perform faster analysis with higher accuracy 
when compared with human practitioners. To give an example, 
a notable study by Google on the diagnostic classification of 
diabetic retinopathy has shown remarkable performance that 
exceeds the capabilities of domain experts [22]. In addition, the 
application of transfer learning techniques can be seen in 
several studies. As opposed to training a model from scratch, 
transfer learning method allowed the use of weight s trained 
previously on a specific task to be reused as the starting point 
for a model on another task. 

It comes with the benefits of shorter training time and is 
possible to deliver better results. CNN models such as Alex 
Net, VGG, ResNet, and Xception are the most dominant 
models applied in transfer learning approach. Generally, there 
are two ways of applying transfer learning technique; First, 
pre-trained model with weights trained on ImageNet dataset 
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can be used as feature extractor; Second, fine-tuning of pre-
trained model on a new problem. Study utilized transfer 
learning technology with Xception neural network to speed up 
the training of model for distinguishing subjects [6]. 

II. LITERATURE REVIEW 
Many researchers have employed artificial intelligence, 

expert systems, and neural networks in the diagnosis of BC to 
increase the screening accuracy. Usually hospitals use x-rays 
for diagnosis of BC, but lately, hospitals have been using 
mammography images as a substitute of x-rays, due to their 
easiness in analyzing and studying through intelligent models, 
which have increased the efficiency and accuracy of BC 
diagnosis. 

A number of models and methods were proposed for 
increasing the efficacy of the diagnosis of BC. These methods 
include: “Linear Regression (LR), Artificial Neural Network 
(ANN), K-Nearest Neighbors (KNN) search, Softmax 
Regression, and Support Vector Machine (SVM), and 
Convolutional Neural Network (CNN)”. 

The authors in [3] and [18] collected their datasets from 
Kaggle depository. They proposed a prediction model to 
predict whether or not a person has breast cancer and to 
provide awareness or diagnosis about it. The authors of these 
studies made a comparisons using accuracy of each results of 
the SVM, random forest (RF), Naive Bayes classifier, and 
logistic regression on the dataset to deliver a precise model for 
breast cancer prediction. The outcome of their experiments 
indicated that the techniques of machine learning models that 
were applied in their studies predicted breast cancer disease 
with an accuracy between 52.63% and 98.24%. 

In these studies, the authors propose new KNN models for 
the need for early diagnosis and precise diagnostic procedures 
that clinicians can use to classify whether cancer is benign or 
malignant. The main objective of their study was to compare 
the results of supervised learning classification algorithms and 
to combine these algorithms using a classification technique 
called voting. Voting was a grouping method because they 
could combine multiple models to achieve higher classification 
accuracy. The datasets were collected from the University of 
Wisconsin. » [8] achieved 98.90%, [16] achieved an accuracy 
of 97.60%, [17] achieved 97.13%, [10] achieved 99.9%, [27] 
achieved 98.10% [28] achieved 98.23% and [6] achieved 
83.45%. 

In the following studies like [15, 21, 29, 30, 31] the authors 
argued that early detection and prevention can significantly 
reduce the chances of passing away. «An important fact about 
breast cancer prognosis was to improve the likelihood of 
cancer recurrence. Their studies aimed to find the probability 
of breast cancer recurrence using different machine learning 
techniques like SVM. The authors presented new approaches in 
order to improve the accuracy of these models. Cancer patient 
data were collected from the Wisconsin Dataset of the UCI 
Machine Learning Repository. The dataset contains a total of 
35 attributes in which they applied the Naive Bayes, C4.5 
Decision Tree and SVM algorithms and measured their 

prediction accuracy. The efficient feature selection algorithm 
helped them improve the accuracy of each model by reducing 
some lower-order features. Not only are the contributions of 
these traits much lower, but their addition also misleads the 
classification algorithms. After careful selection of higher-
order attributes, they significantly improved accuracy rate for 
all algorithms.  

The study of [4, 10, 11, 24, 25, 26, 32] «proposed method 
that uses CNNs which is a particular type of deep learning, 
feedforward network, and some preliminary experiments used 
the deep learning approach to classify breast cancer 
mammography images from BreaKHis, which is a public 
dataset. Method based on the extraction of image patches for 
training the CNN and the combination of these patches for 
final classification. All their convolutional network technique 
for categorizing screening mammograms reached good 
accuracies. The finest performance on an independent test set 
of digitized film mammograms from the Digital Database for 
Screening Mammography was 0.88%, (the sensitivity: 86.2%, 
the specificity: 80.2%). 

The aim of the studies [1, 2, 5] was to develop methods for 
classifying cancers into specific prognostic categories based on 
gene expression signatures using artificial neural networks. 
«ANN were trained to use small round blue cell tumors 
(SRBCTs) as a model. These cancers belong to four distinct 
diagnostic classes and often present diagnostic dilemmas in 
clinical practice. ANN properly classified all samples and 
recognized the genes most related to the classification. The 
experimental results suggested that the new strategies were 
able to improve the stability of the selection results as well as 
the sample classification accuracy. The new algorithms 
achieved accuracy of classification about 99%.  

A. Previous Studies Summary  
The previous studies aim was to detect if an image has 

breast cancer or not. The current study’s aim is to classify eight 
types of breast cancers. A summary was made of the studies 
discussed in the previous section in terms of the following 
criteria: Machine Learning methods used, programming 
language used, best result attained, best method, and source of 
the dataset used in Table I. 

There are numerous studies and suggestions that put on to 
deal with breast cancer. Each suggestion or study has a 
different way of detecting or dealing with it. Some of the 
studies use methods that rely on image processing and the use 
of systems for this purpose and other studies that address the 
form of the breast and observe any changes in it. Some studies 
have enhanced the quality of algorithms that exist for detecting 
the disease. All these studies concentrate on the detection of 
whether breast cancer exists or not. None of these studies 
classified the eight different classes of the breast cancer. In the 
current study, the concentrate will be on the classification of 
the eight classes of breast cancers: “benign adenosis, benign 
fibroadenoma, benign phyllodes tumor, benign tubular 
adenoma, malignant ductal carcinoma, malignant papillary 
carcinoma, malignant mucinous carcinoma, and malignant 
lobular carcinoma”. 
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TABLE I. A SUMMARY OF THE PREVIOUS STUDIES BY METHODS, BEST METHOD, LANGUAGE, RESULT, DATASET USED 

Reference Methods Used Best Methods  Language Best Result  Data Provider 

[1] ANN ANN - 96.00 Private 

 [2] ANN ANN Python 90.30 Kaggle 

 [3] LR LR - 97.00 Wisconsin 

[4] CNN CNN Python 89.50 BreaKHis 

[5] ANN ANN - 99.00 Wisconsin 

[6] KNN KNN - 83.45 Wisconsin 

[8] KNN KNN - 98.90 FMC 

 [10] CNN CNN Python 90.00 BreaKHis 

[11] CNN CNN Python 88.00 DDSM 

[15] SVM,KNN SVM - 99.00 Wisconsin 

[16] SVM,KNN,ANN SVM - 97.60 Wisconsin 

[17] SVM,KNN KNN - 97.13 Wisconsin 

[18] SVM,LR LR Python 98.24 Kaggle 

[21] SVM SVM - 92.30 Wisconsin 

[22] SVM,KNN KNN - 99.90 Wisconsin 

[23] SVM,ANN SVM - 98.82 Wisconsin 

[24] SVM,KNN,CNN CNN - 97.00 Wisconsin 

[25] SVM,KNN,CNN CNN Python 99.30 Wisconsin 

[26] SVM,ANN ANN Python 94.00 DDSM 

[27] SVM,KNN SVM Minitab 98.10 Wisconsin 

[28] SVM,KNN SVM WEKA 97.13 Wisconsin 

[29] SVM,KNN,LR,ANN ANN - 99.30 Wisconsin 

[30] SVM,KNN SVM SAE 98.90 Wisconsin 

[31] SVM,ANN ANN - 95.70 Private 

[32] KNN,LR,SVM,CNN CNN Python 97.20 Wisconsin 

III. METHODOLOGY 
The methodology that was used in the study consists of 

dataset collection, dataset preparation, dataset splitting, create 
the proposed model, model training, validating and testing as 
can be seen in Fig. 1. 

A. Dataset 
The dataset has been collected from Kaggle depository. 

The Breast “Cancer Histopathological Image Classification” 
(BreakHis) consists of 7909 microscopic images of breast 
cancer tissue gathered from 82 patients using various 
magnifying factors (40X, 100X, 200X, and 400X). It contains 
2,480 benign and 5,429 malignant samples (700X460 pixels, 
three-channel RGB, eight-bit depth in each channel, PNG 
image format). This dataset was built in collaboration with the 
P&D Laboratory – Pathological Anatomy and Cytopathology, 
Parana, Brazil” 

 
 Fig. 1. Methodology Flowchart. 
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B. Data Perpetration 
The number of images in the original BreakHis dataset has 

7,909 images. This number of images is considered low and 
thus one can use new methods to generate more images to 
boost the dataset called Generative Adversarial Networks” 
(GANs). GAN is an algorithmic constructions that utilizes two 
NNs, fighting one in contradiction of the other (consequently 
the ‘adversarial’) to be able to produce new, fake instances of 
images that can pass as real images. They are very popular in 
image generation, voice generation, and video generation [19, 
20, 23]. By using GAN the dataset was increased to 10,000 
images. Each class of the eight classes has 1250 images. 
Sample of the eight classes are shown in Fig. 2. 

C. Data Splitting 
The dataset has been split into three datasets: training, 

validating, and testing datasets. The ratio of splitting is 60%, 
20%, and 20% respectively. 

D. Performance Measures 
The most popular measurements were used in the 

performance of the proposed model: Accuracy is represented in 
(1), Precision is represented in (2), Recall is represented in (3) 
and F1-score is represented in (4).  

Accuracy = (TP + TN) / (TP+TN+FP+FN)           (1) 

Precision = (TP / (TP+FP)             (2) 

Recall = (TP / (TP+FN)             (3) 

F1-score= 2x(Precision x Recall)/(Precision+Recall)          (4) 

Where TP = True Positive, TN = True Negative 

  FP = False Positive, FN = False Negative 

E. Proposed Model 
A pre-trained Deep Learning model called Xception was 

proposed to be fine-tuned for the detection and classification of 
breast cancer. Xception model is considered to be among the 
beast pre-trained model of all classical Deep learning models 
due to its high accuracy in classifying the1000 natural images 
of ImageNet [17]. 

To be able to use a pre-trained model in the current dataset, 
it must be fine-tuned. In the current dataset, there are eight 
classes only. That means the top layer has to be removed from 
the Xception model which is called the classifier and to be 
replaced with the current classifier of the eight classes as 
illustrated in Fig. 3. 

F. Model Training and Validating and Testing 
The newly customized Xception model was trained with 

the prepared training dataset and cross-validating it with the 
validation dataset for 120 epochs. During the training, 
Learning Rate (0.0001), Batch Size (128), and the Optimizer is 
Adam were used. Furthermore, data augmentation was used 
during training to overcome the problem of overfitting. Fig. 4 
and Fig. 5 shows the loss and accuracy of the training and 
validation of the xception model. 

 
 Fig. 2. Sample of the Dataset with its 8 Different Classes. 

 
 Fig. 3. Architecture of the Customized Xception Model. 
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 Fig. 4. Training and Validation Loss. 

 
 Fig. 5. Training and Validation Accuracy. 

After the training was finished and validating the 
customized Xception model, it was tested with the testing 
dataset and the different performance measures were recorded. 

IV. RESULT AND DISCUSSION  
The model achieved Training Accuracy (99.78%), 

Validating Accuracy (98.59%) and Testing Accuracy 
(97.60%). In the customized model Training Loss was 
(0.00315), Validating Loss (0.07326), Testing Loss (0.09518). 
In terms of the time required for training and testing, the 
Xception model needed 2944 seconds for training and 5.32 
seconds for testing. 

Table II shows the precision, Recall, F1-Score of each class 
in the dataset in terms of the eight classes that the models are 
used for classifying: benign adenosis (BA), benign 
fibroadenoma (BF), benign phyllodes tumor (BPT), and benign 
tubular adenoma (BTA), malignant lobular carcinoma (MLC), 
malignant mucinous carcinoma (MMC), and malignant 
papillary carcinoma (MPC), malignant ductal carcinoma 
(MDC). The customized model achieved average Precision 
(97.60%), Recall (97.60%) and F1-Score (97.58%). 
Furthermore, the ROC Curve measure for each class in the 
dataset reached 100% as shown in Fig. 6. 

TABLE II. XCEPTION PRECISION, RECALL, F1-SCORE OF EACH CLASS IN THE DATASET 

Measure BA BF BPT BTA MLC MMC MPC MDC Model 
AVG 

Precision 99.20% 97.63% 100.00% 98.01% 95.34% 94.16% 97.62% 98.81% 97.60% 

Recall 99.60% 98.80% 98.80% 98.40% 90.00% 96.80% 98.40% 100.00% 97.60% 

F1-Score 99.40% 98.21% 99.40% 98.20% 92.59% 95.46% 98.01% 99.40% 97.58% 

 
 Fig. 6. ROC Curve for each Class in the Dataset. 

V. CONCLUSION AND FUTURE WORK 
Breast Cancer is the top cause of deaths worldwide. About 

ten million people died globally from cancer in the year 2020. 
Breast Cancer is a fatal disease among women worldwide. 
With technical advances in healthcare, machine learning and 
deep learning play an important role in processing and 
analyzing a large number of medical images. The objective of 
this study is to propose a deep learning model for detecting 
classifying Breast Cancer. Xception model was used and 

customized to fit our current breast cancer eight classes dataset. 
The Dataset was collected from Kaggle and boosted using 
GAN. The dataset was split into three datasets: training, 
validating and testing. The customized Xception model was 
trained, validated, and tested. The mode achieved Precision 
(97.60%), Recall (97.60%) and F1-Score (97.58%). 

In future work, other techniques of generating images will 
be used and the Xception model will be tested with newly 
generated images. Furthermore, other pre-trained model will be 
tested and compared with the current results. 
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Abstract—Twitter is a popular social media platform in 
Malaysia that allows for 280-character microblogging. Almost 
everything that happens in a single day is tweeted by users. 
Because of the popularity of Twitter, most Malaysians use it 
daily, providing researchers and developers with a wealth of data 
on Malaysian users. This paper explains why and how this study 
chose to create a new Malay Twitter corpus, Malay Part-of-
Speech (POS) tags, and a Malay POS tagger model. The goal of 
this paper is to improve existing Malay POS tags so that they are 
more compatible with the newly created Malay Twitter corpus, 
as well as to build a POS tagging model specifically tailored for 
Malay Twitter data using various machine learning algorithms. 
For instance, Support Vector Machine (SVM), Naïve Bayes (NB), 
Decision Tree (DT), and K-Nearest Neighbor (KNN) classifiers. 
This study’s data was gathered by using Twitter's Advanced 
Search function and relevant and related keywords associated 
with informal Malay. The data was fed into machine learning 
algorithms after several stages of processing to serve as the 
training and testing corpus. The evaluation and analysis of the 
developed Malay POS tagger model show that the SVM 
classifier, as well as the newly proposed Malay POS tags, is the 
best machine learning algorithm for Malay Twitter data. 
Furthermore, the prediction accuracy and POS tagging results 
show that this research outperformed a comparable previous 
study, indicating that the Malay POS tagger model and its POS 
were successfully improved. 

Keywords—Informal Malay; Malay Twitter corpus; Malay POS 
tagging; Malay POS tagger model, Malay social media texts; Malay 
POS machine learning 

I. INTRODUCTION 
In general, POS is a classification system for words that 

classifies them according to their usage and function in 
sentences [1]. Similarly, a POS tagger is a component of 
software that reads the text in multiple languages and assigns 
appropriate words to each word (or other tokens) in the text. 
Malay has four leading POS tags, namely nouns, verbs, 
adjectives, and word tasks [2]; however, these leading POS 
tags are more suitable for tagging standard Malay text than 
informal Malay text such as Malay Twitter data. 

Twitter is a microblogging service that combines social 
networking websites and instant messaging technologies to 
create a network of users from all walks of life who can 
communicate throughout the day via 280-character [3][4] short 
messages called tweets. Additionally, users can use Twitter’s 
Trending features to follow specific topics. Tweets can range 
from jokes to current events to dinner plans, yet they cannot 
exceed Twitter’s characters limit [5]. 

Twitter’s Application Programming Interface (API) 
simplifies the process of collecting Twitter data. However, 
Twitter imposed specific fees and requirements for data access. 
Clearly, according to [6], collecting tweets using a standard 
Twitter API account is limited to the most recent seven days of 
data, and collecting and accessing tweets older than those 
seven days requires a premium Twitter API account efficiently 
cost hundreds of dollars. On top of that, Twitter provides an 
Advanced Search feature that enables users to refine search 
results based on date ranges, people, and more. Hence, this 
study collects tweets written in informal Malay, incorporates 
various dialects, conversational slang languages, and mixed 
languages via Twitter’s Advanced Search feature [1][6][7], 
rather than the costly and limited API [6]. However, this data 
collection limited to the words contained in tweets due to other 
tweet features, such as user information (full name & 
username), hashtags, URLs, and timestamps, are considered 
superfluous. Hence, this study purposefully ignored and 
omitted it. 

Malay (ISO 639-3; MSA) is a formal language spoken by 
Malaysians, Indonesians, Singaporeans, and Bruneians of all 
races. On the contrary, informal Malay is a dialect of Malay 
that Malaysians use in everyday conversation. Informal Malay 
encompasses a diverse range of informal terms, such as accent 
(or dialect) words, slang, titles (e.g., hang, mek), sounds (such 
as words written to express sounds like laughter, cat sounds, 
and knocking sounds), and mixed languages. Firstly, the term 
‘regional dialect or language’ refers to a group of people who 
speak a country state’s language, resulting in word variation. In 
comparison, slang is understood by a minuscule percentage of 
the population. Following that, ‘mixed language’ refers to the 
simultaneous use of a foreign language and Malay. For 
instance, when users write on social media to share feedback, 
express an opinion or stories, they frequently use every day 
conversational language to convey a friendly, casual, and easy-
going image to other users. 

Moreover, numerous research papers have been published 
in recent years on the Malay Twitter corpus and the prediction 
and POS tagging of Malay Twitter data; however, there has 
been a dearth of information in various areas, which requires 
improvement. For instance, Malay Twitter data normalization 
techniques [5], Malay POS tagger explicitly tailored for such 
data [1], and supervised machine learning algorithms that best 
suit the mentioned data. According to [8], one way for 
improving the quality of language processing on social media 
data is to automate non-standard terms to their corresponding 
standard tokens using normalization methods. Hence, this 
study chose to utilize [5]’s improvised normalization 
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techniques for Malay Twitter data, dubbed Malay Text 
Normalizer. Furthermore, their Malay Text Normalizer 
demonstrated acceptable performance with POS tagging on a 
normalized tweets test corpus. 

Besides, Malay Twitter data can be tagged with POS in 
numerous ways. Using supervised machine learning algorithms 
to build a POS tagging model is one of the most widely used 
methods. According to [1], developing a Malay POS tagging 
model specifically for Malay Twitter data is difficult due to the 
presence of dialects, grammatical and typographical errors, and 
abbreviations. Nevertheless, they have successfully developed 
a Malay POS tagger that can tag Malay Twitter data using a 
supervised machine learning algorithm, QTAG, a language-
independent probabilistic tagger by [9]. In addition, their 
Malay QTAG tagger produces exceptional results on both 
normalized and unnormalized test corpora. Therefore, in this 
study several different supervised machine learning algorithms 
such as SVM, NB, DT, and KNN classifiers will be employ. 
This technique has been applied to a wide variety of research 
fields. The primary reason for using these supervised machine 
learning algorithms in this study is that it has demonstrated 
satisfactory results in other languages and is underutilized in 
informal Malay Twitter data. Thus, it is critical to investigate 
how well these supervised machine learning algorithms 
perform on such data. 

This study aims to enhance existing Malay POS tags by [1] 
to make them more compatible with the newly created Malay 
Twitter corpus and develop a POS tagging model specifically 
for the Malay Twitter corpus using the previously mentioned 
machine learning algorithms. Throughout this paper, this study 
has successfully made several significant contributions, such as 
collecting and extracting Malay Twitter data by employing 
informal Malay terms as keywords, tagging the Malay Twitter 
corpus with newly proposed improvised Malay POS tags, and 
analyzing the corpus data with the newly developed data Malay 
POS tagging model. Nonetheless, until the data’s copyright is 
enforced, this Malay Twitter data collection will be 
inaccessible to the public or future research. 

The following is how the rest of this paper is organized: 
Section II summarizes relevant works, Section III discusses the 
methodology of this study, Section IV discusses the discussion 
of this study, Section V presents the results and analysis, and 
Section VI summarizes the study as well as several suggested 
future works. 

II. RELATED WORK 
Malay POS tags are a type of Malay POS used to tag words 

in this language. As stated previously, Malay has four primary 
POS tags; however, this POS tag is insufficient for tagging 
words in the Malay Twitter corpus. For this reason, this study 
decided to create new Malay POS tags by referencing Malay 
formulas and grammar by [2]. Furthermore, this study 
modified the newly created POS tags to meet the Malay 
Twitter data criteria by comparing the word classes discovered 
in [2] and [10], as well as some previous findings on social 
media texts [1]. 

Additionally, a study by [11] created several new POS tags 
to meet their research requirements. This study discovered that 

several of [11]’s newly developed POS tags are suitable for 
categorizing words in the Malay Twitter corpus. Consider the 
FOR and NEG POS tags, for example. The FOR POS tag is 
used to classify words in foreign languages found in the study 
corpus. Similarly, the NEG POS tag identifies words with 
negative connotations, such as those that refer to swearing. 
Therefore, this study chose to use [11]’s two newly developed 
POS tags, namely FOR and NEG POS tags, as the Malay 
Twitter data writing demonstrates that Malaysians enjoy 
combining words from multiple languages in tweets and using 
negative words to express emotions or disapproval of 
situations. In addition, removing a foreign language from the 
corpus alters the author’s intended meaning and the structure of 
the tweets’ writing. This change will result in an error when 
auto annotations and annotators attempt to tag the POS tags. In 
that case, this study will not exclude foreign language terms, 
slang terms, or informal Malay expressions that adhere to this 
principle—instead, a unique POS tag designed for this type of 
word tagging. Moreover, by referencing to [11], this study 
generated several new Malay POS tags, namely LD, SL, GL, 
and BY POS tags. Firstly, the LD POS tag is used to indicate 
words with an accent (or dialect). Secondly, the SL POS tag is 
used to indicate slang language. Following that, the GL POS 
tag is used to indicate words referred to nicknames, and lastly, 
the BY POS tag used to indicate words that express sounds. 
Besides, this study also combined two POS tags that contained 
the same word into a single POS tag, such as the GDT-KTY 
POS tag, which comprises the POS tag for self-query pronouns 
(kata ganti nama diri tanya) and the POS tag for query word 
(kata tanya). Finally, another newly developed Malay POS tag 
was created by combining several prominent POS tags with 
sub-POS tags for shortened words, accents (or dialects), and 
negative particles. For instance, the term ‘iols’ is an 
abbreviation for a foreign language term. Therefore, the 
appropriate POS tag for this term combines the foreign 
language primary POS tag (FOR) and the shortened word sub-
POS tags (KEP). 

Malaysians, particularly teenagers, are incredibly inventive 
in writing and developing new words [12]. As a result, Malay 
social media text, such as Malay tweets, is saturated with 
informal Malay and peppered with mixed-language phrases 
and derogatory terms. POS tagging is exceptionally 
complicated, time-consuming, and energy-intensive for this 
type of corpus. If a word is not suitable to any existing POS 
tags, researchers will need to find alternative initiatives to 
either remove the word or tag it with any existing POS tags 
that they deem appropriate. This technique, however, is 
impractical due to the researchers’ manipulation of study data. 
Thus, this study took the initiative to create new Malay POS 
tags that are compatible with Malay Twitter data to avoid 
confusion and expedite the POS tagging process; this study not 
only added and used the FOR and NEG POS tags from [11] 
and created several new Malay POS tags, but also added six 
additional Malay POS tags from [1]. With these numerous 
newly crafted Malay POS tags, this study’s total number of 
POS tags has increased to 45 tags. As stated earlier, Malay 
POS tags were explicitly created to tag words in Malay Twitter 
data, saving researchers and annotators time to tag words with 
the correct POS tags. 
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This study conducted prediction and Malay POS tagging 
using the Malay POS tagger model developed based on four 
different machine learning algorithms from similar past studies 
[1], namely SVM, NB, DT, and KNN classifiers. Firstly, SVM 
is a widely used classifier in this type of research using 
machine learning algorithms, as it can accurately predict and 
tag POS tags [13]. Additionally, SVM predicts the POS tags 
for unknown words [14][15] and is considered one of the most 
efficient and accurate classification techniques for POS tagging 
[16]. According to [14], this classifier is based on sub-words, 
contextual information, and environmental context tagger, and 
[16] noted that this classifier could be used to classify 
sentences, ambiguity classes, and word length. Secondly, the 
NB classifier generates documents using the Bayes rule theory. 
NB classifier is extensively used in research related to 
predicting and tagging POS tags [17], as it can estimate the 
probability of each word feature before building the 
classification model. Five classification techniques are 
included in the NB class: Gaussian, Multinomial, Complement, 
Bernoulli, and Categorical. Following that, DT is a highly 
simple-to-understand and interprets machine learning class. DT 
works by developing predictive models for target variables. 
This classifier requires only a tiny amount of configuration 
data to operate and supports two distinct data types: numeric 
and categorical. DT can be validated using statistical tests and 
perform well, even if the data model occasionally rejects the 
resulting prediction. This classifier can overcome the 
information breakdown problem by obtaining accurate 
estimates of the probability of change [18] and can be used to 
tag unknown words with POS tags based on their word 
endings, word forms, and context information. Lastly, because 
the KNN classifier relies on POS tags associated with the test 
corpus, it does not generate a clear declaration representation; 
however, it estimated the new word POS tag by comparing it to 
words in the training set. 

Generally, this study evaluated and quantified the 
prediction accuracy and POS tagging using these four-
evaluation metrics: precision, recall, F1-score, and accuracy. 
Firstly, the precision evaluation metrics quantify machine 
learning algorithms’ ability to avoid predicting and tagging 
negative samples as positive. Secondly, the recall evaluation 
metric assesses a machine learning algorithm’s ability to re-
identify positive samples. These terms refer to whether the 
predictions made by such machine learning algorithms are 
appropriate for external assessment or not. Following that the 
F1-score evaluation metrics can be interpreted as a weighted 
harmonic mean for precision and recall evaluation metrics. 
Furthermore, this study discovered that Malay social media 
text’s prediction accuracy and POS tagging could be evaluated 
and quantified using all four-evaluation metrics. In addition, 
this study also discovered that the computation value for each 
evaluation metric could be easily generated via the 
classification report’s evaluation metrics [19]. Classification 
reports are evaluation metrics that present computation values 
for each of the four-evaluation metrics in a classification report 
table. Thus, this study chose to evaluate and quantify the 
prediction accuracy and POS tagging using the sklearn 
library’s evaluation metrics for classification reports [20]. 

III. METHODOLOGY 
This study aims to improve existing Malay POS tags to fit 

the new Malay Twitter corpus better and develop a tagging 
model tailored to the new Malay Twitter corpus using the 
previously mentioned machine learning algorithms. The 
proposed methodology entails data collection and pre-
processing as shown in Fig. 1. As stated previously, this 
study’s data was compiled using Twitter’s Advanced Search 
feature. It conducts the search using the provided keywords. 
Pre-processing of data includes data normalization and 
annotation. After that, vectorization is then applied to the data, 
preparing it for use by the machine learning algorithms: SVM, 
NB, DT, and KNN classifiers. This study vectorizes the data 
using the sklearn library’s vectorization techniques [20], 
converting them to numbers, as machine learning algorithms 
operate exclusively on numbers. Then, to effectively use these 
algorithms, they must be trained to extract both word 
characteristics and their POS from the data. This procedure 
generates a model upon which Malay tweets can be 
automatically tagged with the Malay POS tags based solely on 
their context. The following sections go into details about each 
process. 

A. Data Collection 
This study gathered data manually by focusing on 

keywords associated with informal Malay and restricting the 
date ranges to February 2019. The keywords were selected 
following a review of the literature on informal Malay and 
structure. Table I contains a sample of keywords derived from 
previous studies and used to collect data. As stated earlier, the 
standard method of collecting Twitter data is through their 
API, enabling developers and researchers to collect data 
quickly; however, the API comes with a slew of restrictions, 
including a seven-day limit on tweets and a limit on the 
number of requests made to the Twitter server [6]. As a result, 
this study chose to manually collect data using Twitter’s 
Advanced Search feature, rendering the limitations mentioned 
previously obsolete. 

 
Fig. 1. Architecture of the Malay POS Tagging Model. 
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TABLE I. THE FOLLOWING ARE SOME OF THE KEYWORDS ASSOCIATED 
WITH SLANG TERMS [17] USED TO COLLECT DATA 

Slang 
Word Meaning in Malay Meaning in 

English Slang Form 

bro awak, kamu, abang you, brother Pronouns 

gua saya, aku me Pronouns 

korang awak semua, kamu 
semua all of you, you all Pronouns 

pastu selepas itu after that Expression 

kekadang kadang-kadang sometimes Expression 

tetibe tiba-tiba out of the blue, 
suddenly Expression 

heran hairan astonished Expression 

takpe tidak mengapa it’s okay Expression 

takleh tidak boleh can’t Expression 

citer cerita story, tale Expression 

sesama bersama-sama together Expression 

jeles cemburu jealous Foreign 
language 

terer pandai clever Foreign 
language 

kaler warna colour, tone Foreign 
language 

hensem kacak handsome Foreign 
language 

This study focuses entirely on a single criterion for tweet 
inclusion: tweets must be written in informal Malay. As noted 
previously, informal Malay is replete with colloquial terms 
such as dialect, slang, titles, sounds, and mixed languages. 
Eventually, this study used only keywords derived from 
previous research findings to ensure that the chosen tweets 
were appropriate and accurately reflected this study’s 
objective. On the contrary, there are currently no exclusion 
criteria for tweets as this study compiled a list of all tweets 
returned in response to the keywords entered. However, as 
explained earlier, several additional tweet features were 
purposefully overlooked and omitted, as the study’s goal is to 
collect only informal Malay text. Therefore, this study ignores 
all other characteristics to focus exclusively on textual 
characteristics and the frequency with which informal Malay 
terms were used in social media texts. 

B. Data Pre-processing 
As previously stated, the data for this study will be pre-

processed using two well-known pre-processing steps: data 
normalization and annotation. The pre-processing of the data 
begins with data normalization. The data normalization process 
strips Malay Twitter data of all ambiguous signs, symbols, and 
spellings. This normalization process is required for accurate 
POS tagging; however, accurate POS tagging is only possible 
after informal terms in the data are converted to their standard 
form (spellings). Therefore, this study’s data were normalized 
using Malay Text Normalizer, a rule-based normalizer 
designed to normalize only Malay, Romanized Arabic, and 
English words [5] in the corpus. Subsequently, in the next pre-
processing steps: data annotation, the normalized data will be 
annotated with POS. The data annotation process needs to 
ensure that each word in the data is appropriately tagged with 

the correct POS tags. For this reason, this study’s data were 
manually annotated [1] using the newly proposed Malay POS 
tags. The final dataset contains 1,791 tweets in various 
languages relevant to informal Malay and related to the 
previously mentioned keywords. 

C. Feature Extraction and Model Training 
Following data collection and pre-processing, the final 

dataset is divided into two corpora: training and testing. The 
training corpus contains 70% of the data from the final dataset 
and is used to train these machine learning algorithms on 
extracting valuable features from words and their contexts 
using [21] features extraction method. This study extracted ten 
significant features, including the preceding and following 
words, the prefix of each word (limited to the first three 
alphabets of the word), the suffix of each word (limited to the 
last three alphabets of the word), the word’s length, and the 
presence of a digit in the word. These features were extracted 
to aid the POS tagging model in automatically assign the 
correct POS to each word in the corpus, based on its context 
alone. 

Additionally, as previously explained, the training corpus is 
vectorized before being fed into machine learning algorithms. 
Vectorization converts data from a textual to a numerical 
format, as these algorithms only work with numbers. Hence, 
this study leverages [20]’s sklearn library by vectorizing the 
training corpus using its vectorization technique. After that, all 
machine learning classifiers are trained using this vectorized 
training corpus by incorporating it into the classifier’s code in 
the sklearn library. The sklearn library by [20] used in this 
study because it includes all necessary algorithms [22], such as 
machine learning classifiers and vectorization techniques, and 
evaluation methods. Besides, the library is simple to use, as the 
algorithms are invoked via the provided code. Finally, the 
accuracy of these machine learning classifiers will be evaluated 
using the sklearn library’s evaluation metrics for classification 
reports and tested using the testing corpus, which contains the 
remaining 30% of the final dataset’s data. Table II contains a 
summary of the features used in this phase. 

TABLE II. LIST OF FEATURES USED IN THIS STUDY 

Categories Feature Description 

Word Prefixes & Suffixes 

Prefix 1 (first letter) 
Prefix 2 (first two letters) 
Prefix 3 (first three letters) 
Suffix 1 (last letter) 
Suffix 2 (last two letters) 
Suffix 3 (last three letters) 

Token (Word) Context 

The previous word 
Next word 
Word length 
Does the word contain digits 

The features listed in Table II were chosen because: 

1) According to [21], the word before it and its POS tag 
serves as a guideline for identifying the appropriate POS tag 
for the word after it. 

2) Author in [21] also stated that the presented algorithm 
tags the current word with the appropriate POS tags based on 
the word information and surrounding POS tags. 
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3) The letter at the beginning and end of each word refers 
to the letter’s size and position in the word. This feature, 
according to [23], has the potential to influence the 
effectiveness of POS tagging. 

4) The length of each word is a binary feature that 
determines its size [23], [24]. 

5) The author in [23] defines digit features as features 
based on the presence of digits (numbers) and symbols in 
words. 

6) According to [23] and [24], the context of words in a 
sentence influences the tagging value of unigrams in the 
corpus. 

IV. DISCUSSION 
This study gathered tweets written in informal Malay from 

numerous Malaysian users through relevant and related 
keywords associated with informal Malay language. The 
keywords searched was done by using the same method used 
by [1][6][7] which is through Advanced Search Twitter 
function located at the Twitter main homepage. The collected 
data then was normalized using a Malay normalizer by [5] and 
annotated with the newly created Malay POS tags in the pre-
processing process. Additionally, this study extensively used 
the sklearn library code by [20] to implement the classifiers 
algorithm, vectorization techniques, and evaluation method. 
Following that, this study vectorized the data to prepare it for 
the machine learning algorithms as the classifiers can only read 
data in numerical format. Finally, this study used the sklearn 
library [20] to develop a Malay POS tagger model based on 
these machine learning algorithms, namely SVM, NB, DT, and 
KNN, and evaluate each classifier’s results. 

V. RESULTS AND ANALYSIS 
This study developed a Malay POS tagger models using a 

training corpus and machine learning classifiers code from the 
sklearn library in previous sections. Therefore, this section will 
evaluate the developed Malay POS tagger models using the test 
corpus to determine its functionality. The evaluation of POS 
tagging by Malay POS tagger models employs metrics for 
classification reports from the sklearn library to determine the 
accuracy of POS tagging across all four machine learning 
algorithms. Table III summarizes the algorithms’ evaluation 
results using the prepared testing corpus and the details 
mentioned previously. 

Based on the table above, this study discovered that the 
SVM classifier achieved a relatively high predictive accuracy 
and Malay POS tagging at 94%, and the DT classifier had the 
second-highest score at a rate of 93%. Besides, the SVM and 
DT classifiers also rated the highest POS tagging evaluation 
results on the same scoring metric, i.e., F1-score (0.92 & 0.89). 
In other words, this evaluation demonstrates that both 
classifiers generate nearly identical predictive outcomes and 
POS tagging. The reason for this is that while the SVM 
classifier is computationally simple to implement, it has a high 
computational cost [14][15], whereas the DT classifier is 
capable of handling sparse data problems and still produces the 
best results when tested on small size data [25][26]. 

TABLE III. THE FOLLOWING SUMMARIZED THE CLASSIFICATION REPORTS 
FOR POS TAGGING GENERATED BY ALL FOUR MACHINE LEARNING 

CLASSIFIERS 

Machine Learning Classifier 
Classification Reports 

Precision Recall F1-
score Accuracy 

Support Vector Machine 
(SVM) 0.93 0.91 0.92 0.95 

Naïve Bayes (NB) 0.74 0.57 0.60 0.85 

Decision Tree (DT) 0.89 0.88 0.89 0.93 

K-Nearest Neighbor (KNN) 0.85 0.87 0.85 0.90 

This study examined the algorithms’ functionality using 
extensive data collection, resulting in up to 95% accuracy. 
Based on this result, the developed Malay POS tagging model 
is ready to predict and tag Malay Twitter data using the newly 
created Malay POS tags. The evaluation and analysis results 
indicate that the SVM classifier is the optimal machine 
learning algorithm for Malay Twitter data and that the Malay 
POS tags used are also optimal for such data. Furthermore, this 
study’s prediction accuracy and POS tagging score are higher 
than those of a similar previous study, indicating that this study 
successfully improved the Malay POS tagger model and its 
POS. 

A. Model Comparisons 
As stated earlier, this study was based on an earlier study 

by [1]. The author in [1] investigated the prediction and 
tagging of Malay POS by developing Malay POS tagger 
models based on the Hidden Markov Model (HMM) trigram 
machine learning algorithm, the QTAG model. As a result, this 
study took the initiative to conduct comparable studies using 
various machine learning algorithms, including SVM, NB, DT, 
and KNN classifiers. The purpose of this study was to 
determine which machine learning algorithms are best suited 
for processing Malay POS predictions and tagging, particularly 
Malay Twitter data. 

While both studies used the same data type, the pre-
processing of the data was significantly different. For instance, 
this study normalized the data using the Malay Text 
Normalizer by [5], whereas [1] used only a few simple data 
pre-processing steps such as the removal of punctuation marks, 
symbols, and numbers. Following that, the Malay POS tags 
used in the annotation process of the two studies are distinct, as 
each study developed its own Malay POS tags that correspond 
to the content of its study data. Finally, by comparing the 
prediction accuracy and POS tagging results from these two 
studies, the results obtained by this study were significantly 
higher, with a difference of 0.29% from [1]. Eventually, the 
results and analysis demonstrate that the SVM classifier is the 
optimal machine learning algorithm for predicting and tagging 
Malay POS in Malay Twitter data and that the newly proposed 
Malay POS tags are appropriate for use as POS in such data. 
The distinction between this study and [1] is summarized in 
Table IV. 
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TABLE IV. THE FOLLOWING TABLE COMPARES [1] TO THIS STUDY 

Studies [1]’s study This study 

Objectives Malay POS tagger 

Corpus Informal Malay tweets 

Technique Machine learning 

Algorithms HMM (QTAG) SVM, NB, DT, & KNN 

POS Size 38 45 

No. of Tweets 300 1,791 

No. of Words 5,513 38,714 

Accuracy 94.60% 95.00% 

VI. CONCLUSION AND FUTURE WORK 
In general, this study aims to improve on [1], work by 

developing a POS tagging model tailored to Malay Twitter data 
using a variety of machine learning algorithms, including 
SVM, NB, DT, and KNN classifiers. The collected data, as 
well as the newly developed Malay POS tags and Malay POS 
tagger model, are expected to be of assistance to researchers 
and developers, particularly those with expertise in informal 
Malay and related Natural Language Processing fields. This 
study can be improved further by collecting more non-standard 
Malay words in the training corpus, preferably more than 
10,000 tweets specific to a specific domain such as food or 
health, rather than general domain. This enhancement is 
proposed to ensure that the training corpus contains enough 
data for the subsequent processing process. 
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Abstract—This article proposes framework for determining 
the optimal or near optimal locations of physical internet hubs 
using data mining and deep learning algorithms. The framework 
extracts latitude and longitude coordinates from various data 
types as data acquisition phase. These coordinates has been 
extracted from RIFD, online maps, GPS, and GSM data. These 
coordinates has been class labeled according to decision maker’s 
preferences using k-mean, density based algorithm (DB Scan and 
hierarchical clustering analysis algorithms. The proposed 
algorithm uses haversine distance matrix to calculate the distance 
between each coordinates rather than the Euclidian distance 
matrix. The haversine matrix provides more accurate distance 
surface of a sphere. The framework uses the class labeled data 
after the clustering phase as input for the classification phase. 
The classification has been performed using decision tree, 
random forest, Bayesian, gradient decent, neural network, 
convolutional neural network and recurrent neural network. The 
classified coordinates has been evaluated for each algorithms. It 
has been found that CNN, RNN outperformed the other 
classification algorithms with accuracy 97.6% and 97.9% 
respectively. 

Keywords—Physical internet hubs (π hubs); deep learning; 
convolutional neural network (CNN); recurrent neural network 
(RNN); latitude and Longitude classification 

I. INTRODUCTION 
Choosing the location of storage warehouses is one of the 

most important steps facing supply chain officials, if not the 
most important step. This step has gained importance because 
of its impact on the entire supply chain. It also affects 
transportation operations and determines the speed of response 
to customer requests. Therefore, it was necessary for many 
researchers and specialists in supply chains to use all available 
means and techniques to determine the best location for these 
warehouses. With the rapid development of communication 
technologies and their overlap with the Internet of Things, 
large amounts of data became available for analysis and to give 
accurate mathematical alternatives to solve the problem of 
choosing the locations of those repositories. There are devices 
to track the movements of cars and their various effects along 
the supply chain. These devices also show the time of 
movement and waiting for these cars in an accurate and round-
the-clock manner. There were many ways to analyze this data 
to reach the optimal location for these repositories. 
Classification processes are one of the most used methods to 
reach the most accurate solutions. The researchers also used 

other methods, such as relying on the global positioning system 
technology to track trucks in various places. From this 
standpoint, the research team decided to use the available data 
from that technology, taking into account the waiting hours, to 
determine the best places for these warehouses. But before 
proceeding in detail in this research, some concepts related to 
the topic of research must be presented, including first the 
different data collection techniques and the reason for choosing 
some of them over the other. Second, the methods of data 
analysis and the algorithms used to analysis that data. Third, 
the research team will address the new phenomenon in the field 
of supply chains, namely the physical Internet (PI), and the 
extent of its expected impact in the near future, in context of 
what has been published on this subject in some international 
scientific journals. Fourth, a detailed overview of deep learning 
techniques in the context of the research topic will be 
illustrated. 

First vehicles tracking [1] Global Positioning System, The 
Global Positioning System (GPS), formerly known as Navstar 
GPS, is a satellite-based radio navigation system owned by the 
US government and maintained by the US Space Force. The 
GPS does not require the user to send any data, and it works 
independently of telephonic or Internet reception, however 
both technologies can improve the accuracy of GPS 
positioning data. Military, civic, and commercial users all 
across the world rely on the GPS for crucial positioning. The 
US government designed, maintains, and administers the 
system, which is publicly accessible to anybody with a GPS 
device. Based on data received from several GPS satellites, the 
GPS receiver estimates its own four-dimensional position in 
space-time. Each satellite keeps a precise record of its position 
and time, which it sends to the receiver which in our case is 
attached to trucks. 

On other hand, Radio Frequency Identification (RFID) is a 
passive wireless technology that allows an item or person to be 
tracked or identified. Tags and readers are the two main 
components of the system. Radio Frequency Identification 
(RFID) relies on a small electrical device, generally a 
microchip, to store data. These devices are usually quite small, 
about the size of a grain of rice, and can store a lot of 
information. Some contain a stored power source or batteries, 
even if they don't always emit electricity. The scanners that are 
used to read these devices can also offer enough power to read 
the microchip. The technology has a variety of applications, 
but it is most typically used to track objects. 
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Global System for Mobile Communication (GSM) based 
tracking system is presented that uses a mobile phone text 
message system to keep track of a vehicle's location and speed. 
The technology may send text notifications for speed and 
location in real time. One of the disadvantages of this 
technology is that it bears an additional cost and weak or no 
signals in some places during the supply chain. 

On other hand, researcher used computer vision approach 
for latitude and Longitude coordinates extraction [2]. A lot of 
data is required for computer vision. It repeats data analysis 
until it detects distinctions and, eventually, recognizes images. 
To teach a computer to recognize automotive tires, for 
example, it must be fed a large number of tire photos and tire-
related materials in order for it to understand the differences 
and recognize a tire, particularly one with no faults. Computer 
vision enables procedures to be automated, saving time and 
reducing the pressure on a limited labor supply. Computer 
vision has been used to unload inventory trailers with increased 
efficiency. Vehicle departure times must be carefully 
synchronized with the loading periods of other trucks, trains, or 
planes. 

The motive that motivated the research team to conduct 
such a study is the lack of a single framework that can deal 
with different types of data, whether classified or unclassified 
data. The team believes that by creating a single framework 
that integrates many data sources and provides different mining 
and machine learning algorithms and techniques, it can provide 
an addition in supply chain and physical internet operations, 
especially in the current and future period. 

This article is divided into several parts. The first part 
provides solid overview of the main concepts of physical 
internet and deep learning techniques. It also, provides a brief 
summary of some related researches in the logistics industry. 
The second part discusses in detail the proposed framework. 
The last part demonstrates the experiments and results. 

II. THEORETICAL BACKGROUND 
The following section discusses briefly the main concept of 

physical internet and deep learning. Some related studies will 
be discussed in section. 

A. Physical Internet 
The physical internet (PI) was developed in response to the 

inefficiencies and unsustainable nature of current logistics and 
supply chain management strategies. It was proposed to 
address issues that make current logistics practices 
unsustainable, such as limited space utilization for road, rail, 
sea, and air transportation, empty travel being the norm rather 
than the exception; poor working conditions for truck drivers, 
products sitting idle, inefficiency of product distribution, 
inefficient use of production and storage facilities, mediocre 
coordination within distribution networks, and high 
inefficiency of multimodal transportation [3]. 

The primary goal of the PI is to change "the way physical 
goods are handled, moved, stored, realized, supplied, and used, 
with the goal of improving global logistics efficiency and 
sustainability." The PI intends to coordinate physical 
commodities transit in the same way as data packets are carried 

via the digital Internet. The movement of commodities will be 
optimized in terms of cost, speed, efficiency, and sustainability 
by pooling resources such as vehicles and data and 
constructing transit centers that enable smooth interoperability. 
The PI establishes common and generally agreed-upon 
standards and protocols to promote horizontal and vertical 
cooperation amongst businesses in order to achieve this 
optimization. 

The PI does not directly manipulate physical items, but 
rather manipulates and maintains the transportation containers 
that house them, just as digital Internet packets store embedded 
data. Many factors must be coordinated for the PI to become 
fully functional, including tangible items such as PI modular 
containers or PI transit centers, as well as more abstract notions 
such as legislation and business models. Previous research, 
which concentrated on performing simulations with a small 
number of participants in specific industries, has demonstrated 
that the application of the PI, even if it is partial, can result in 
significant advantages [4]. 

As shown in Fig. 1, according to ALICE [5] The Physical 
Internet contemplates the transformation of Logistics Nodes 
into Physical Internet nodes with standardized service 
definition and operations. Services at PI nodes are visible and 
digitally accessible to businesses, and they cover planning, 
booking/transactions, execution, and information exchange. 
The Physical Internet is based on a comprehensive and 
systemic consolidation of flow and network of networks 
principles. The Physical Internet promotes full consolidation of 
logistics flows from independent shippers in logistics networks 
(e.g., extended pooling). The Physical Internet promotes 
pooling resources and assets in open, connected, and shared 
networks (i.e. connecting existing (business) networks, 
capabilities, and resources) so that network users and partners 
can use them easily. It is predicted that by pooling demand and 
resources to meet that demand, resource utilization will be 
more efficient. Transport, storage, and physical handling 
procedures of load units such as containers, swap-bodies, 
pallets, boxes, and so on are included in the Physical Internet, 
as is any other resource required for a freight transport and 
logistics operation [5]. 

 
Fig. 1. Physical Internet according to the European Technology Platform 

ALICE [5]. 
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B. Deep Learning 
Deep learning is a machine learning technique that trains 

computers to do what people do instinctively. Deep learning is 
a major technology underpinning a lot of applications such as 
automated driving, medical research, voice control, text, 
inventory management and other critical fields [6]. Deep 
learning has received a lot of attention recently, and for good 
reason. It is attaining results that were previously unthinkable. 
Deep learning models can attain cutting-edge accuracy, 
sometimes outperforming humans. Models are trained utilizing 
a huge quantity of labeled data and multi-layered neural 
network architectures [7] Fig. 2 demonstrates architecture of 
deep learning network layers. Deep learning has several known 
algorithms such as convolution neural network (CNN), 
recurrent neural network (RNN), long short term memory 
networks (LSTM) and generative adversarial networks 
(GANs). CNN and RNN are the main concern in this research. 
CNNs are multilayer perceptron that have been regularized. 
Multilayer perceptron are typically completely connected 
networks, in which each neuron in one layer is linked to all 
neurons in the following layer. Because of their complete 
connectedness, these networks are subject to data over fitting. 
Regularization, or preventing over fitting, is commonly 
accomplished by punishing parameters during training (such as 
weight decay) or reducing connectivity (skipped connections, 
dropout, etc.) CNNs use the hierarchical pattern in data to 
assemble patterns of increasing complexity utilizing smaller 
and simpler patterns imprinted in their filters. As a result, 
CNNs are at the lowest end of the connectivity and complexity 
spectrum [8]. RNNs are a form of neural network capable of 
modeling sequence data. RNNs, which are generated from feed 
forward networks, behave similarly to human brains. Simply 
said, recurrent neural networks are capable of anticipating 
sequential data in ways that other algorithms are not. RNNs 
feature a Memory that retains all calculation information. It 
uses the same parameters for each input because doing the 
same task on all inputs or hidden layers yields the same result. 

Deep learning has several known algorithms such as 
convolution neural network (CNN), recurrent neural network 
(RNN), long short term memory networks (LSTM) and 
generative adversarial networks (GANs). CNN and RNN are 
the main concern in this research. CNNs are multilayer 
perceptron that have been regularized. Multilayer perceptron 
are typically completely connected networks, in which each 
neuron in one layer is linked to all neurons in the following 
layer. Because of their complete connectedness, these networks 
are subject to data over fitting. Regularization, or preventing 
over fitting, is commonly accomplished by punishing 
parameters during training (such as weight decay) or reducing 
connectivity (skipped connections, dropout, etc.) CNNs use the 
hierarchical pattern in data to assemble patterns of increasing 
complexity utilizing smaller and simpler patterns imprinted in 
their filters. As a result, CNNs are at the lowest end of the 
connectivity and complexity spectrum [8]. Fig. 3 illustrates 
CNN network architecture. 

 
Fig. 2. Deep Learning Network Architecture [7]. 

 
Fig. 3. Convolution Network Architecture [8]. 

RNNs are a form of neural network capable of modeling 
sequence data. RNNs, which are generated from feed forward 
networks, behave similarly to human brains. Simply said, 
recurrent neural networks are capable of anticipating sequential 
data in ways that other algorithms are not. RNNs feature a 
Memory that retains all calculation information. It uses the 
same parameters for each input because doing the same task on 
all inputs or hidden layers yields the same result. 

C. Related Work 
Several studies have been published to determine the best 

locations for supply chain warehouses using a number of 
different methods. Some of these researches used mathematical 
models to determine the locations and others used data mining 
techniques. In this section, the results of some of these studies, 
pointing out their advantages and disadvantages will be 
reviewed. 

In [9], the researchers proposed an integrated Multi-
Objective Hybrid Harmony Search-Simulated Annealing 
(MOHS-SA) algorithm to find the trade-off between the total 
cost of operating facilities, and the cost of CO2 emissions. The 
research presented a number of alternatives to warehouse 
locations, but it lacked any possibility of self-learning or 
determining the optimal location for these warehouses. 
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On other hand, in [10] the researchers examined a case 
study at a company that works in the Fast Moving Consumer 
Goods (FMCG) area and was undertaking a market test for its 
new alternative tobacco products using the B2C distribution 
system. The goal of this research is to identify both the number 
and location of warehouses that provide the lowest total 
logistics costs for the B2C process, while the company is still 
employing company-owned B2B warehouses. The number and 
location of these warehouses are determined using 
Agglomerative Hierarchical Clustering with Evolutionary 
Solver, where clustering is based on the shortest distance. One 
of the important effects that resulted from this research is that 
he was able to determine the number of warehouses based on 
the minimum costs, whether operating or transportation costs, 
in line with customer requests. The weak point of this research 
is that it locates warehouses based on cost only, without 
looking at other dimensions such as the environmental 
dimension, increased demand, or the introduction of other 
types of products. On other words this research is not the 
optimal solution for general case study. 

In 2020 [11] proposed a mathematical model to allocate the 
warehouse centers in Far East of Russia based on population, 
trade turnover and volume of goods manufacturing. This 
research divided the warehouses to three categories federal, 
regional, and local centers. These logistics centers have been 
located in different cities regardless of the exact geographic 
information of these centers. 

Using Lingo solver software [12] the researchers proposed 
a solution to locate warehouse based on linear programming. 
The decision in this research has been taken on cost of moving 
material, frequency trips of material, and the distance of 
location. This research suffered from the lack of the possibility 
of self-learning, as it relied entirely on linear mathematical 
equations without exposure to the non-linear nature of this 
problem. 

In [13], the researchers proposed a solution to determine 
the optimal location of supply chain distribution centers using 
k-near neighbor clustering algorithm. They used spatial dataset 
in their case study. They have demonstrated the ability of this 
algorithm to divide geographical areas and locate warehouses. 
The defect of this algorithm was the necessity to determine the 
number of warehouses before starting the process of clustering 
the spatial data. 

The authors of this paper [14] proposed a two-step 
clustering approach. In the first stage, they extract the frequent 
GPS trajectory halt locations. The second stage is to use a 
density-based clustering method to determine the nearest 
locations. Because it starts clustering from extracted points, the 
suggested approach saves time. 

In [15], the authors proposed a clustering model using 
automatic identification system and DBSCAN algorithm to 
spot the location of ships using the navigation GPS latitude and 
longitude. The residence point of each ship is identified 
according to the ship speed and course change. This research 
uses only GPS data and lacks of self-learning possibility. 

III. PROPOSED FRAMEWORK 
In this part, the proposed framework for solving the 

problem of locating supply chain repositories in context of the 
physical internet phenomenon will be presented. The proposed 
framework consists of four phases, data acquisition, data 
labeling, classification and testing. During data acquisition and 
selection phase, data from many sources is combined into a 
single data repository, resulting in a target dataset containing 
intriguing variables or data samples for discovery. 

Due to the lack of classified data in many cases in actual 
supply chain applications and to maximize the effectiveness of 
the proposed framework, the research team performed a 
preliminary clustering of the collected data as data labeling 
phase. The clustering stage will be done using three known 
algorithms K-mean, density based algorithm (DB Scan) and 
hierarchical cluster analysis (HCA) to satisfy most of the 
decision-makers requirements. For example, when using k-
mean algorithm, the decision maker can determine the number 
of PI hubs according to the available resources and future plans 
of the organization such equipment, transportation and 
workers. Decision makers can use the DB Scan algorithm to 
cluster the data without specifying a specific number of Hubs, 
due to the nature of the work of this algorithm. It divides the 
data into any number of groups so that the differences between 
the points of the same group are reduced to a minimum. If it is 
expected that there will be groups with arbitrary shapes, the 
decision maker can use DB Scan algorithm. The decision 
makers can use HCA to cluster the latitude and longitude 
coordinates according to regions or cities. The most significant 
aspect in hierarchical clustering is the linkage mechanism, 
which determines how the distances between clusters will be 
calculated. It has a significant impact on not just the clustering 
quality but also the algorithm's efficiency. The k-centroid link 
method has been chosen in our implementation. The output of 
this phase is labeled training dataset. 

The clustering distance matrix used in the proposed 
framework is haversine formula. The haversine formula is a 
very accurate method of estimating distances between two 
places on the surface of a sphere given the two points' latitude 
and longitude. The haversine formula is a re-formulation of the 
spherical law of cosines; however the haversine formulation is 
more useful for tiny angles and distances. The central angle (θ) 
between any two points on a sphere is: 

𝜃 =
𝑑
𝑟

 

where: 

d is the distance between the two points along a great circle 
of the sphere. 

r is the radius of the sphere. 

The haversine formula allows the haversine of θ (that is, 
hav(θ)) to be computed directly from the latitude (represented 
by φ) and longitude (represented by λ) of the two points: 

ℎ𝑎𝑣(θ) = ℎ𝑎𝑣( φ2 − φ1) + cos( φ1) cos( φ2)ℎ𝑎𝑣( λ2 − λ1) 
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where: 

φ1, φ2 are the latitude of point 1 and latitude of point 2, 

λ1, λ2 are the longitude of point 1 and longitude of point 2. 
Finally, the haversine function hav(θ), applied above to 

both the central angle θ and the differences in latitude and 
longitude, is 

ℎ𝑎𝑣�𝜃 � = 𝑠𝑖𝑛2 �
𝜃 
2
� =  

1 − cos ( 𝜃 )
2

 

In the third phase, the proposed framework presents the 
possibility of using a number of well-known classification 
algorithms to classify data, such as: decision tree, Naïve Bayes, 
random forest, gradient descent, k-nearest neighbors, support 
vector machine (SVM), CNN, and RNN. Although some of 
these algorithms are lazy learning algorithms, they classify data 
accurately in many cases. The proposed framework uses CNN 
and RNN deep learning algorithms to add self-learning nature. 

 
Fig. 4. Physical Internet Hubs Locating using Latitude and Longitude 

Classification. 

Testing and validation is the fourth phase. At this phase, the 
results of all classification algorithms that have been used in 
the proposed framework are evaluated to find out the optimal 
outcomes within standardized testing criteria. In this phase the 
area under curve (AUC), confusion matrix and precision have 
been used to calculate the framework accuracy. 

As in Fig. 4 the framework extracts latitude and longitude 
coordinates from four major resources (RFID, GPS, GSM, and 
maps) at data acquisition phase the framework has been 
developed to handle all of these data types. It is not necessary 
to use all data types in real case scenarios; any user can 
customize this step according to his application. 

IV. EXPERIMENTS AND RESULTS 
This section discusses in detail the performed experiments. 

All experiments were carried out using Spain's coordinate’s 
dataset on the Kaggle website [16]. The frame work has been 
implemented with python3 environment. Table I illustrates the 
Spain’s coordinate’s dataset main features. 

All null features (city, district, & region) and missing 
instances have been dropped as preprocessing phase. The reset 
975000 instances will be divided as 70% for training and 30% 
for testing and validation for the classification purposes after 
the preparation phase. 

The dataset was divided into 15 class labeled groups using 
k-mean algorithm as data preparation phase. The number of 
groups was chosen to reduce distances to a minimum in order 
to reduce the time and cost of transporting goods between 
points which achieves sustainability. Then this labeled dataset 
has been fed to the proposed framework for classification as 
3rd phase. The architecture implementation of CNN algorithms 
was as the following: 1 Conv. layer, 5 dense layers and the 
used activation function was Relu. The RNN implementation 
also as the following; 1 RNN layer, 4 dense function using tanh 
activation function. Table II shows the evaluating comparison 
of the used classification algorithms. 

As shown in Table II, the Bayesian algorithm classification 
accuracy was 86.2%. The Random forest algorithm achieved 
90.2% accuracy. CNN and RNN algorithms made the 
classification with 97.6%, and 97.9% respectively. On other 
hand SVM classified the dataset with accuracy 95.1%. The 
previous results have been calculated with confidence level 
95%. The results showed also, that RNN outperformed the 
classification rather than other algorithms. 

TABLE I. SPAIN OPEN ADDRESS DATASET FEATURES 

# Features Unique Instances 

1 Latitude 977080 

2 Longitude 977070 

3 Street name 470045 

4 City Null 

5 District Null 

6 Region Null 

7 Postal code 976000 
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TABLE II. THE PROPOSED FRAMEWORK ACCURACY COMPARISON 

 AUC CA Precision Recall 

Bayesian 0.8956 0.862 0.885 0.890 

Random Forest 0.9145 0.902 0.903 0.912 

CNN 0.9806 0.976 0.971 0.978 

RNN 0.9812 0.979 0.982 0.989 

SVM 0.9342 0.928 0.913 0.922 

ANN 0.9564 0.951 0.934 0.946 

Gradient descent 0.9012 0.899 0.891 0.898 

Decision tree 0.9102 0.909 0.906 0.904 

V. CONCLUSION 
The proposed framework consists of four major phases. 

The first phase is data acquisition. In this phase the latitude and 
longitude data extracted from different data sources such as: 
RFID, GSM, GPS, and maps. This data has been class label 
using one of three clustering algorithms (k-mean, DB scan, & 
HCA) as second phase. The third phase is classification phase. 
In this phase, the decision makers can choose from one or more 
classification algorithms such as: Bayesian, decision tree, 
random forest, SVM, ANN, CNN and RNN. The performed 
experiments showed that RNN classified the data better than 
other algorithms with accuracy 97.9%. According testing 
results, the research team believes that it is preferable to locate 
the physical internet hubs by one of deep learning algorithms 
especially CNN or RNN rather than other classification 
techniques. This study can be extended in the future by adding 
new deep learning algorithms or using different activation 
functions. 
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Abstract—This research focuses on the use of Light Detection 
and Ranging (LiDAR) sensors for robot localization. One of the 
most essential algorithms in LiDAR localization is the breakpoint 
detector algorithm which is used to determine the corner of the 
room. The previously developed breakpoint detection methods 
have weaknesses, such as the Adaptive Breakpoint Detector 
(ABD), could generate dynamic threshold values. The ABD 
results, on the other hand, still require Line Extraction to obtain 
the corner breakpoint. Line Extraction method, e.g. Iterative 
End Point Fit (IEPF), is used to categorize data, resulting in the 
generation of a line pattern as an interpretation of a wall. The 
computational method for obtaining the corner breakpoint 
becomes longer as the line is extracted. To address this issue, our 
algorithm proposes a new threshold area in the form of an ellipse 
with the threshold value parameter obtained from previously 
identified room size and sensor characteristics. As a result the 
corner breakpoint detection becomes more adaptive. The goal of 
this research is to create an Adaptive Line Tracking Breakpoint 
Detector (ALTBD) approach that will reduce the computing time 
required to detect corner breakpoints. Furthermore, the Line 
Extraction method required for corner breakpoint detection is 
modified in the ALTBD. To distinguish between the edge of the 
wall and the corner of the room, the boundary value is increased. 
The ALTBD method was tested in a simulation arena comprised 
of multiple rooms and halls. According to the results, the ALTBD 
computation time is faster in detecting corner breakpoints than 
the ABD IEPF method, also the accuracy for determining the 
position of the robot was improved. 

Keywords—LiDAR; breakpoint detector; robot localization; 
corner detection; line segmentation 

I. INTRODUCTION 
Robot localization which is a method to acquire 

information about a robot's direction and position in its 
working environment is required by every autonomous robot in 
order to move and accomplish its task. Three types of robot 
localization are global localization, predictive localization, and 
local localization [1]. When the robot is outside, global 
localization works relatively well [2]. Whenever the robot is 
indoors, it uses probabilistic localization, local localization, or 
a combination of the two [3]. Our research leads to 
probabilistic localization, which determines the robot's position 
and orientation based on sensor measurement data combined 
with prior knowledge in the form of a map of the arena in the 
room. 

Several papers have been written about the sensors used in 
localization and probabilistic localization methods, including 

encoder sensors [4][5], magnetic compass [6], magnetic 
anomalies map [7], low-cost gyro [8], ultrasonic sensors [9] 
[10], RFID [11] to the Light Distance and Ranging (LiDAR) 
sensor. Sensors such as encoder disc sensors, magnetic 
compasses, low-cost gyros, and ultrasonic sensors require 
significant movement before the robot can identify its position. 
If time is of the essence in accomplishing the objective of the 
robot, the sensor is not the first option to be installed in the 
robot. As a result, this research utilizes a LiDAR sensor 
capable of identifying the position and surroundings without 
requiring the robot to move, improving the robot's movement 
more effective. 

Previous research has widely proposed the LiDAR sensor 
since it has excellent spatial accuracy, fast data renewal, and 
does not rely on object illumination or reflectance [12]. This 
research focuses on determining the form of the room using the 
LiDAR sensor measurement results. The issue is determining 
how to identify the geometry of the space based on its corner 
position. Breakpoint detection is one way for determining the 
corner of a room. This method detects the room's corner points 
and the edge of the wall by verifying the discontinuity between 
the two points scanned consecutively by the LiDAR sensor 
[13]. 

Breakpoint detection method that combines Successive 
Edge Following (SEF), Line Tracking (LT), and Iterative End 
Point Fit (IEPF) was developed by Siadat et al. [14]. However, 
all three methods have a weakness: finding a consistent 
threshold value to detect a breakpoint between two consecutive 
sensor scan points is challenging. The observed breakpoints 
can take the form of room corners or the edge of a wall. The 
breakpoint detection threshold value should be dynamic, based 
on the distance between the sensor and the object being 
scanned [13]. 

Several researchers have indicated determining dynamic 
threshold values. The threshold value in Lee et al. [15] research 
is based on the current and prior measurement distance values. 
The DIET method, which takes the measurement angle into 
account when establishing the threshold value, was developed 
by Dietmayer et al. [16]. The method by including the virtual 
wall angle parameter as an estimate of the detected wall slope 
angle was improved by Santos et al. [17]. The threshold value 
in their Adaptive Breakpoint Detector (ABD) method as well 
developed by Borges and Aldon [13]. They use auxiliary 
angles to determine the point of intersection and use it as a 
reference for the threshold value, and Certad et al. [18] also 
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adjusted the threshold value in the ABD. They modify the 
measurement distance value in the ABD equation with the 
shortest distance value from either the current or previous 
distance. In his research on the ABD method, Su Young et al. 
[19] identified the lack of a line cluster perpendicular to the 
sensor as a problem. The challenge was then solved by 
combining the ABD and LT methods to create the Dual 
Breakpoint Detector (DBD), and Weerakoon et al. [20] also 
used ABD in their research. In order to increase the feature 
extraction rate value, Weerakoon et al. [20] research suggests 
taking the measurement error value and the longest distance 
value into consideration. The corner breakpoint was 
determined in three phases in this investigation. The first stage 
is ABD, which is used to segment the data depending on a 
threshold value. The following stage is Line Extraction with 
IEPF. Line Extraction is a method for organizing data based on 
line patterns that can be formed as an interpretation of a wall. 
The intersection of the two lines obtained by the IEPF two-
segment linear regression is then used to locate the corner 
breakpoint in the third phase. Dingyao et al. [21] research's to 
determine the corner breakpoint included one more phase into 
four phases, i.e. point feature matching to compare angles and 
distances. The second, third and fourth stages of Corner 
Breakpoint Detection render the algorithm's computational 
process worthless. 

To overcome these issues, The Adaptive Line Tracking 
Breakpoint Detector (ALTBD) method is developed in this 
research. The ALTBD method is a variation of the Line 
Tracking (LT) and Adaptive Breakpoint Detector (ABD) 
algorithms that introduces a new threshold area to improve 
corner breakpoint detection. By using established room sizes, 
this method also solves the challenge of finding the threshold. 
The breakpoint detection threshold value is made dynamic in 
this method by taking into consideration the difference 
between the sensor measurement distance and the projected 
virtual wall distance. Furthermore, the Line Extraction method 
required for corner breakpoint identification is improved in the 
ALTBD to reduce computational time. To distinguish between 
the edge of the wall and the corner of the room, the boundary 
value is increased. 

This paper outline is as follows: The next section reviews 
some relevant works on LT and ABD method. Section III 
defines the proposed adaptive line tracking breakpoint detector 
method. Section IV provides the methodology that used to in 
this research, and Section V shows the results and analysis, 
whilst the conclusion is presented in the final section. 

II. RELATED WORK 
In this section, several methods are discussed as the basis 

for the proposed method, namely Line Tracking (LT) and 
Adaptive Breakpoint Detector (ABD) method. 

A. Line Tracking Method 
Line tracking (LT) is a method of detecting breakpoints or 

segmenting line data that use linear regression and works in 
Cartesian coordinates. The following pseudo code [22] 
describes the working principle of this method: 

1) Begin with two points of measurement, then draw a line 
between them. 

2) Insert the next point to make a new line model. 
3) Reprocess the line's parameters. 
4) If the result of the generated line is satisfactory, 

continue (repeat to step 2). 
5) If the result is not satisfactory, make the last point the 

line segment's end point, re-process the line's parameters, and 
make it as one line segment. 

6) Go back to step 2 after completing the next two points. 

The difficulty in defining the threshold value (Dmax) to 
determine the breakpoint between the two measures is this LT's 
disadvantage [13]. Fig. 1 depicts two segments of data 
generated by LT when d5 > Dmax. 

B. Adaptive Breakpoint Detector Method 
The Adaptive Breakpoint Detector (ABD) method to 

address the issue of a fixed threshold value at LT was proposed 
by Borges and Aldon [13]. This method performs on the same 
principles as the LT method, which utilizes a threshold to 
detect breakpoints. The distinction is that there is no linear 
regression in this method, and the threshold value is made 
dynamic by utilizing the angle difference between the two 
measurement results. The ABD method is illustrated in Fig. 2 
along with the parameters utilized. In ABD, breakpoints are 
detected by creating a border circle with a radius of Dmax and a 
center at pn-1. A breakpoint is detected if the current scan point 
(pn) is found to be outside the circle. As a result, the previous 
scan point (pn-1) is considered the end point of the current 
segment, whereas pn is considered the beginning point of the 
following segment. 

The adaptive breakpoint detector (ADB) method has the 
advantage of having a threshold value (Dmax) that can change 
depending on the previously created distance (rn-1) and a 
difference in the angle of measurement (Δϕ). This value is used 
as a comparison (border value) to distinguish between two 
segments of line data. 

Equation (1) [13] describes the data terms stated as 
breakpoints: 

if ||pn– pn-1|| > Dmax then kb
n := TRUE and kb

n-1 := TRUE        
(1) 

Where, ||pn– pn-1|| represents the distance between the pn 
point and the pn-1 point. Dmax is the breakpoint threshold whose 
value is determined by the sensor's distance to a measurable 
object (rn). The current measured position is pn, while the 
previous measured point is pn-1. Fig. 2 depicts this ADB 
method. Detection is accomplished by drawing a dividing 
circle with the center point at pn-1 and a radius of Dmax. 

 
Fig. 1. Line Tracking Method [14]. 
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Fig. 2. Adaptive Breakpoint Detector Method [4]. 

If the current scan point (pn) is found to be outside the 
circle, pn-1 is considered the endpoint of the current segment 
and pn is determined the start point of the following segment. 
Equation (2) [13] describes its mathematical function: 

||ph
n – pn-1|| = rn-1. (sin (Δϕ)/sin(λ-Δϕ))           (2) 

||ph
n – pn-1|| as the breakpoint testing threshold value 

Equations (3) and (4) are provided a real implementation of the 
threshold formula with [13]: 

Dmax = ||ph
n – pn-1||+ 3σr             (3) 

Dmax= rn-1. (sin (Δϕ)/sin(λ-Δϕ)) + 3σr           (4) 

Where, σr is the laser scanner manufacturer's parameter and 
λ the angle between the virtual line and the line connecting the 
object point to the laser scanner (rn-1). 

1) Line extraction: The ABD method generates 
breakpoints only at the ends of segments, which we refer to as 
terminal breakpoints in our research. As a result, another 
algorithm, Line Extraction, is required to reprocess existing 
data into new segments that can represent a line. As a result, 
the ABD computation time exceeds the LT in determining the 
angular breakpoint. Linear Regression [23], Split and Merge 
algorithm [24], Iteration End Point Fit [25], RANSAC 
algorithm [26], Hough Transform algorithm and Expectation-
Maximization algorithm are some line extraction algorithms 
that can be used [27]. The Iteration End Point Fit (IEPF) 
method is discussed in this chapter as a comparison to the new 
method developed. 

The IEPF algorithm [25] is a recursive Line Extraction 
method. Data checks are performed repeatedly for each 
segment base due to its recursive nature. The IEPF method is 
depicted in Fig. 3 by truncating one segment of data resulting 
from ABD into three data segments that form three lines. First, 
the initial data (p1) and final data (pn) are connected to form a 
straight line. The distance between the second data and the line 
is then calculated orthogonally. This is repeated for the third 
data point, and so on until all members of the segment have 

been checked. The maximum orthogonal distance (di
m) of the 

result will be compared to the limit value (dthd). The limit value 
is the comparison value that was declared at the beginning. If 
the maximum value (di

m) is greater than the limit value, the 
segment will be halved at the maximum distance point. Fig. 9 
illustrates how the first cut of a segment (Z1 = { p1,.., pn}) into 
two segments (Z2 = {p1,..., pi} and Z3 = {pi,..., pn}) occurs at 
the pi point. The initial data (p1) and final data (pi) of the Z2 
segment are then connected to form a straight line. The 
distance between all of the data points in the segment Z2 is then 
calculated orthogonally to the line. The result's maximum 
orthogonal distance (dh

m) will be recompromised by the limit 
value (dthd). One line segment has been checked because the 
maximum orthogonal distance (dh

m) is less than the limit value 
(dthd). The segment is a Z2 made up of p1 to pi. The Z3 segment 
is treated similarly. However, the maximum orthogonal 
distance (dj

m) in the Z3 segment {(pi,..., pn)} is greater than the 
limit value (dthd), so the segment must be cut in half with the 
intersection point at the pj. The maximum orthogonal distance 
between the segments {pi,..., pj} and {pj,..., pn} is then 
calculated and compared to the limit value (dthd). The data 
grouping on the Z1 segment is complete because the maximum 
orthogonal distance of each segment is less than the limit value 
(dthd). Through IEPF on the Z1 segment, the final result is three 
line segments, namely S1{p1,..., pi}, S2{pi,..., pj}, and S3{pj,..., 
pn}. 

Weerakoon et al. [20] research's describes examples of 
ABD and Line Extraction implementation. The ABD threshold 
value equation was modified to Equation (5) in the research 
[20]. 

Dmax = min{rn,rn+1}(1 - 3σr)(sin (Δϕ)/sin(λ-Δϕ)) 

+ 3σr.max{rn,rn+1}             (5) 

The ABD method has a disadvantage in that the angle value 
generating the threshold value is obtained based on the results 
of the experiment and requires Line Extraction to detect the 
corner breakpoint. 

 
Fig. 3. IEPF Algorithm Working Principle. 
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III. THE PROPOSED ADAPTIVE LINE TRACKING 
BREAKPOINT DETECTOR METHOD 

A. Propose a New Method (Adaptive Line Tracking 
Breakpoint Detector) 
The Adaptive Line Tracking Breakpoint Detector 

(ALTBD) method we propose is a combination of the Line 
tracking (LT) and Adaptive Breakpoint Detector (ABD) 
methods. The existing breakpoint detector (ABD) obtains 
coverage in the form of a circle with a threshold value 
diameter, whereas ALTBD obtains coverage in the form of an 
elliptical area with an elliptical center point from the prediction 
point. The LT method calculation yielded the prediction point. 
Although elliptical shapes require more complicated equations, 
they depict a point spread rather than a circle. The threshold 
value on ABD is determined by the virtual angle derived from 
the experiment, whereas in ALTBD, the parameter producing 
an elliptical area, which is a minor value, is made adaptable by 
taking the measurement error of the LiDAR sensor into 
consideration. 

The linear equation F'n(x) generated by LT is used to 
predict the next point of measurement, as shown in Fig. 4. The 
point's polar angle value (θn+1) is then used as an input to 
calculate the equation of the line Fn+1(x). The predictive point 
p'n+1 is then obtained by intersecting the two equations of the 
line. The prediction point p'n+1 is defined as a point (0,0) or the 
center point of the elliptical area, with the x-axis representing 
as the major axis and the y-axis representing as the minor axis. 
The length of the major axis (qmaxn+1) is determined by the 
distance between the points pn and the prediction line F'n(x) at 
the point of intersection. Minor axis length (hmaxn+1) is 
determined by calculating using orthogonal regression against 
the prediction line and the error values at the previous points. 
Fig. 4 and 5 depict the parameters used in the ALTBD method. 
The ALTBD algorithm's flow is described in detail: 

 
Fig. 4. ALTBD Method. 

 
Fig. 5. Corner Detection ALTBD. 

Algorithm for Detecting Breakpoints in Adaptive Line 
Tracking: 

1) Determine the linear regression equation from three starting 
points (pn-2, pn-1, pn) and transform it into a predictive line 
(F'n(x)). 

2) Determine the difference between the starting point (jn-2, jn-1, 
jn) and the predicted line (F'n(x)). 

3) Using the equation 𝞮𝞮n = |jn |/rn, calculate the percentage error 
(𝞮𝞮n-2, 𝞮𝞮n-1, 𝞮𝞮n) relative to the distance to the sensor (rn). 

4) Determine the average error percentage, σn= (Σn
i=n-2𝞮𝞮i)/3 

5) Determine the minor axis limit, hmaxn+1 = σn + σoffset . 
6) Verify out the next angle data (θn+1). 
7) Create an equation using the angle gradient (θn+1) and the line 

(Fn+1(x)) that passes through the point (0,0). 
8) Make the intersection point of the prediction line (F'n(x)) and 

the scan line (Fn+1(x)) the prediction point (p'n+1).  
9) Calculate the distance between the prediction point (p'n+1) and 

the last scan point (pn) parallel to the prediction line (F'n(x)), 
and set it as the major axis limit (qmaxn+1). 

10) Read the next data set (pn+1). 
11) Transform the predicted point (pn+1) to new coordinates, with 

the predicted point (p'n+1) as the origin (0,0) and the predicted 
line (F'n(x)) as the x-axis. 

12) Calculate the new position of the point (pn+1), and update x by 
kn+1 and y by jn+1, 
kn+1 = cos(θ).(xpn+1 - xp’n+1) + sin(θ).(ypn+1 - yp’n+1) 
jn+1 = - sin(θ).(xpn+1 - xp’n+1) + cos(θ).(ypn+1 - yp’n+1) 

13) Enter the minor axis boundary (hmaxn+1), the major axis 
boundary (qmaxn+1), and the new measurement point position 
(kn+1, jn+1) into the ellipse equation,  
e_result = ((k2

n+1)/(qmaxn+1)) + ((j2n+1)/(hmaxn+1)) 
14) If e_result > 1, a breakpoint has been detected. Then, 

determine whether the position of the point (pn+1) is within the 
tolerance range of the corner (Dthcorner). 

15) If it is within the corner’s tolerance limit, set the point (kn+1,0) 
as the corner breakpoint and transform it back to the original 
coordinates. 

16) If it is not within the corner’s tolerance range, use the 
following three measurement points (pn+2, pn+1, pn) as the 
starting point and return to step 1. 

17) If e_result ≤ 1, then calculate the difference between the 
measurement points and the prediction line (jn+1). 

18) Recalculate the percentage of error, 𝞮𝞮n+1 = |jn+1|/rn+1 
19) Recalculate the minor axis limit, hmaxn+1 = σn+1 + σoffset  
20) Repeat step 6. 
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IV. METHODOLOGY 

A. Materials and Tools 
This research was performed out with the following 

hardware and software: The RpLidar A1 module, Beaglebone 
Black Wireless, Intel i5 2.5 GHz RAM 4GB Win32bit Laptop, 
and Jupyter Notebook. 

B. Stages of Research 
The seven research stages in the development of the 

Adaptive Line Tracking Breakpoint Detector (ALTBD) 
method are as follows: data acquisition, LiDAR data noise 
model design, LiDAR data generator module design with 
simulation, data processing using the ALTBD method, data 
processing using comparison methods (ABD Line Extraction 
and LT), testing the ALTBD algorithm, and analysis and 
evaluation. Fig. 6 depicts the flow of the research method. 

Because the data utilized in the test will use simulation data 
from the LiDAR data generator module, the first stage of this 
research is LiDAR data acquisition, which is done in real time 
to obtain a noise sensor model. The purpose of this data 
acquisition is to determine the noise characteristics of the 
RpLidar data and to validate the noise characteristics of the 
sensor manual document. Observations were taken on a 
straight wall with no obstacles that was greater than 5 meters 
long. 

1) LiDAR data acquisition: The next stage is LiDAR data 
acquisition, which is done to create a LiDAR sensor noise 
model. The distance between the LiDAR sensor and the wall 
was varied from 15 to 225 cm with 5 cm intervals to obtain 
appropriate data. For each distance variation, data were 
collected five times. 

2) Design of noisi model for the RpLiDAR A1: The 
simulation module use the noise model to verify that the 
generated data is as close to the real LiDAR data as possible. 
Residual noise will be added at random and generated using a 
normal distribution. The model is built using a polynomial 
regression method on the outcomes of LiDAR data collecting. 
Linear or polynomial interpolation is used to approximate the 
values of the element variables. 

3) Design of a LiDAR data generator simulation module: 
The arena simulation module is used to test the ALTBD 
method. A square-shaped arena with four rooms and multiple 
tunnels is used for simulation testing. That's the 2.4 m by 2.4 m 
arena for the Indonesian Fire Extinguisher Robot Contest 
(KRPAI 2019). In the KRPAI guide document [28], the 
position of the doors in rooms 3 and 4 distinguishes four 
distinct room layout combinations. This simulation module is 
made up of five blocks, as depicted in Fig. 7. This module 
takes as input the robot's position (x,y) and direction (azimuth), 
as well as the choice of space combinations 3 and 4. This 
module generates level 3 scan data with angle and distance 
attributes. 

4) Testing: The tests were analyzed by comparing three 
Breakpoint Detector methods: the one we developed 
(ALTBD), the LT method, and the ABD IEPF method from the 
Weerakoon et al. [20] research. In this research, the computing 
time, percentage of distance inaccuracy, and position 
difference between the Breakpoint Pattern Recognition results 
will be sought from each method. Computational time is 
measured beginning with level 3 scan data, which is processed 
in each method to produce an output in the form of a corner 
breakpoint. The percentage of distance measurement error is 
calculated by subtracting the results of the Breakpoint Detector 
from the position of the reference breakpoint. 

The difference is then compared to the sensor's distance 
from the reference breakpoint. But first, the Breakpoint 
Detector data must pass through the Breakpoint Extraction 
module to enable determining the reference breakpoint point 
easier. This research will investigate the position difference 
between the Breakpoint Pattern Recognition results and the 
actual global position. On the LiDAR data generator simulation 
module, the global position is the input sensor location in the 
arena. Fig. 8 depicts the test diagram. 

 
Fig. 6. Research Stages. 

 
Fig. 7. Arena Simulation Module Block Diagram. 
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Fig. 8. ALTBD Test Method. 

a) Breakpoint Extraction: This module sorts 
breakpoints, namely corner breakpoints, corner breakpoint 
terminal points, and other points that form only one side of the 
wall. This module also removes breakpoints that are 
overlapping. The breakpoint extraction module is required to 
support and facilitate the pattern matching process, allowing it 
to be developed as needed to achieve the best results. 

b) Breakpoint Pattern Recognition: The closest or 
adjacent star methodology is used in this research’s breakpoint 
pattern identification method, which is based on the concept of 
a star pattern recognition algorithm using a satellite star sensor 
[29]. The method's star pattern is replaced with a breakpoint 
pattern. The main catalog and the sub-catalogue are the two 
catalogs. The primary catalog contains IDs for all breakpoints, 
as well as two attributes: position in Cartesian coordinates and 
type (x,y). The sub catalog contains all of the neighboring 
breakpoint point IDs, as well as the distance between the 
breakpoints. The main idea behind this method is to compare 
each distance between the three observed breakpoint points to a 
catalog of previously defined space mappings. 

V. RESULT AND DISCUSSION 

A. Noise Data Model Design of RpLidar A1 
The Rplidar A1 noise data model is made up of three 

conditions: 0-60, 60-100, and 100-225 cm at the point nearest 
to the sensor and the wall. The first condition is approximated 
by 6-order polynomial regression, while the values of the 
variables in the equation are approximated by 3rd order 
polynomial interpolation. The regression used is appropriate to 
utilize 2nd order polynomials in the range of 60 to 225, but the 
range of 60 to 100 values of the element variables is produced 
by 3rd order interpolation. The range of 100 to 225 is then 
estimated using linear interpolation. 

B. Adaptive Line Tracking Breakpoint Detector (ALTBD) 
The measurement inaccuracy (σoffset) percentage value 

utilized is 0.04. This value is the average of the percentage of 
errors obtained from data collection results in the first stage of 

the research. The tolerance value as the corner breakpoint limit 
(Dthcorner) is 23 cm, which is half the door distance of 46 cm. 
Fig. 9 depicts one of the ALTBD module's results and Fig. 10 
depicts one of the ABD IEPF module's results. 

The ALTBD results show the detection of several corner 
breakpoints generated by the 18 mm thick side wall. Because 
the detected side is close to the sensor, the number of scanning 
points created is sufficient to make a segment with more than 
four points. Breakpoints that should be designated corner 
breakpoints by the IEPF method are regarded terminal 
breakpoints, in contrast to ABD IEPF. This is due to the fact 
that the required threshold distance is not met on that side. 

C. Adaptive Breakpoint Detector (ABD) and IEPF 
The threshold value equation utilized is consistent with the 

results of the Weerakoon et al. [20] research. The residual error 
is 0.0038, whereas the angle (λ) is 8º. The extraction line used 
is an IEPF with a limit value of 46 cm. The intersection of the 
two lines generated by the IEPF two-segment linear regression 
is used to determine the corner breakpoint. 

 
Fig. 9. Breakpoint Detector Results of ALTBD. 

 
Fig. 10. Breakpoint Detector Results of ABD IEPF. 
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D. Testing 
Fig. 11 depicts a comparison of the computing times of the 

three Breakpoint Detector methods. The comparison of the 
ALTBD, ABD IEPF, and LT methods reveals that the LT 
method computes faster than the ALTBD and ABD IEPF 
methods. The average computation time for the LT technique 
is 59,87 ± 1,94 ms, whereas the ALTBD and ABD IEPF 
methods require 101.61 ± 2.63 ms and 175.4 ± 10.13 ms, 
respectively. Although LT has the shortest calculation time, the 
resulting corner breakpoints are not as precise as ALTBD and 
ABD IEPF. If the accuracy of the LiDAR sensor's position in 
the room is a major priority in robot localization, this will be a 
disadvantage of the LT method. The ALTBD method has the 
second fastest computation time. Despite the fact that the 
ALTBD calculation is more sophisticated, each data point is 
only processed once. Unlike the IEPF ABD, the data is 
processed at least twice in this method. This method processes 
data twice, once using the ABD method and once using the 
IEPF method. The theory behind the significant difference in 
computational time is that the LT, ABD, and ALTBD methods 
are linear search algorithms with a time complexity of O(n), 
whereas the IEPF method is a linear recursive algorithm with a 
time complexity of T(n) = 2T(n⁄2) + O(n), with the worst-case 
complexity being O(n2). Table I presents the detailed results of 
the computational time comparison. 

According to the test results, the IEPF's disadvantage is the 
recognition of an inaccurate corner breakpoint. This takes the 
form of a four-sided space, as illustrated in Fig. 10. This is due 
to the fact that the IEPF seeks the greatest deviation from the 
line connecting the starting and finishing points. Furthermore, 
there is a lot of noise at that point. This type of room is said to 
be unfavorable for detecting corner breakpoints using the IEPF 
method. 

E. Breakpoint Extraction 
The results of the tests show that the IEPF method has 

weaknesses, including the inaccuracy of recognizing corner 
breakpoints in the form of a four-sided room, as illustrated in 
Fig. 12. Table II indicates that the ALTBD method detects 
corner breakpoints with only two errors out of 43 position 
samples tested, but the ABD IEPF detects them with ten. When 
compared to ALTBD and ABD IEPF, the LT method has the 
most detection errors. If there are only two corner breakpoints 
on one side of the wall, the accuracy of the corner breakpoint is 
declared correct. It is still considered a corner breakpoint 
detection error if there are more than two corner breakpoints, 
even if they are close to one other. 

The IEPF method is inaccurate in recognizing corner 
breakpoints because it looks for the greatest difference between 
the start and finish lines. Furthermore, there is a lot of noise at 
that point. When using IEPF, this type of room will result in an 
inaccurate corner breakpoint. In addition, ALTBD generates an 
inaccurate a corner breakpoint. Because the erroneous corner 
breakpoint is typically located distant from the LiDAR sensor, 
it has little effect on the location results of the Breakpoint 

Pattern Recognition, as illustrated in Fig. 13. However, with 
the spatial pattern depicted in Fig. 12, the resulting corner 
breakpoint position in the IEPF is not quite close to the LiDAR 
sensor. The Breakpoint Pattern Recognition method will not 
produce the right position if these two spots are not actual 
corner breakpoints. Some corner breakpoint detection problems 
in the LT method occur when the incorrect position is close to 
the sensor and the distance to the other reference corner 
breakpoint is within the Breakpoint Pattern Recognition 
tolerance limit, as illustrated in Fig. 14. As a result, the 
Breakpoint Pattern Recognition procedure is unable to locate a 
pattern match in the database. 

F. Breakpoint Pattern Recognition 
There are three stages to the breakpoint pattern recognition 

process. The first step is to look for a pattern match for the 
three initial reference points, which are the three breakpoints 
nearest to the sensor. The results of the search throughout the 
sub-catalogues are saved. Step two must be completed if there 
is more than one possibility. The second stage is to find a 
match against the original three reference points on the 
remaining corner breakpoints and terminal breakpoints in all 
sub-catalogues. The match of the nearby breakpoint points with 
the most points that determines the three initial patterns is 
eligible for selection. If stage two yields two or more results, 
stage three will be carried out. Stage three follows the same 
principles as stage two, with the exception of the matching 
point. This is the last of the breakpoints on the list (points that 
form a line). If step three is completed, all breakpoints have 
been verified. 

TABLE I. COMPUTATIONAL TIME RESULTS 

Location Num. 
sample 

Computational time in ms 

ALTBD ABDiepf LT 

Room 1 9 103,3 ± 8,0 198,9 ± 11,0 62,4 ± 0,0 

Room 2 8 103,8 ± 8,0 208,6 ± 8,0 58,5 ± 7,2 

Room 3 10 99,5 ± 8,0 157,9 ± 15,5 56,5 ± 8,0 

Room 4 8 101,4 ± 8,0 169,0 ± 11,7 62,4 ± 0,0 

Street 8 100,3 ± 8,0 135,9 ± 21,5 60,2 ± 5,9 

 
Fig. 11. Comparison of ALTBD, ABD IEPF and LT Computational Times in 

a Boxplot. 
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Fig. 12. IEPF Corner Breakpoint Detection. 

 
Fig. 13. ALTBD Corner Breakpoint Detection. 

 
Fig. 14. LT Corner Breakpoint Detection. 
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TABLE II. CORNER BREAKPOINT DETECTION RESULTS 

Location Num. 
sample 

Corner breakpoint 

ALTBD ABDiepf LT 

True False True False True False 

Room 1 9 33 0 34 3 36 4 

Room 2 8 32 0 32 0 32 6 

Room 3 10 30 0 32 3 36 3 

Room 4 8 28 1 28 2 26 3 

Street 8 34 1 32 2 45 7 

Furthermore, the major catalog should be summarized in 
order to limit the number of candidate positions generated. In 
fact, one wall has four sides: two long sides and two wide 
sides, or what is generally referred to as the thick side. The 
wall has four breakpoints at first, which are then combined into 
two breakpoints with the condition that the wall thickness is 
included in the tolerance limit value. The main catalog, which 
originally had 40 points, was reduced to 19 points. Similarly, 
the sub-catalog averaged 19 nearby breakpoints at the end. The 
reduced number of neighbors in the reference point accelerates 
the matching process. 

Fig. 15, 16, and 17 shows that the position generated by 
ALTBD is more accurate than ABD IEPF through the pattern 
recognition process using the closest breakpoint method. This 
is due to the fact that the reference points for position 
computations are only the two closest corner breakpoints. 
ALTBD produces the closest corner breakpoint more precisely 
than ABD IEPF. 

 
Fig. 15. Boxplot of the difference between ALTBD and ABD IEPF Position 

Errors. 

 
Fig. 16. Breakpoint Pattern Recognition Results of ALTBD. 

 
Fig. 17. Breakpoint Pattern Recognition Results of ABD IEPF. 

VI. CONCLUSION 
This research was successful in developing a new algorithm 

for breakpoint detection called the Adaptive Line Tracking 
Breakpoint Detector (ALTBD). This method modifies the Line 
Tracking (LT) and Adaptive Breakpoint Detector (ABD) 
algorithms by introducing a new threshold area in the shape of 
an ellipse, resolving corner breakpoint detection more adaptive 
and fasting. Algorithm testing was done by apply the ALTBD 
and ABD algorithms with Iterative End Point Fit (ABD IEPF) 
to detect the position of the robot in the room. 

The results of the tests prove that the ALTBD computation 
time is faster in detecting corner breakpoints than the ABD 
IEPF method. The average computation time for the ALTBD 
method is 101.61 ± 2.63 ms, while the ABD IEPF is 175.4 ± 
10.13 ms. The corner breakpoint detection error in the ALTBD 
method is only two errors out of 43 position samples, whereas 
the ABD IEPF method has ten detection errors. Furthermore, 
the ALTBD method is more accurate in determining the 
position of the robot than the ABD IEPF method, with a 
distance difference of 9.72 ± 1.55 mm, instead of 11.2 ± 2.14 
mm in the ABD IEPF. 
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Abstract—Information systems help organizations manage 
their entities with innovative technologies. These entities are 
often very different in nature. In this paper, we consider a 
business process level based on a set of Business Process Model 
and Notation (BPMN) models and a software system level based 
on a Unified Modeling Language (UML) class diagram. The 
differences between these entities make them difficult to align. In 
addition, an organization’s BPMN models may be designed by 
different teams, which can cause syntactic and semantic 
heterogeneities. We present the first step of our proposed 
approach for aligning a software system level with a business 
process level without conflict (redundancy and lost information). 
Syntactic and semantic rules based on ontologies and other 
resources for comparing BPMN models are described, as well as 
a process for transforming BPMN models into UML model. 

Keywords—Information system alignment; business process; 
software system; Business Process Model and Notation (BPMN); 
Unified Modelling Language (UML); class diagram; ontology; 
semantic aspects 

I. INTRODUCTION 
As organizations increase in number, competition between 

them intensifies. In order to compete, organizations adopt 
innovative strategies, seek high quality human resources, 
follow best practices, and use the most efficient technological 
tools. Developing an efficient and cost-effective information 
system is crucial for an organization’s ability to compete. For 
this reason, alignment is vital for organizations. Indeed, 
alignment can provide solutions to problems associated with 
the diverse changes that may occur in an organization’s 
entities. Business/IT alignment has been the topic of several 
previous studies [1]–[5]. The approach proposed in this paper 
is relevant in various situations. An information system with 
aligned levels may experience changes in one of its levels due 
to a revision of goals or other factors. This causes the levels to 
become misaligned. In addition, different levels of an 
organization’s information system may be modelled by 
different teams. Each team perceives the system from a 
different perspective, which can also result in misaligned 
levels. Similarly, when two organizations with levels of 
different natures merge, the levels of the resulting information 
system will likely be misaligned as well. In this case, the 
resulting information system will contain misaligned levels. 

Further, most organizations include several BPMN models at 
the business process level, all built independently of each 
other. This can cause conflicts during alignment, due to 
heterogeneities between the models. In fact, existing 
approaches considering a set of BPMN models align models 
syntactically. However, they only test identity. They do not 
detect other correspondences, such as inclusions, abbreviations 
and acronyms. Moreover, none of these studies takes semantic 
aspects into account (synonymy, homonymy or hyponymy). 
These heterogeneities can cause conflicts when models are 
aligned and may introduce problems and inconsistencies in the 
resulting UML model. Indeed, if alignment approaches based 
on identity only consider two BPMN elements to be different 
when they are equivalent, they will introduce a false difference 
and, therefore, redundancy in the UML model. Worse, 
considering two elements as equivalent when they are different 
will introduce a false equivalence, resulting in information loss 
in the resulting UML model. A generalisation relationship 
between hyponymic elements is also missing in the UML 
model. 

In all these situations, an effective alignment approach is 
required to obtain a successful information system. 
Additionally, it is necessary to ensure that alignment is 
achieved without conflicts (i.e. without loss or redundant 
information). 

The different approaches described in previous studies 
concerning business process and software system levels are 
analysed in this paper. Following that analysis, we propose an 
alignment approach that resolves syntactic and semantic 
conflicts. The first step of the proposed approach includes a set 
of rules for comparing BPMN models to detect equivalencies 
and differences as well as a transformation process for 
converting a set of BPMN models into a UML class diagram 
[6]. The second step provides a method for preserving software 
system level information. 

This paper is organised as follows: Section II presents the 
background of the topic; it introduces the concept of alignment 
and ontology. Section III provides a brief overview of related 
work, while the proposed approach is presented in Section IV. 
Section V presents a case study. Finally, the conclusion 
outlines our objectives for future work. 
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II. BACKGROUND 

A. The Concept of Alignment 
In the literature, various expressions have been used to 

describe the term alignment. Chan [7] refers to alignment by fit 
and synergy. Henderson and Venkatraman [8] use the terms fit, 
integration, and interrelationships. Reich and Benbasat [9] use 
the word linkage. For Ciborra [10], alignment is defined as a 
bridge. Smaczny [11] describes it as fusion. Luftman [12] 
employs the term harmony, while Nickels [13] uses 
congruence. Alignment between business and IT is defined by 
Ullah and Lai [5], as “the optimized synchronization between 
dynamic business objectives/processes and respective 
technological services provided by IT”. According to Luftman 
[12], business-IT alignment concerns the application of IT in a 
timely and a suitable manner, in harmony with business 
strategies, goals and needs. For Luftman [12], this definition 
considers the way IT is aligned with the business, and the way 
the business should or could be aligned with IT. In present 
work, we define alignment of a target level with a source level 
as a method that ensures the continued operation of the target 
level, while remaining suitable to the source level. 

B. Ontology 
Ontology is defined as an “explicit specification of a 

conceptualization” [14]. Domain ontologies are ontologies 
built on a particular knowledge domain. There are many 
domain ontologies such as MENELAS (in the medical domain) 
[15] and TOVE (in the business management domain) [16]. 
The domain ontology is a semantically rich model (it can 
express equivalence, inverse, disjunction, symmetry, 
transitivity, etc.), and is defined as an exhaustive list of 
concepts (ontology class) and relations between these concepts 
describing a particular domain (e.g. Medicine, Business, E-
Government). 

III. RELATED WORK 
In a previous work [17], we proposed a pattern system as a 

guideline, to help organizations apply the alignment. In 
addition, a systematic literature review was conducted [18] to 
present various approaches to the alignment of business 
requirement, business process and software system levels, that 
use different modelling languages. 

In this study, we focus on UML and BPMN languages, 
because they are standards defined by the Object Management 
Group (OMG). More precisely, we focus on a business process 
level modelled by BPMN and a software system level 
modelled by a UML class diagram. 

BPMN and class diagrams are subjects of interest in 
different approaches. Amr et al. [19] propose an MDA 
approach for transforming a BPMN source model into a UML 
class diagram, using a set of transformation rules. Brdjanin et 
al. [20] present an approach for the automated generation of a 
conceptual database model represented by a UML class 
diagram from a single BPMN model. Brdjanin et al. [21] take a 
set of business process models into account. Khlif et al. [22] 
describe an approach to transform a business process model 
into a class diagram, based on aspects descriptions. Rhazali et 
al. [23] suggest a set of rules for transforming a BPMN model 

into a use case, state and class diagrams. Cruz et al. [24] 
propose an approach to obtain a data model from a business 
process model. Cruz et al. [25] present rules to transform a set 
of business process models into a data model. Kriouile et al. 
[26] describe an approach to transform a BPMN model into a 
domain class model. Bousetta et al. [27] propose an approach 
for building a domain class diagram based on a BPMN model, 
using a set of business rules. 

In organizations, models of both levels usually exist. An 
analysis of existing approaches makes it clear that all existing 
approaches propose transformation from the source level into 
the target level. However, an approach-based transformation is 
not always sufficient to apply alignment when business process 
and software system models exist. In fact, these approaches can 
cause a loss of information. Fig. 1 presents the result of 
applying one of the existing approaches. M1 represents the 
business process level model, while M2 represents the software 
system level model. 

Let X, Y and Z be three models belonging to business 
process level (M1). X contains elements A, F, K and I. Y 
contains elements B and J, while Z contains elements G and H.  
Model M2 contains elements D and E. The existing approaches 
can generate a new UML class diagram (M2’), containing 
T(A), T(F), T(K), T(I), T(B), T(G) and T(H), which represent 
the results of the transformation of elements A, F, K, I, B, G 
and H respectively. 

We note that M2’ differs from model M2. Therefore, 
information D and E associated with the existing UML class 
diagram, will be lost after alignment (TABLE I, column 2). 
None of the existing approaches consider all BPMN elements 
frequently used in organizations (complete metamodel), which 
provide a detailed description of the models and which belong 
to the latest BPMN 2.0.2 specification [28], such as all task 
types or all data types (TABLE I, column 3). The majority of 
approaches take a single model at the source level into 
consideration. Only two existing approaches ([21] and [25]) 
have achieved transformation using a set of BPMN models as a 
source (TABLE I, column 4). 

 
Fig. 1. Application of Existing Transformation Approaches. 
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TABLE I. SYNTHESIS OF APPROACHES 

Ref. Preserving information Complete BPMN MM Set of BPMN models 
Syntactic aspect Semantic aspect 

Id Inc Ab Ac S Hp Hm 

[19] - - - - - - - - - - 

[20] - - - - - - - - - - 

[21] - - x x - - - - - - 

[22]  - - - - - - - - - - 

[23] - - - - - - - - - - 

[24] - - - - - - - - - - 

[25] - - x x - - - - - - 

[26] - - - - - - - - - - 

[27] - - - - - - - - - - 

Because models X, Y and Z are usually created 
independently, they include many types of heterogeneity. All 
approaches considering a set of BPMN models align models 
elements syntactically. However, they only test identity: the 
string equality of elements. They do not detect other 
correspondences, such as inclusions (e.g. element A, “Medical 
Office” in X and element B, “Office” in Y), abbreviations (e.g. 
“Qty” and “Quantity”) and acronyms (e.g. "UOM" and "Unit 
Of Measure") (TABLE I, column 5). Moreover, none of these 
studies take semantic aspects into account (TABLE I, column 
6). They do not detect synonymy (e.g. element F, "Doctor" in 
X and element G, "Medical Practitioner" in Z), homonymy 
(e.g. element I, "Invoice" (of Patient) in X, and element J 
"Invoice" (of Supplier) in Y), or hyponymy (a semantic 
relationship between terms where the meaning of one is 
included in another, more general term) (e.g. element K, 
“Patient” in X and element H, “Diabetic” in Z). 

As shown in Fig. 1, these heterogeneities can cause 
conflicts when models are aligned and may introduce problems 
and inconsistencies in the resulting UML model. Indeed, if 
alignment approaches based on identity only consider two 
BPMN elements (belonging to X and Y) to be different when 
they are equivalent, they will introduce a false difference and 
therefore redundancy in the UML model. For example, we can 
find both T(A) “Medical Office” and T(B) “Office” in the 
UML model. Worse, considering two elements (belonging to X 
and Y) as equivalent when they are different will introduce a 
false equivalence, resulting in information loss in the resulting 
UML model. For example, only T(I) “Invoice” (of Patient) can 
be found in the UML model, and not “Invoice” (of Supplier). A 
generalisation relationship between hyponymic elements is 
also missing in the UML model. For example, the 
generalisation relationship between element T(K) “Patient” and 
element T(H) “Diabetic”. 

We synthesize the existing approaches in TABLE I 
according to the following criteria: preserving information, 
considering complete BPMN metamodel (MM), considering a 
set of BPMN models, considering syntactic aspects (we note 
syntactic comparison, the comparison strings of model 
elements’ letters. It indicates if the approach detects identity 
(Id), inclusions (Inc), abbreviations (Ab) and acronyms (Ac)), 

and considering semantic aspects (we note semantic 
comparison, the comparison of the meaning associated with the 
model’s elements). It indicates if the approach detects 
synonymy (S), hyponymy (Hp) and homonymy (Hm). In 
TABLE I, “x” indicates that a criterion is considered. 

This analysis of existing approaches reveals the need for an 
alignment approach that preserves existing information, uses a 
set of BPMN models and considers most used BPMN 
elements. Moreover, our objective is to propose how to find 
real equivalences and real differences and how to get UML 
result model without conflicts. 

IV. PROPOSED APPROACH 

A. Overview of the Proposed Approach 
The aim of the proposed approach is to align the software 

system level with the business process level, without losing 
information and without conflict. 

We present an alignment system in Fig. 2 that takes a set of 
BPMN models as input and outputs the resulting UML model. 
It encompasses two steps: 

1) Step 1: Comparison and transformation 
a) Comparison of BPMN models: Our goal is to provide 

a semantic comparison approach that also integrates syntactic 
aspects. The model comparison subsystem takes BPMN 
models as input and returns (1) a comparison table containing 
the correspondence between elements (equivalent, different 
and hyponymic elements) and (2) isolated elements (those 
without equivalent, homonym or hyponym in another model). 
It is a syntactic and semantic rules-based system (presented in 
section IV.C.1), driven by a comparison process. We use 
strategies based on semantic properties to take semantic 
aspects into account. Therefore, our system refers to a domain 
ontology that will provide semantically relevant information 
for decision-making during the comparison (example: two 
ontology classes are semantically equivalent, two elements are 
hyponyms presented by an ontology class and its ontology 
subclass, etc.). 
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Fig. 2. Representation of Our Alignment Approach. 

In addition, our system relies on several other resources to 
complete these comparisons. We use an acronym dictionary1, 
an abbreviation dictionary2, and a dictionary of synonyms3.  

b) Transformation of BPMN models into a UML model: 
This subsystem consists of the application of rules to 
transform a set of BPMN models (M1) into a generated UML 
class diagram (M2’), based on a comparison table and 
following a transformation process. Transformation rules 
based on MDA are presented in our previous work [29]. In the 
present work, we update the transformation process from 
BPMN models into a UML model, considering syntactic and 
semantic aspects (presented in section IV.C.2)). 

By applying the rules of syntactic and semantic 
comparison, we can detect real equivalences and real 
differences, and thus obtain a UML result model without 
conflicts (Fig. 3). By identifying F and G as semantically 
equivalent, we are left with only one element, T(F), and 
therefore do not have redundancy in UML diagram M2'. 
Additionally, identifying A and B as syntactically equivalent 
results in only one element T(A), and thus no redundancy in 
M2'. Identifying I and J as homonyms produces two result 
elements, T(I) and T(J), in M2'. Finally, identifying K and H as 
hyponyms produces a generalisation relationship between the 
two resulting elements T(K) and T(H) in M2'. 

2) Step 2: Fusion: This step consists of creating a fusion 
between the UML class diagram (M2’) generated in step 1 and 
the existing UML class diagram (M2). We have previously 
demonstrated the results of this phase; the comparison and 
fusion meta-models were published in [30]. This solution also 
takes into account the syntactic and semantic aspects of the 
two class diagrams elements. 

The result is a final UML class diagram (M2”). By 
applying the two steps illustrated in Fig. 3, the target level is 
completed, as it contains the information related to the existing 
class diagram (M2) as well as the information related to the 
generated class diagram (M2’). 

1 https://www.dictionary.com/e/acronyms/ 
2 http://theleme.enc.sorbonne.fr/dico.php 
3 http://wordnet.princeton.edu/ 

B. Example of BPMN Models 
This approach can be applied to several BPMN models 

such us collaboration or process diagrams. In this section, we 
present a set of BPMN collaboration diagrams. To illustrate 
our approach, we use an example representing the business 
process level of a medical field. 

A collaboration diagram can contain several elements: 
pool, lane, event, task, gateway, message flow, message, 
sequence flow, data, data association, artifact and association. 
A pool can refer to a process or can be a black box. A lane is a 
sub-partition within a pool; it can contain a set of events (facts 
that occur during the process), tasks (atomic work performed in 
a process), or gateways (controlling the convergence or 
divergence of flows in a process). A task can appear as a send 
task, a receive task, a service task, a user task, a manual task, a 
business rule task, or a script task. A message flow may 
contain a message (in the present work, we suppose that a 
message flow contains a message), and links source and target 
elements (pools, events, or tasks). A sequence flow connects a 
source and a target element (events, tasks, or gateways). Data 
provides information about what tasks need to be performed 
and/or what they produce. There are four types of data: data 
object, data store, data input or data output. A data association 
links source data or target data to a task. An artifact can be in 
the form of a group or a text annotation. It aims to provide 
more clarity to the process. An association links an artifact 
with a BPMN element. 

 
Fig. 3. Result Model without Conflicts or Information Loss. 
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Fig. 4. Model X - Patient Consultation in a Medical Office. 

Fig. 4 can illustrate the collaboration diagram (model X) 
for a patient consultation in a medical office. It is composed of 
two pools: “Patient”, which is a black box and “Medical 
Office”, which contains the lanes “Receptionist” and “Doctor”. 
The diagram begins when a patient arrives at the medical 
office. The receptionist performs the first task, “Display 
Appointment”, which has a data object “Appointment” as 
output. The receptionist then searches for the patient in a 
patient list. If a patient file exists, the receptionist displays the 
patient’s information. If not, the receptionist initiates the 
patient file, adds details and saves the file. The doctor then 
displays the patient file and initiates a prescription. The date of 
the prescription is identified. Then, the doctor enters details, 
saves the file, and sends the prescription. Next, the receptionist 
initiates an invoice, and its date is identified. The receptionist 
then enters details, saves the file, and sends the invoice. 

Fig. 5 can represent the second collaboration diagram 
(model Y) placing orders with suppliers. It contains two pools: 
“Supplier”, represented as a black box, and “Office” which 
contains two lanes (“Assistant” and “Doctor”). The first task is 
“Initiate Purchase Order” performed by the assistant. It has as 
an output the data object “Purchase Order”. Then the date of 
the purchase order is identified. Next, the assistant adds details, 
and saves the purchase order. Then, the doctor displays, 
modifies and validates the purchase order. Next, the assistant 
sends the purchase order and then receives the invoice from the 
supplier. 

Fig. 6 can illustrate the third collaboration diagram (model 
Z), for monitoring patients with diabetes. It contains two pools: 
“Diabetic”, represented as a black box, and “Medical Office”, 
which contains two lanes (“Assistant” and “Medical 
Practitioner”). The first task is “Search Patient File” executed 
by the assistant. Its input is the data store “Patient File”. If the 
patient is diabetic, the patient file is exposed. If the patient 
needs an appointment, the assistant initiates the appointment, 
adds details, saves and sends the appointment to the diabetic. 
Then the medical practitioner exposes the appointment. 

 
Fig. 5. Model Y - Ordering from Suppliers. 

 
Fig. 6. Model Z - Monitoring Diabetics. 

C. Comparison and Transformation Subsystems 
In this section, we present the details of our approach. We 

first present the comparison of BPMN models, then the 
transformation of those BPMN models into a UML class 
diagram. 

1) Comparison of BPMN models: Our goal is to compare 
BPMN models syntactically and semantically. To do so, we 
follow the model comparison process detailed in 
Section IV.C.1)a), which applies the BPMN element 
comparison rules described in Section IV.C.1)b). 

a) Comparison process: We apply a comparison 
between each two models. To create a UML class diagram, we 
create classes before their operations. To do this, we first 
compare BPMN elements that will be transformed into 
classes:  1) Pools, 2) lanes, 3) messages and 4) data of non 
manual task and direct object (DO) of all types of task (except 
manual task) without data, send task that have a data in its 
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input and receive task that have a data in its output). We call 
the fourth category of elements: “selected elements”. Next, we 
compare BPMN elements that will be transformed to 
operations: tasks related to equivalent selected elements. 

The BPMN elements that will be transformed to 
associations, aggregations, attributes, and multiplicities 
[presented in Section IV.C.2)] are not concerned by 
comparison, because they are not named elements and 
therefore cannot be compared syntactically and semantically. 
The elements events, gateways, manual tasks, data related to 
manual tasks, sequence flows, and artifacts are not considered 
also in this comparison, because they will not appear in the 
resulting UML model (they do not have an equivalent in the 
UML class diagram). 

In order to compare BPMN models, we follow the steps of 
the comparison process (Fig. 7), in this order: search equivalent 
pools, search hyponym pools, search equivalent lanes 
belonging to equivalent or hyponym pools, search hyponym 
lanes belonging to equivalent or hyponym pools, search 
equivalent messages, search homonym messages, search 
equivalent selected elements belonging to equivalent or 
hyponym pools, search homonym selected elements, and 
finally search equivalent tasks related to equivalent selected 
elements. 

Pools are not concerned with homonymy because BPMN 
models are designed for the same domain. For example, if 
“office” is found in the first model meaning medical office, and 
"office" is also found in the second model, it will refer to a 
medical office there as well, and not, for example, a lawyer's 
office. The same is true for lanes: two homonymic lanes cannot 
belong to equivalent pools. 

b) Comparison rules: We define a mathematical 
framework to express formally our approach. We present the 
comparison rules by the predicate language.  So, we needed to 
express, in predicate logic, BPMN model (representing input 
of system), ontology and other resources (representing the 
system references). For that, we realised transformations, in 
the Model Driven Architecture (MDA) context: 

i) The first transformation concerns BPMN model into 
logical model that generates a set of predicates representing 
BPMN elements to compare: 

• Element(e,M): The element Pool or Lane “e” belonging 
to the model “M”. 

• Pool(P,M): The pool “P” belonging to the model “M”. 

• Lane (L,P,M) : The Lane “L” belonging to the pool 
“P”and the model “M”. 

• Message (m, SourceP, TargetP,M): The message “m” 
relating the source Pool “SourceP” and the target Pool 
“TargetP”, belonging to the model “M”. 

• SelectedElement(E, P, M) : The selected element “E”, 
belonging to the pool “P” and the model “M”. 

• Task (T, in, out, L, P, M) : The task “T”, with the input 
data “in”, and the output data “out”, belonging to the 
Lane “L”, the pool “P”  and the model “M”. 

ii) The second transformation concerns OWL ontology 
(conform to an extract of OWL metamodel [31]) into logical 
model. The transformation generates a set of predicates 
representing OWL ontology, such as: 

• equivalentOntoClass(C1, C2): The ontology classes 
“C1” and “C2” are equivalent. 

• OntoSuperClassOf(C1, C2): The ontology class “C1” is 
subclass of the ontology class “C2”. 

Other system references are presented as follows: 

• DicAcronyms(elt1,elt2): “elt1” and “elt2” are 
acronyms. 

• DicAbbreviation(elt1,elt2) :“elt1” and “elt2” are on 
abbreviation relation. 

• DicSynonymy(elt1,elt2) :“elt1” and “elt2” are 
synonyms. 

To complete rules expression, we define a set of facts from 
programming languages, such as equality of two strings, and 
inclusion of two strings: 

• String(elt) : “elt” is a character string. 

• InclusionString(s1,s2) : means that the character string 
“s1” is included in the character string “s2”. 

• EqualString(s1,s2): The two strings “s1” and “s2” are 
equal. 

 
Fig. 7. Comparison Process. 
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Our system is based on a set of comparison rules which are 
characterized by a name and it is composed of a set of 
parameters (e.g. elements to compare, first model and second 
model) that have a name. A rule can call one or more other 
rules. 

We present the comparison rules of models below. 

• CR1 : Rule of syntactic identity of elements 
Syntactic_Identity�elti , eltj�  ⇔ EqualString (elti , eltj) 

Two elements elti and eltj are syntactically identical if and 
only if they have the same name. 

Example: The pool “Medical office” in X and the pool 
“Medical office” in Z. 

• CR2:  Rule of syntactic equivalence of elements 

Equivalence_Syntactic_Elts�elti , eltj� ⇔ [Syntactic_Identity (elti , eltj)  ∨
 InclusionString �elti , eltj� ∨  InclusionString �eltj , elti�  ∨
DicAcronyms�elti , eltj�  ∨  DicAbbreviation(elti , eltj)]  

Two elements elti and eltj are syntactically equivalent if 
and only if they are identical, or if there is a relationship of 
inclusion, acronym or abbreviation of them (according to 
dictionaries). 

Example: The pools “Medical Office” in X and “Office” in 
Y. 

• CR3: Rule of semantic equivalence of elements 
Equivalence_Semantic_Elements(elti , eltj) ⇔   

[(DicSynonymy�elti , eltj� ∨ (∃e String(e) ∧
Equivalence_Syntactic_Elts(elti , e) ∧ DicSynonymy�e, eltj�) ∨
(∃c String(c) ∧ Equivalence_Syntactic_Elts�eltj , c� ∧
DicSynonymy(c, elti)) ∨ (∃e String(e) ∧ ∃c String(c) ∧
Equivalence_Syntactic_Elts�eltj , e� ∧ Equivalence_Syntactic_Elts(elti , c) ∧
DicSynonymy(e, c)))  

∨ (equivalentOntoClass�elti , eltj� ∨ (∃e String(e) ∧
Equivalence_Syntactic_Elts(elti , e) ∧ equivalentOntoClass(e, elt)) ∨
(∃c String(c) ∧ Equivalence_Syntactic_Elts�eltj , c� ∧
equivalentOntoClass(c, elti)) ∨ (∃e String(e) ∧ ∃c String(c) ∧
Equivalence_Syntactic_Elts�eltj , e� ∧ Equivalence_Syntactic_Elts(elti , c) ∧
equivalentOntoClass(e, c)))]  

Two elements elti and eltj are semantically equivalent if and 
only if one of these conditions is satisfied: 

o elti (or a character string syntactically equivalent to 
elti) is synonymous with eltj (or a character string 
syntactically equivalent to ej), according to a 
synonym dictionary. 

o there are two classes in the domain ontology with 
the same names of elti and eltj (or a character string 
syntactically equivalent to elti and eltj), which are 
equivalent. 

Example: The lanes “Receptionist” in X and “Assistant” 
in Y. 

• CR4: Rule of hyponyms of elements (Pool or Lane) 
Hyponym_Elements(elti , eltj, Mi, Mj) ⇔  [Element(elti , Mi) ∧
Element(eltj, M2) ∧ (OntoSuperClassOf�elti , eltj� ∨ (∃e String(e) ∧
Equivalence_Syntactic_Elts(elti , e) ∧ OntoSuperClassOf�e, eltj�) ∨
(∃c String(c) ∧ Equivalence_Syntactic_Elts�eltj , c� ∧
OntoSuperClassOf(elti, c)) ∨ (∃e String(e) ∧ ∃c String(c) ∧
Equivalence_Syntactic_Elts(elti , e) ∧ Equivalence_Syntactic_Elts�eltj, c� ∧
OntoSuperClassOf(e, c))) ]  

An element (Pool or Lane) elti is a hyponym of an element 
eltj if and only if, in a domain ontology, one ontology class 
with the same name of elti (or a character string syntactically 
equivalent to elti) is an ontology subclass of eltj (or a character 
string syntactically equivalent to eltj). 

Example: The pool “Diabetic” in Z is a hyponym of the 
pool “Patient” in X. 

• CR5: Rule of Equivalent Pools 
Equivalence_Pools�Pi, Pj, Mi, Mj� ⇔ [Pool(Pi, Mi) ∧  Pool�Pj, Mj� ∧
(Equivalence_Syntactic_Elts�Pi, Pj� ∨
Equivalence_Semantic_Elements(Pi, Pj) )]  

Two pools Pi and Pj  are equivalent if and only if they are 
syntactically or semantically equivalent. 

Example: The pool “Medical Office” in X and the pool 
“Medical Office” in Z. 

• CR6: Rule of Equivalent lanes 
Equivalence_Lanes�Li, Lj, Mi, Mj�  ⇔ [Lane(Li, Pi, Mi) ∧ Lane�Lj, Pj, Mj� ∧
(Equivalence_Syntactic_Elts�Li, Lj� ∨
Equivalence_Semantic_Elements(Li, Lj))]  

Two lanes Li and Lj  are equivalent if and only if they are 
syntactically or semantically equivalent. 

Example: The lane “Doctor” belonging to the pool 
“Medical Office” in X and the lane “Medical Practitioner” 
belonging to the pool “Medical Office” in Z. 

• CR7: Rule of Equivalent messages 
Equivalence_Messages�mi, mj, Mi, Mj� ⇔
[Message(mi SourcePi, TargetPi, Mi) ∧
Message�mj, SourcePj, TargetPj, Mj� ∧
(Equivalence_Syntactic_Elts�mi, mj� ∨
Equivalence_Semantic_Elements(mi, mj)) ∧
((Equivalence_Pools�SourcePi, SourcePj, Mi, Mj� ∨
Equivalence_Pools�SourcePi, TargetPj, Mi, Mj� ∨
(Hymonym_Elements(SourcePi, SourcePj, Mi, Mj) ∨
Hymonym_Elements(SourcePj, SourcePi, Mi, Mj)) ∨
(Hymonym_Elements(SourcePi, TargetPj, Mi, Mj) ∨
Hymonym_Elements(TargetPj, SourcePi, Mi, Mj))) ∧
(Equivalence_Pools�TargetPi, SourcePj, Mi, Mj� ∨
Equivalence_Pools�TargetPi, TargetPj, Mi, Mj� ∨
(Hymonym_Elements(TargetPi, SourcePj, Mi, Mj) ∨
Hymonym_Elements(SourcePj, TargetPi, Mi, Mj)) ∨
(Hymonym_Elements(TargetPi, TargetPj, Mi, Mj) ∨
Hymonym_Elements(TargetPj, TargetPi, Mi, Mj))))]   
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Fig. 8. Representation of Two Messages Mi and Mj. 

Two messages mi and mj (Fig. 8) are equivalent if and only 
if: 

o they are syntactically or semantically equivalent. 

o and their source and target pools are equivalent or 
hyponyms. 

Example: The message “Appointment” connecting the 
pools “Medical Office” and “Patient” in X and the message 
“Appt” connecting the pools “Medical Office” and “Diabetic” 
in Z. 

• CR8: Rule of homonym message 
Homonym_Messages�mi, mj, Mi, Mj�

⇔ [Message(mi SourcePi, TargetPi, Mi)
∧ Message�mj, SourcePj, TargetPj, Mj�
∧ Equivalence_Syntactic_Elts�mi, mj�
∧ (¬Equivalence_Pools�SourcePi, SourcePj, Mi, Mj�
∨ ¬Equivalence_Pools�SourcePi, TargetPj, Mi, Mj�
∨ ¬Equivalence_Pools�TargetPi, SourcePj, Mi, Mj�
∨ ¬Equivalence_Pools�TargetPi, TargetPj, Mi, Mj�)] 

Two messages mi and mj (Fig. 8) are homonyms if and only 
if: 

o they are syntactically equivalent. 

o if at least one of their source or target pools are not 
equivalent. 

Example: The message “Invoice” in X and the message 
“Invoice” in Y. 

• CR9: Rule of equivalent selected elements. 
Equivalence_SelectetElements�ei, ej, Mi, Mj�  ⇔
[SelectedElement(ei, Pi, Mi) ∧ SelectedElement�ej, Pj, Mj� ∧
(Equivalence_Syntactic_Elts�ei, ej� ∨
Equivalence_Semantic_Elements(ei, ej)) ∧
(∄miMessage(mi, SourcePi, TargetPi, Mi) ∧
Equivalence_Syntactic_Elts(ei , mi) ∧
∄mjMessage�mj, SourcePj, TargetPj, Mj� ∧
Equivalence_Syntactic_Elts�ej , mj� ∧
Homonym_Messages�mi, mj, M1, M2�)]  

Two selected elements ei and ej are equivalent if and only if: 

o they are syntactically or semantically equivalent. 

o and there is no homonyms messages with the same 
name of selected elements. 

Examples: The selected element “Patient” in X and the 
selected element “Patient File” are equivalent. 

• CR10: rule of Homonyms selected elements 
Homonym_SelectetElements�ei, ej, Mi, Mj�  ⇔
[SelectedElement(ei, Pi, Mi) ∧ SelectedElement�ej, Pj, Mj� ∧
((∃miMessage(mi, SourcePi, TargetPi, Mi) ∧
Equivalence_Syntactic_Elts(ei , mi) ∧
∃miMessage�mj, SourcePj, TargetPj, Mj� ∧
Equivalence_Syntactic_Elts�ej , mj� ∧
Homonym_Messages�mi, mj, Mi, Mj�) ∨
((Equivalence_Syntactic_Elts�ei, ej� ∧
(¬Equivalence_Pools�Pi, Pj, Mi, Mj�) ∨
¬Hymonym_Elements(Pi, Pj, Mi, Mj))]  

Two selected elements ei and ej are homonyms if and only 
if: 

o there are homonyms messages with the same name 
of selected elements. 

o or, they are syntactically equivalent and belong to 
non-equivalent and non-hyponym pools. 

Example: The selected element “Invoice” in X and the 
selected element “Invoice” in Y. 

• CR11: Rule of Equivalent tasks  
Equivalence_Tasks�Tj, Tj, Mi, Mj� ⇔ [Task(Ti, typeti, dINi, dOUTi, Li, Pi, Mi) 

∧ Task�Tj, typetj, dINj, dOUTj, Lj, Pj, Mj�
∧ (Equivalence_Syntactic_Elts�Ti, Tj)�
∨ Equivalence_Semantic_Elements(Ti, Tj)]] 

Two tasks Ti and Tj are equivalent if and only if are 
syntactically or semantically equivalent. 

Example: The task “Display Appointment” in X and the 
task “Display Appt” in Z. 

c) Comparison table: We apply the process and the 
comparison rules on the examples of BPMN models presented 
in section IV.B, by referring to an ontology of the medical 
field as well as dictionaries. We choose OWL (Ontology Web 
language) ontology because it is a W3C4 recommendation, and 
the metamodel OWL was defined by Ontology Definition 
Metamodel specification of OMG. To compare these models, 
we can find in ontology of medical domain several 
information. For a reason of space, we present bellow two 
information: Two equivalent ontology OWL classes, and the 
ontology OWL class “Patient” and its sub class “Diabetic”: 
<owl:Class rdf:ID="Doctor"> 
<owl:equivalentClass rdf:resource="#Medical Practionnar"/> 

    </owl:Class> 

<owl:Class rdf:ID="Diabetic"> 

        <rdfs:subClassOf rdf:resource="#Patient"/> 

</owl:Class> 

4 www.w3.org 
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TABLE II. COMPARISON TABLE 

 X Y Z Equiv 
syn/sem Hypo Hom Decision RCX  RCY RCZ 

Pools 
Medical Office Office Medical Office Yes - - Equivalent Medical Office Medical 

Office Medical Office 

Patient - Diabetic - Yes - Hyponymy  Patient Diabetic  - 

Lanes 
Receptionist Assistant Assistant Yes  - - Equivalent Receptionist Receptionist    Receptionist 

Doctor Doctor Medical Practitioner Yes - - Equivalent Doctor Doctor Doctor 

Messages 
Appointment - Appt Yes - No Equivalent Appointment Appointment - 

Invoice Invoice - Yes - Yes Different Invoice_Patient Invoice_ 
Supplier - 

Selected 
Elements 

Invoice  Invoice  - Yes - Yes Different Invoice_Patient Invoice_ 
Supplier - 

Appointment - Appt - -  Equivalent Appointment Appointment - 

Patient  - Patient File  Yes - No Equivalent Patient -  Patient 

Tasks 

Display 
Appointment - Expose Appt - - - Equivalent Display 

Appointment - Display 
Appointment 

Display Patient - Expose Patient File - - - Equivalent Display Patient - Display Patient 

Search Patient - Search Patient File - - - Equivalent Search Patient - Search Patient 

We obtain the comparison table (TABLE II), after the 
elimination of duplicate elements. The first four columns 
present the elements of the models X, Y and Z to be compared, 
the fifth column presents whether or not the elements are 
syntactically or semantically equivalent. The sixth column 
shows whether or not the elements are hyponyms. The seventh 
column presents whether or not the elements are homonyms. 
The eighth column presents the final decision (equivalence, 
hyponymy or difference). 

In order to choose the appropriate name of UML result 
elements (in the second subsystem of transformation), we base 
on the decision of column 8 to rename elements in the three 
last columns called RCMi (Mi represents X, Y or Z), as 
following: (1) If the decision is “Equivalent”, we rename the 
elements of model X, Y and or Z using the name of the first 
column. (2) If the decision is “Hyponymy”, we keep the same 
name of the elements of the model. (3) If the decision is 
“Different”, we use the name of the element and we add “_the 
name of the pool that is different to the pool of the other 
element”. 

2) Transformation of BPMN models into UML class 
diagram: In order to transform BPMN models into a UML 
class diagram we apply a transformation process (Fig. 9) 
based on the comparison table presented in section IV.C.1)c). 
This process is based on 18 transformation rules presented in 
detail in our previous work [29]. This process is presented in 
the form of a series of steps based on BPMN notation as 
follow (Fig. 9): 

• Transformation of task: this sub-process is based on 12 
rules related to tasks (considering their types and if they 
are linked to data or not) and call one other rule                                                                                                                                                                       

related to data. At the end of this step, the UML class 
diagram can be constituted of classes, attributes, 
operations, associations and multiplicities. 

• Transformation of pool and/or lane: this sub-process 
generates classes, attributes, and aggregations after this 
step. 

• Transformation of relationship between (pool or lane) 
and task: it generates associations and multiplicities. 

• Transformation of message: it generates classes and 
attributes. 

• Transformation of relationship between message and 
element (pool, task or event): it generates associations 
and multiplicities. 

For those first fifth sub process, we: 

• Identify an element “i” of a model Mi 

• Apply the corresponding rule (according to the element 
identified). If the element belongs to the column Mi in 
the comparison table, the name of the element (class or 
operation) that will be used corresponds to the RCMi 
column. In addition, a check is performed to determine 
whether an element (class, operation or association) of 
the class diagram has already been created by another 
rule. If it has: 

o All the instructions associated with that rule are 
applied, except creation of the element. 

o If an association already exists, such that the 
multiplicities are different, the existing association 
is kept, and the union of multiplicities is applied 
for each end of the association. 
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Fig. 9. The Transformation Process. 

• Creation of a generalisation relationship between 
hyponymic elements. In this sub-process, we: 

o Identify hyponymic elements. 

o Create a generalisation relationship between 
elements. When transforming an element “i” of 
model Mi, if the element belongs to the column Mi 
in the comparison table, the name of the element 
class that will be used corresponds to the RCMi 
column. 

V. CASE STUDY 
In order to illustrate the application of the first step of our 

proposed approach, the three BPMN models represented in 
section IV.B, are transformed into a UML class diagram (Fig. 
10) by applying our transformation process and rules and by 
referring to the comparison table. Resulted model represents 
the output of step 1 (M2’ UML model). 

We note that there is no redundancy in the classes. Indeed, 
for example, we find only the class "Medical Office" instead of 
having in addition the class "Office", only the class "Doctor, 
instead of having in addition the class "Medical Practitioner", 
only the class "Receptionist" instead of having in addition 
another class "Assistant", a single class "Appointment" instead 

of having in addition the class "Appt". Moreover, we don’t find 
redundancies in class operations. In fact, for example, we find 
a single "displayAppointment()" operation, and not a second 
"exposeAppt()", we also found a single "displayPatient()" 
operation, and a single "searchPatient()" operation. Also, we 
don’t find a loss information by finding the two classes 
"Invoice_Patient" and "Invoice_Supplier". Finally, we find a 
generalisation relationship between the "Diabetic" and 
"Patient" classes. 

We present the resulted elements of the first step of 
transformation process (classes, attributes, associations, 
multiplicities) by black color. At the second step, the resulted 
elements (classes, attributes, aggregations, multiplicities) are 
illustrated using blue color. The resulted elements (associations 
and multiplicities) after the third step are mentioned using 
green color. After the fourth step, we didn’t add new element 
because they were created in the previous steps. After the fifth 
step, the added or modified elements (associations, 
multiplicities) are illustrated by red color. Finally, we illustrate 
the resulted generalisation relationship, using yellow color. 

To create the result UML model M2", we merge (by 
applying the fusion subsystem, already developed in our 
previous works), M2 model which can represent the existing 
software level in medical field and this M2’ resulted model.  

 
Fig. 10. Resulted Class Diagram UML Model M2’.
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VI. CONCLUSION 
In this paper, we propose a method for aligning software 

system level with business process level without conflicts, by 
considering a set of models at the source level. 

We responded to the limitations of existing work. In fact, 
by applying the rules of syntactic and semantic comparison, we 
can detect real equivalences and real differences, and thus 
obtain a UML result model without conflicts. Indeed, by 
identifying two elements as semantically equivalent, we are left 
with only one element, and therefore do not have redundancy 
in UML diagram; additionally, identifying two elements as 
syntactically equivalent results in only one element, and thus 
no redundancy in result model. Identifying two elements as 
homonyms produces two result elements in UML model. 
Finally, identifying two elements as hyponyms produces a 
generalisation relationship between the two resulting elements 
in result model. 

We have implemented a first version of our approach, 
which allows us to facilitate and automate the transformation 
phase. This was accomplished using the Java programming 
language in the Eclipse development environment. The tool 
takes a set of xpdl files as input. Each file is a representation of 
a BPMN model. An xmi file is generated from this input, 
which is later converted into a UML class diagram. It is tested 
through a case study in the field of telecommunications. Our 
intent is to update this module by considering syntactic and 
semantic aspects. We aim also proposing the alignment of 
BPMN models with UML model to realise a more complete 
alignment. 

The syntactic and semantic comparison of BPMN models 
resulted in our work can be used in the first step of a research 
theme, which is the fusion of the BPMN models, in the context 
of organizations’ merge. 
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Abstract—Artificial Neural Networks (ANN) is one of the 
main and widespread tools for creating intelligent systems. And, 
they are actively used for data analysis in many areas such as 
robotics, computer vision, natural language processing, etc. The 
learning process of ANN is one of the most labor-intensive stages 
in ANN. There are many different modifications of ANNs and 
methods for their training. Currently, deep neural networks are 
becoming one of the most popular methods of machine learning 
due to their effectiveness in areas such as speech recognition, 
medical informatics, computer vision, etc. It is known that ANN 
training depends on the type of input data. In this paper, 
reinforcement learning is considered, as popular method used in 
cases where information is reinforced by signals from the 
external environment with which the model interacts. The 
purpose of this paper is to develop a reinforcement meta-learning 
algorithm that would be efficient in terms of quality and speed of 
learning. However, despite the significant scientific progress in 
deep learning, existing algorithms are not efficient enough to 
solve problems in the real world. In addition, such algorithms 
require a significant amount of learning time, which complicates 
the development process. To solve these problems, the use of 
meta-learning or “learning to learn” algorithms has recently 
been especially relevant. The paper proposes an approach to 
reinforcement meta-learning using a multitasking weight 
optimizer. experimentally shown that the proposed approach is 
more efficient than the known MAML (Model-Agnostic Meta-
Learning) algorithm. The proposed MAML SPSA-Track method 
shows an improvement in efficiency by an average of 4%, and 
MAML SPSA-Delta by 8%, respectively. Moreover, the last 
algorithm spends on average 2 times less time on push-v2 and 
pick-place-v2 tasks. 

Keywords—Multitasking; meta-learning; reinforcement 
learning; neural networks; optimization 

I. INTRODUCTION 
Humans have an innate ability to learn new skills quickly 

and easily. For example, we can look at one instance of a knife 
and distinguish all knives from other cutlery such as spoons 
and forks. Our ability to learn new skills and quickly adapt to a 
new environment based on a small number of examples is not 
just limited to identifying new objects, learning a new 
language, or figuring out how to use a new tool; our 
possibilities are much more diverse. [1], [2]. In contrast, 
machines—specifically, deep reinforcement learning 
algorithms—generally learn quite differently [3]. They require 
very large amounts of data and computational resources to 
achieve acceptable performance. The reason why people can 
learn quickly and adapt to a new environment is that they use 
the knowledge gained from previous experience to solve new 

problems. Similarly, meta-learning uses little experience 
gained from data to solve new problems quickly and 
efficiently. Through this method, it is possible to significantly 
speed up the training of neural networks with reinforcement 
significantly. Neural networks with reinforcement require quite 
large amounts of training data and computational resources. 
Creating such datasets is costly, especially when you need to 
involve a domain expert. While pre-training is useful, these 
approaches become less efficient for domain-specific 
problems, which it still requires large amounts of task-specific 
labeled data to achieve good performance. In addition, some 
existing problems are characterized by a wide and unbalanced 
distribution of data, which can make it difficult to collect 
training examples [4]. On the other hand, it is possible to use a 
pre-trained network from another task and then finish training 
it on the current small training set. However, depending on the 
specifics of the problem, this is not always possible, especially 
if the task on which the neural network was trained is 
significantly different. It is important to note that the ability to 
quickly learn new tasks during model inference is something 
traditional machine learning approaches do not attempt. This is 
what makes meta-learning especially attractive. Meta-learning 
is particularly interesting and can be used for the following 
reasons [5]. 

• The ability to learn from just a few examples. 

• Quick adaptation to new tasks. 

• The ability to create more versatile systems. 

Meta-learning is especially successful in situations where a 
large amount of data is required; for example, robots are tasked 
with learning new skills in the real world and often encounter 
new environments [6]. 

Finally, the task was formally set to develop a meta-
learning algorithm with reinforcement of a machine learning 
model that would be efficient in terms of learning. 

II. LITERATURE REVIEW 
Meta-learning tries to gain general knowledge about the 

target area by learning the set of tasks belonging to it [7]. The 
idea of meta-learning is to train the model by showing it only a 
few examples for each class and [8] then test it on new 
examples from the same classes that were taken from the 
original dataset. 

The author in [9] proposed a formal description of the few-
shot learning task as meta-learning. The data set of each class 
is randomly divided into a support set and a query set. The 
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support set consists of labeled examples that are used to predict 
classes of untagged examples from the query set. The set of 
classes at the training stage does not intersect with the set of 
classes at the testing stage. 

The author in [10] introduced a multitasking loss function 
based on maximizing the Gaussian likelihood with a task-
dependent uncertainty. The proposed single model for all tasks 
outperformed separate models for each task. 

Subsequently, a multitasking approach was applied in [11] 
to solve the problem of character recognition from a small 
number of examples, which led to an improvement in the 
overall recognition efficiency compared to the base model. 

The author in [12] established a close relationship between 
the optimization problems of multitask learning and 
optimization-based meta-learning. Different from existing 
works, this paper focuses on improving the meta-learning 
stage. Only inductive methods that use a meta-learning process 
without prior training are considered. To do this, MAML was 
chosen as an example of the use of optimization-based 
learning, since the works describing this method are among the 
most cited in this field. 

III. MATERIAL AND METHOD 

A. The Task of Reinforcement Meta-Learning 
Reinforcement learning (RL) is one of the methods of 

machine learning, the purpose of which is to find an optimal 
strategy for the behavior of the model in the environment and 
maximize the reward received from the environment 
throughout the entire time the model interacts with the 
environment. The main concepts in RL are the agent and the 
environment: The environment represents the world in which 
the agent lives and interacts. In Fig. 1, at each interaction step, 
the agent observes (perhaps only partially) the state of the 
environment [3]. While the agent then decides what action to 
take. The environment changes when the agent acts on it, but it 
can also change by itself. The agent also receives a reward 
from the environment, a number that tells him how good or bad 
the current state of the world is. Accordingly, the agent's goal 
is to maximize his total reward, called profitability. 
Reinforcement learning methods are approaches by which an 
agent can learn the desired behavior to achieve a goal [13]. 

Reinforcement meta-learning is meta-learning in the field 
of reinforcement learning. Usually, training and test problems 
are different, but they are taken from the same family of 
problems. 

Let's we have a distribution of tasks, each of which is The 
Markov Decision Process (MDP). 

 
Fig. 1. The Cycle of Interaction between the Agent and the Environment [3]. 

 
Fig. 2. A Meta-RL representation Containing Two Optimization Loops [4]. 

𝑀𝑖 ∈ 𝑀 , where 𝑀𝑖 is defined by the set ⟨𝑆,𝐴,𝑃𝑖 ,𝑅𝑖⟩ . In 
Fig. 2, at each iteration of the external cycle, a new 
environment is selected and the parameters that determine the 
behavior of the agent are adjusted using the metal earning 
algorithm. In the inner loop, the agent interacts with the 
environment and maximizes the reward using a reinforcement 
learning algorithm [4], [14]. Note that the general state 𝑆 and 
action space A, so the stochastic policy is: 

𝜋𝜃: S ×  A →  R+ 

Will receive input data that is compatible with different 
tasks. Test items are selected from the same or slightly 
modified distribution M. In general, reinforcement meta 
learning is very similar to regular reinforcement learning, 
except that the last reward 𝑟𝑡−1 and the last action 𝑎𝑡−1are also 
included in the observation in addition to the current state. 𝑠𝑡: 

• In reinforcement learning 𝜋𝜃(𝑠𝑡) → 𝑎 

• In Reinforcement Meta-learning 𝜋𝜃(𝑎𝑡−1,  𝑟𝑡−1, 𝑠𝑡) → 𝑎 

This is done so that the policy will learn the changes 
between states, rewards and actions in the current MDP and 
can adjust its strategy accordingly. This is done so that the 
policy can assimilate the changes between states, rewards and 
actions in the current MDP and can adjust its strategy 
accordingly. 

IV. DEVELOPMENT OF THE TRAINING METHOD 

A. MAML Meta-Learning Algorithm 
Reinforcement meta-learning uses two optimization loops: 

external and internal. During the outer loop, a meta-learning 
algorithm is applied. It is important to note that MAML is 
compatible with any model that can be trained using gradient 
descent, which is its main advantage. There aren’t any 
restrictions on the loss function. The algorithm is applicable to 
such a wide range of problems as regression, classification, and 
reinforcement learning. MAML does not change the structure 
of the learning model, but only changes the network 
parameters in such a way that a small number of gradient 
descent steps are required on a small training dataset of a new 
problem to obtain a good generalization ability on this problem 
[15]. However, this algorithm requires taking second-order 
derivatives, which is the main disadvantage of this algorithm. 

B. Method Formulation of the Problem 
Despite the fact that there are a number of algorithms that 

do a good job of this kind of task, the speed of learning these 
algorithms, even on the most productive equipment, takes an 
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extremely long time. Moreover, due to the dynamism and 
variety of tasks in the real world, the quality of the solution on 
new test problems can be much worse than the quality of 
training ones. So, the goal of this thesis is to develop a 
reinforcement meta-learning algorithm that would be effective 
in terms of quality and speed of learning. Also, during the 
execution of the work, the following tasks were set: 

• Modify the basic MAML (Model-Agnostic Meta-
Learning). An algorithm based on a multitasking 
approach. 

• The tasks of deep learning, reinforcement learning, 
meta-learning, multitasking learning, and reinforcement 
meta-learning have been described. 

• The main approaches to meta-learning were analyzed - 
based on models, metrics and optimization, and modern 
meta-learning algorithms for each approach. 

• Compare the efficiency of the modified and unmodified 
algorithms. 

• The common problem of low efficiency for these 
methods was analyzed in terms of both data and time 
resources spent on training the model. 

• Formally, the task was to develop a meta-learning 
algorithm with reinforcement of a machine learning 
model that would be effective in terms of quality and 
speed of learning. 

V. SOFTWARE IMPLEMENTATION OF THE CONSOLE 
APPLICATION 

A. Architecture and Composition 
 The console application was developed in the popular 

Python programming language for further experiments. Fig. 3 
describes the standard process for developing a strategy model, 
along with the important modules associated with solving the 
problem. 

Meta-World's ML1 environment was used as an 
environment for the agent. To implement the neural network of 
the agent, the torch.nn module of the well-known PyTorch 
framework was used. [16]. 

To realize the basic MAML algorithm and the proposed 
SPSA-Delta and SPSA-Track algorithms, the modules were 
optim and torch. Autograd was used, which presents various 
standard optimization algorithms for training neural networks. 
The training results were written to the hard disk using the 
torch.utils.tensorboard module. PyTorch is one of the most 
popular open-source machine learning frameworks in the 
Python programming language. 

The main PyTorch modules that are used in the software 
implementation are: torch.nn, torch.optim, torch.autograd, 
torch.utils.tensorboard. The torch.nn module defines 
computational graphs and works with gradients, which makes 
it easy to build neural networks. The following module 
torch.optim introduces various optimization algorithms for 
training neural networks. The torch.autograd module 

implements the automatic differentiation method. The 
torch.utils.tensorboard module helps to save and visualize the 
results. 

The first step in any deep learning project involves loading 
and processing training data. Reinforcement learning of a 
model consists of its interaction with the simulated 
environment. Meta-World allows you to design environments 
according to the Env interface of the Gym framework. First, 
we need to create the desired test, and then an instance of the 
environment. A task is assigned to the environment using the 
set_task() method from the corresponding already defined 
training and test tasks of the created test. In the current project, 
a function was described that returns an instance of the 
environment given the benchmark test and the task name task 
name. 

The process of creating the environment of the Meta-World 
framework for the subsequent training of the model is shown in 
Fig. 4. The agent's interaction with the environment is 
implemented through the environment's step() method. For the 
convenience of interacting with the environment, the Runner 
class was described, an instance of which receives from the 
model the action to be performed, passes it to the simulated 
environment and receives from it information about the current 
state, the value of the reward, success rate and other metadata. 
Then, an instance of the ReplayMemory class collects all the 
received information about states, actions, etc. into the 
corresponding tensors in order to further transfer it to the main 
MAML algorithm for processing. The strategy is presented as a 
neural network. To create it, PyTorch uses the corresponding 
torch.nn module. It provides the implementation of all 
commonly used neural network components such as fully 
connected and convolutional layers, activation layers and 
associated loss functions. 

The neural network representing the main strategy consists 
of one hidden layer with a size of 128 neurons and an 
activation function nn.Tanh() between the layers Fig. 5. 

The input of the neural network is a vector of length 39 
about the state of the ML1 Meta-World test environment, at the 
output the neural network gives a vector of length 4 about the 
next action by the agent in the environment. 

 
Fig. 3. Diagram of the Development Process of a Neural Network Model. 
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Fig. 4. The Initialization of the Meta-World Environment. 

 
Fig. 5. The Strategy Neural Network Initialization. 

For each iteration of the meta-learning stage 10 training 
tasks were selected to obtain the needed data. The number of 
adaptation steps of the MAML algorithm was equal to 1, i.e. 
during testing, adaptation to a new problem occurred in one 
step of the gradient descent algorithm. The maximum length 
for a single task in the environment was 500. The maximum 
length for a single task in the environment was 500. The 
reward discount factor was 0.99. 

During the adaptation phase, the weights of the neural 
network were changed with a learning rate factor of 1 × 10−4, 
during the meta-learning phase 1 × 10−3 . The optimization 
method TRPO was used as a meta-optimizer with a maximum 
number of steps for linear search of 15 and a step of 5 × 10−3. 

The neural network was trained for 600 epochs for 
environment with reach-v2, pick-place-v2 tasks and 1200 
epochs for push-v2. Also, the multitasking weight optimizer 
only started optimization after 50 epochs so that the model had 
time to adjust the initially randomized weights according to the 
task and environment. 

B. General Description of the MetaWorld Environment 
Meta World is an open-source simulated test for 

reinforcement meta-learning and multitasking learning, 
consisting of 50 different environments with robotic 
manipulations [17]. Task T in Meta World is defined as a set 
consisting of a reward function, an object's starting position, 
and its target position. Metal-earning makes two important 
assumptions: 

1) Meta-training and meta-testing tasks have a common 
distribution 𝑝(𝑇). 

2) The task distribution 𝑝(𝑇), has a general structure that 
can be used to effectively adapt to new tasks. 

If 𝑝(𝑇) , is defined as a family of variations within a 
specific problem, as in previous works [6], [10], then it is 
unreasonable to hope for a generalization to completely new 
problems. For example, an agent has little chance of being able 
to quickly learn to open a door without ever hitting a door 
before if it has only been trained on a set of uniform and 
narrow tasks during meta-learning. Thus, in order to allow 
reinforcement meta-learning methods to adapt to completely 
new tasks, a sufficiently large set of tasks is needed, where 
continuous changes in parameters cannot be used to describe 
the differences between tasks. In Meta World, all tasks are 
performed by a robotic arm. The action space is a set of two 
elements, consisting of changing the 3D space of the gripper. 

Actions in this space range from -1 to 1. The observation 
space is represented as a set of 6 3D Cartesian positions of the 
gripper, a normalized measurement of how open the grip is, the 
3D position of the first object, the quaternion of the first object, 
the 3D position of the second object, the quaternion of the 
second object, all previous measurements in the environment, 
and finally 3D position of the target. If there is no second 
object or the target is not supposed to be included in the 
observation, then the values corresponding to them are set to 
zero. The state space is always 39-dimensional. The reward 
functions for all tasks have the same value, which is in the 
range from 0 to 10, where 10 always corresponds to the fact 
that the task was solved. It should be noted that all tasks were 
implemented using the MuJoCo physics engine [18], [19], 
which allows to simulate the physical laws of the real world 
quickly and efficiently. The Multi-world interface [20] and 
interfaces of the popular OpenAI Gym environment [21] were 
taken as the basis, which makes this framework quite easy to 
use. 

VI. EXPERIMENTAL METHODOLOGY 
As an applied task for solving and evaluating the efficiency 

of the developed algorithms, we consider the ML1 test in the 
Meta-World environment. ML1 is aimed at evaluating the 
adaptation of the algorithm in several steps to change the goal 
within the same task. ML1 uses separate Meta-World tasks, 
where training tasks correspond to 50 random initial positions 
of objects and targets, and testing tasks correspond to 50 held 
positions. Algorithms are evaluated on three tasks from Meta-
World: 

• reach-v2. 

• push-v2. 

• pick-place-v2. 

where either the position to be reached or the target 
position of the object varies. Target positions are not specified 
in world states, which forces reinforcement meta-learning 
algorithms to adapt to the target through trial and error. 
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In the reach-v2 task, the robotic arm needs to reach a target 
position, which is given randomly. The next push-v2 challenge 
is to push the puck towards the net. In the pick-place-v2 
problem, it’s important to take and place the puck in the goal. 
The positions of the puck and the goal in the tasks are set 
randomly. 

Since the reward values do not directly indicate the success 
of the chosen policy, Meta-World defines an interpretable 
success metric for each task, which is used as the main 
criterion. Since all tasks involve the manipulation of one or 
more objects in the target configuration, this success metric is 
usually based on the distance between the task-relevant object 
and its final target position, i.e.,�|𝑜 − 𝑗|� < 𝜀, where 𝜀 is the 
threshold, for example, 5 cm. The software implementation 
was carried out in the Python programming language version 
3.8. The environment was modeled using the Meta-World 
framework version 2.0 together with the OpenAI Gym 
framework version 0.19. As noted earlier, MetaWorld contains 
ready-made implementations of various environments for 
meta-reinforcement learning and agent testing. To build 
models of neural networks, the PyTorch framework version 
1.10 was used, which contains implementations of various 
layers and algorithms for optimizing neural networks. 

VII. ANALYSIS OF RESULTS 
Fig. 6 shows the maximum success rate, averaged over 5 

runs, in the ML1 Meta-World test environment. Based on the 
results obtained, all 3 algorithms do an excellent job of solving 
the reach-v2 problem both at the training and testing stages. On 
more complex push-v2 and pick-place-v2 tasks, the MAML 
SPSA-Delta algorithm is the most efficient among all those 
considered. The improvement relative to the basic algorithm 
was 17% at the training stage and 21% at the testing stage on 
the push-v2 task, 8% and 3% on the pick-place-v2 task, 
respectively. However, on the pick-place-v2 problem, the 
ability of the MAML SPSA-Delta method to generalize is not 
much higher than the MAML SPSA-Track algorithm (60% for 
MAML SPSA-Delta and 59% for MAML SPSA-Track). The 
following figures show examples of the moving average 
success rate for the reach-v2 task over 6 × 107steps in a test 
environment (Fig. 6 is the training phase, Fig. 7 is the testing 
phase). For all constructed charts, the moving average 
coefficient is 0.8. As can be seen from the graph, the modified 
MAML algorithms solve the problem no worse than the 
original MAML algorithm environment (Fig. 7 is the training 
phase; Fig. 8 is the testing phase). For all constructed charts, 
the moving average coefficient is 0.8. 

As can be seen from the graph, the modified MAML 
algorithms solve the problem better than the original MAML 
algorithm. Now let's look at the moving average success rate 
plots for the following push-v2 task over 2 × 108steps in a 
test environment (Fig. 9 is the training phase, Fig. 10 is the 
testing phase). Compared to other tasks, the SPSA-Delta 
MAML algorithm took significantly longer to adapt to the 
environment and overtake the basic MAML method. The 
SPSA-Track algorithm also shows good results, but they do not 
differ significantly from the results of the unmodified MAML 
algorithm. Finally, let's analyze the constructed plots of the 
moving average success rate for the last pick-place-v2 task 

over 6 × 107 steps in the test environment (Fig. 11 is the 
training phase, Fig. 12 is the testing phase). It follows from the 
graph that both MAML algorithms with modifications are 
significantly more efficient at the testing stage than the original 
MAML algorithm. 

 
Fig. 6. The Maximum Success rate of Algorithms in the ML1 Meta-World 

Test Environment. 

 
Fig. 7. Average Success Rate of Algorithms on the Reach-v2 Problem at the 

Training Stage. 

 
Fig. 8. Success Rate of Algorithms on the Reach-v2 Problem at the Testing 

Stage. 
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Fig. 9. Success Rate of Algorithms on the Push-v2 Problem at the Training 

Stage. 

 
Fig. 10. Success Rate of Algorithms on the Push-v2 Task at the Testing 

Stage. 

 
Fig. 11. Success Rate of Algorithms on the Pick-place- v2 Problem at the 

Training Stage. 

 
Fig. 12. Success Rate of Algorithms on the Pick-place-v2 Task at the Testing 

Stage. 

Moreover, the MAML SPSA-Delta and MAML with 
SPSA-Track algorithms achieve the same high success rate, but 
the first algorithm learns 2 times faster than the second. 

Consider the average maximum success rate achieved by 
each algorithm in the ML1 Meta-World test environment, 
information about which is shown in Table I. 

Based on the results of experiments in the ML1 MetaWorld 
test environment with three different methods of deep 
reinforcement meta-learning: the original MAML algorithm, 
MAML SPSA-Delta, MAML SPSA-Track, the proposed 
MAML SPSA-Track method shows an average efficiency 
improvement of 4%, and MAML SPSA-Track Delta by 8%, 
respectively. Moreover, the latter spends on average 2 times 
less time for training on push-v2 and pick-place-v2 tasks. 
According to the obtained results, it is safe to say that the use 
of a multitasking loss function and its stochastic approximation 
with simultaneous perturbation can significantly improve the 
efficiency of deep reinforcement learning algorithms. 

TABLE I. MAXIMUM SUCCESS RATE AVERAGED OVER ALL TASKS IN 
THE ML1 META-WORLD TEST ENVIRONMENT. 

Algorithms Learning Phase Testing Phase 

MAML 76% 75% 

MAML SPSA-Delta 84% 83% 

MAML SPSA-Track 80% 79% 

VIII. CONCLUSION 
Based on the tasks of deep learning, reinforcement 

learning, meta-learning, meta-learning with reinforcement and 
multitasking learning and their relevance are described. 

After making comparison of the basic MAML algorithm 
with the proposed MAML SPSA-Delta and MAML SPSA-
Track by conducting computational experiments to train the 
agent on reach-v2, push-v2, pick-place-v2 tasks in the ML1 
Meta World test environment, it was concluded that the 
MAML SPS-Track algorithm is on average 4% more efficient 
compared to the original MAML method, and the MAML 
SPSA-Delta algorithm is 8% more efficient. Moreover, the last 
algorithm spends on average 2 times less time on push-v2 and 
pick-place-v2 tasks. 
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Abstract—The collection of traffic data can play a role in 
analyzing and predicting highway design, planning, and real-
time traffic management. The accuracy requirements for road 
dynamic data collection are low, and the accuracy is usually 3%-
5%. However, it is required that vehicles can pass at high speed 
and obtain traffic information such as vehicle classification and 
vehicle speed. The prerequisite for the application of Internet of 
Things (IoT) technology to road information monitoring lies in 
the research and development of sensor technology in the 
perception layer and communication technology in the network 
layer, so that can obtain a large amount of perception data to 
serve the development and application of algorithms. To achieve 
the goal of low-cost and long-term monitoring of comprehensive 
traffic information and road service status information, this 
paper constructs a road vibration monitoring system, carries out 
road vibration monitoring under complex road environments, 
and proposes a traffic information monitoring method driven by 
road vibration data. By deploying the pavement vibration 
monitoring system in the actual road, the original signal of 
pavement vibration under the action of vehicle moving load is 
obtained. Through smooth processing and eigenvalue extraction, 
the monitoring of vehicle speed, wheelbase driving direction, 
vehicle load position and traffic flow is realized. The 
experimental results prove that the analysis of the road dynamic 
response under working conditions, as well as smoothing 
processing and eigenvalue extraction, the numerical modeling 
method in this paper realizes the monitoring of the position of the 
vehicle load and the traffic flow. The calculation error of vehicle 
speed and wheelbase is within ±4%, which is helpful to find the 
characteristic index of road vibration signal for evaluating road 
service status, and provides a reference for the application of 
road vibration response in road damage early warning and 
scientific maintenance. 

Keywords—Traffic data; Internet of Things (IoT) technology; 
perception sensors; vibration monitoring; k-means++ algorithm 

I. INTRODUCTION 
The road is the infrastructure for all kinds of trackless 

vehicles and pedestrians. Road transportation can realize the 
reasonable allocation of production materials, integrate various 
resources, promote the flow of materials, talents, information 
and funds between regions, and ultimately promote economic 
development [1]. Due to factors such as heavy traffic, heavy-
axle trucks, high tire pressures, and harsh weather conditions, 
many roads have developed fatigue cracking, loose materials, 
rutting and other diseases, which are likely to cause traffic 
congestion and accidents. It also severely shortens the service 
life of the road and reduces the driving efficiency [2]. How to 
extend the service life of roads and improve the efficiency of 

transportation under the actual driving load and the external 
environment has always been a hot issue of concern to the 
academic and industrial circles at home and abroad. Therefore, 
it is necessary to establish a comprehensive, intelligent and 
long-lasting road dynamic response monitoring system to 
understand the road dynamic response under vehicle load in 
time. Furthermore, real-time monitoring of road service status 
and road traffic conditions is carried out to realize scientific 
road maintenance and intelligent traffic control [3]. 

Many road information monitoring projects have been 
carried out at home and abroad. For example, more than 400 
sensors are embedded in the test section of the intelligent 
highway in Virginia, USA to collect data such as stress and 
strain, temperature and humidity, and traffic volume [4]. 
Literature [5] develops a stress-based analytical model of 
pavement performance by burying strain gauges inside the 
pavement, and points out that the impact of temperature and 
water on pavement performance should be considered. 
Literature [6] acquires the lateral and longitudinal strain 
information of the road surface under different vehicle loads 
under various working conditions by embedding stress and 
strain sensors, and establishes the relationship function 
between the pavement structure modulus and the stress and 
strain. These works have made many contributions to road 
dynamic response monitoring. However, because the road 
structure is different from other building structures, its 
distribution area is wide, and it is affected by vehicle load and 
environmental factors for a long time. These will lead to some 
shortcomings in the existing embedded monitoring system [7], 
such as the large size of the sensor, which destroys the original 
road structure after being buried. A large amount of on-site 
data collection is difficult to process in real time, causing 
communication jams and data redundancy problems. The data 
acquisition system is complex and heavy, with high energy 
consumption, which causes a lot of inconveniences when 
placed on site. The installation and maintenance cost of the 
monitoring system is too high. The monitoring data is affected 
by many factors, and the error of the system monitoring results 
may become larger as time changes [8]. However, most of the 
MEMS sensors for stress, strain and displacement monitoring 
are still in the experimental stage. There are many challenges 
in applying MEMS sensors to actual road monitoring. Short-
term effects such as high temperature, humidity and corrosive 
environment in construction and long-term effects such as 
freeze-thaw cycle and vehicle load in actual road structure 
must be considered. The communication and energy supply of 
the sensors must also be considered. 
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To effectively solve the above problems, this paper uses the 
IoT technology to monitor the dynamic response information 
of the road under the action of the moving load of the vehicle, 
and realize the monitoring of the traffic and structure service 
status. The road acceleration sensing node collects and 
analyzes the road vibration response data under the moving 
load of the vehicle, and carries out the numerical simulation of 
the road dynamic response, so that can obtain the 
comprehensive traffic analysis of the impact of the road 
vibration data under the moving vehicle load on the results. 
Eventually, intelligent traffic control and scientific road 
maintenance will be realized, which can improve driving 
efficiency and extending road service life. It will not only 
significantly reduce the cost of the monitoring system, but also 
contribute to the popularization and application of the system. 

The innovations of this paper are as follows: 

1) A method for road vibration data monitoring is 
proposed, and a sensor node for road vibration monitoring 
based on the Internet of Things is developed. 

2) Clustering is based on the characteristics of road 
vibration data, and comprehensive information monitoring 
methods are used to construct monitoring indicators. 

3) The k-means++ algorithm is used for clustering 
analysis, and the vibration data indicators are domesticated, 
which improves the accuracy of the algorithm. 

II. RELATED WORK 

A. Monitoring Technology of Road Vibration 
Now, acceleration sensors have been used in the health 

monitoring of bridge structures. Research and practice show 
that vibration information can reflect the health of the structure. 
In the field of road engineering, the application of 
accelerometer is in the experimental research stage, but it 
shows a broad application prospect. It can be used not only for 
traffic information monitoring, but also for road structure state 
monitoring [9]. 

There are still many challenges in the application of 
acceleration sensors to road information monitoring. Due to the 
complex road driving environment, embedded acceleration 
sensors often experience data packet loss under wireless 
transmission. Embedded installation may cause the 
accelerometer battery power to be difficult to meet the long-
term monitoring requirements. If the battery capacity is 
increased, the volume of the package node will increase and 
the original road structure will be destroyed. The vibration 
signal of the road surface under the moving load of vehicles is 
affected by many factors, such as axle load, vehicle speed, load 
acting position, node embedding depth, road structure, 
pavement material, vehicle suspension system, and road 
surface smoothness. The traditional empirical model is difficult 
to clarify the relationship between the vibration signal and the 
load on the road. Moreover, the amplitude of road vibration 
under vehicle load is very small. How to obtain accurate 
measurement values in complex interference environments, 
such as traffic noise, traffic in adjacent lanes, etc. How to 
ensure that the signal processing algorithm is simple and 
efficient to achieve real-time data processing and energy 

saving. How to package and protect the sensor so that it can 
withstand vehicle loads and the long-term impact of harsh 
environments [10]? 

B. IoT Technology 
With the development of time, especially with the 

development of computer communication technology, Internet 
technology, and sensor technology, the concept of the IoT has 
undergone considerable changes. The IoT is a kind of network 
that connects various networks through sensor equipment in 
accordance with the agreed protocol to exchange and 
communicate information, which can realize intelligent 
identification, positioning, tracking, monitoring and 
management [11]. 

It can be seen from the concept of the Internet of Things 
that the Internet of Things has the following characteristics: 
The first is a comprehensive perception, which uses RFID 
(Radio Frequency Identification), sensors or other sensing 
technologies to collect dynamic information of objects in real 
time. The second is to transmit the sensed information reliably 
in real time through various communication networks. The 
third is intelligent processing, using computing and other 
technologies to intelligently store and process massive amounts 
of information to realize communication between people-to-
people, people-to-things, and things-to-things. These three 
characteristics correspond to the three-layer typical architecture 
of the IoT, namely, the perception layer, the network layer and 
the application layer. The perception layer provides perception 
data in the physical world, the network layer provides a link 
between information transmission and terminal 
communication, and the application layer provides diversified 
IoT applications [12]. 

Now, there are relatively few researches on the application 
of IoT technology to road information monitoring. The premise 
of the application of IoT technology to road information 
monitoring lies in the research and development of sensor 
technology in the perception layer and communication 
technology in the network layer, so that can obtain a large 
amount of perception data to serve the development and 
application of algorithms [13]. 

III. ESTABLISHMENT OF FINITE ELEMENT MODEL FOR 
PAVEMENT STRUCTURE 

A. Model Parameter Setting 
1) Structure and material parameters: A three-

dimensional finite element model of the structure and materials 
of the expressway is established. The pavement is mainly 
composed of an asphalt surface, a semi-rigid base, a sub-base 
and a soil base [14]. "Code for Design of Highway Asphalt 
Pavement" (JTGD50-2006) is referred to obtain the material 
parameters of each pavement structure, as shown in Table I. 

The material parameters of AC-30 are estimated by 
referring to the lower limit value of AC-25 material 
parameters. Rayleigh damping is used to simulate material 
viscosity. The damping ratio of the pavement structure is 
generally between 0.02 and 0.2, and is set to 0.05 [15]. 
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TABLE I. PAVEMENT STRUCTURE AND MATERIAL PARAMETERS 

Material Layer Thickness of layer (cm) Elastic Modulus Mpa Poisson's ratio Density kg/m3 Damping ratio 

SMA-16 Upper 4 1400 035 2400 0.05 

AC-25 Middle 5 1200 0.35 2400 0.05 

AC-30 Lower 7 1000 0.35 2400 0.05 
 

2) Model size: The size of the road model (x, y, z) is 9.0m 
x 6.5m x 4m, the X-axis is the longitudinal direction of the 
road, the Y-axis is the lateral direction of the road, Z is the 
vertical direction of the road, and the driving direction is along 
the positive direction of the X-axis. The road model uses an 
eight-node linear reduced integral equal-parametric unit 
(C3D8R), and the road model is divided into 119016 units by 
the grid [16]. When dividing the grid, the grid in the load 
movement area is dense, and the distance gradually becomes 
sparse, as shown in Fig. 1. 

The grid length*width of the load movement area is 
2cm*2cm. The SMA, AC-25, and AC-30 in the surface layer 
are divided into two layers of grids in the vertical direction. 
The model is fixed around the normal direction, and the bottom 
is fixed in three directions. The contact between the surface 
layer and the base layer is completely continuous. Due to the 
small deformation of the soil foundation, the sub-base layer 
and the soil foundation are bound by Tie binding, which can 
appropriately reduce the number of grids and improve 
calculation efficiency [17]. The load movement area is the 
middle of the model, and the distance from the boundary is at 
least 3m, which reduces the influence of boundary conditions 
on it. The boundary conditions of the model and the load 
movement area are shown in Fig. 2. 

B. Random Non-uniform Moving Load Setting 
1) The size of the load changes with time: According to the 

established vehicle model, the road surface level is set as B-
level road surface, and the vehicle speed is 10m/s. The random 
dynamic load of the vehicle on the road is obtained, as shown 
in Fig. 3. 

 
Fig. 1. Grid Road Model. 

 
Fig. 2. Model Boundary Conditions and Load Moving Area. 
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Fig. 3. Random Dynamic Load of the Vehicle. 

2) The load size is distributed with space: To obtain a 
more realistic road dynamic response, it is necessary to 
consider the randomness and spatial distribution characteristics 
of vehicle load. After clarifying the dynamic load of the 
vehicle, by considering the actual contact between the tire and 
the road surface, a more realistic contact force distribution can 
be obtained. The contact between the vehicle tire and the road 
surface is surface contact, and its loading area can be 
simplified as a rectangular area [18]. In the rectangular area, 
the load distribution is affected by the tire tread, and the size 
changes with space. Fig. 4 shows the tire contacting the ground 
curve. The loading area of the tire on the road is a rectangular 
area of 20cm*18cm, which is affected by the tire pattern and 
forms five strip-shaped loading areas. 
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Fig. 4. The Actual Contact between the Tire and the Road. 

When the vehicle moves in a straight line at a constant 
speed, the load amplitude ratio of the central area (R3), the side 
areas (R2, R4) and the edge area (R1, R5) are about 1:0.9:0.5. 
Moreover, in each rectangular area, the spatial distribution of 
the vertical load along the driving direction can be simplified to 
a half-sine function [19]. 

3) Application of Random non-uniform moving load: To 
simulate the moving random non-uniform load, the secondary 
development of the DLOAD subroutine was carried out based 
on the finite element software ABAQUS. Parameter analysis is 
as follows: 

a) Sensitivity. The sensitivity of acceleration sensing 
node refers to the variation of sensor output voltage 
corresponding to the change of unit acceleration during static 
measurement. Therefore, the sensitivity of the acceleration 
sensing node can be obtained by calculating the relationship 
between the given acceleration and the output voltage. 

b) Noise. Due to the inevitable existence of the external 
vibration and interference, the output signal of the sensing 
node includes not only the device noise of the sensing 
structure and the electrical noise of the signal processing 
module, but also a large part of the output signal is caused by 
external vibration and interference. Analyze the output voltage 
data when the sensitive axis of the acceleration sensing node is 
in the horizontal position. 

c) Resolution. The resolution of the sensing node is the 
minimum variation of the acceleration that can be detected 
under certain conditions. The resolution can be obtained from 
the sensitivity and noise. 

The specified coordinate function COORDS(*) and time 
function TIME(1) are applied to define the loading area and 
realize the movement of the load [20]. Equation (1) indicates 
that the loading area moves at a constant speed along the X-
axis, and the positive direction of the X-axis is defined as the 
driving direction. 

0(1) (1)X COORDS V TIME X= − × −            (1) 

Where COORDS(1) is the X-axis coordinate value of the 
integration point in the load movement area, 0X is the initial X 
coordinate value corresponding to the load, V is the vehicle 
speed, and TIME(1) is the value of the step time [21]. 
Therefore, X is the X-axis coordinate value of the integration 
point in the load movement area corresponding to the moving 
coordinate system. 

Equation (2) represents the spatial distribution of the load at 
time t, which is simplified to a half-sine function along the 
direction of travel. 

0(2)Y COORDS Y= −               (2) 

Where COORDS(2) is the y-axis coordinate value of the 
integration point in the load movement area, the direction of 

the y-axis is perpendicular to the driving direction, and 0Y is 
the initial Y coordinate value corresponding to the load. 

( )
2
babs X ≤ defines the length of the load application area, 

defines the width of the load application area, and α is the 
ratio of the load amplitude [22]. R3 is set to 1, R2 and R4 are 
set to 0.9, R1 and R5 are set to 0.5. b is the length of the load 
action area along the direction of travel, R3 is 18cm, and R1, 
R2, R4 and R5 are 16cm. c is the width of the load action area 
perpendicular to the driving direction, and the width of each 
small rectangle is set to 3cm. S is the actual contact area, which 
is the sum of the areas of R1 to R5. It is the pressure set at the 
integration point in the load action area corresponding to 
TIME(l), and is the random load value generated by the two-
degree-of-freedom vehicle model [23]. 

The random non-uniformly distributed moving load is 
realized by Equation (3). 

 ( ) ( )
2 2

( ) ( ) sin )
2

b cIf abs X ab Y

F tThen P t a X
S b

π π

≤ ≤

= × × × +
            (3) 

The vehicle speed is set to 10m/s, and the length of the load 
movement area is set to 3m. 

Therefore, the total duration is 0.3 seconds. The increment 
time is set to 0.001s, which is consistent with the random load 
sampling frequency (1000Hz). If the loading time is short 
enough, it can be considered that the applied load is a 
continuously moving load. 

IV. FEATURE CLUSTERING OF VEHICLE DATA COLLECTION 
Feature clustering is used to analyze the data of similar 

vehicles, which can find out the abnormal vehicle weight 
among similar vehicles. 

1) Feature clustering: The goal of feature clustering is to 
find k cluster centers for the data set, so that the sum of squared 
distances from each point to its nearest cluster center is the 
smallest. Since k-means clustering randomly selects the initial 
cluster center, and the location of the initial cluster center will 
affect the clustering result. Therefore, the k-means++ algorithm 

( )
2
cabs Y ≤
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is used to avoid the influence of random initialization on the 
result. The steps of the feature clustering algorithm are: 

Step 1: A sample from the data set X is randomly selected 

as the initial cluster center Ic . 

Step 2: A new cluster center is taken, and the shortest 
distance is calculated between each sample x X∈ and the 
existing cluster center, that is, the distance to the nearest cluster 

center, denoted by ( )D x . Calculating the probability 
( )
( )

2

x X

D x
D x

∈
∑  that 

each sample is selected as the next cluster center. 

Step 3: Repeating step 2 until k cluster centers are selected. 

Step 4: For each sample xxx in the data set, its distance is 
calculated to the k cluster centers, and classified into the cluster 
corresponding to the cluster center with the smallest distance. 

Step 5: For each category , recalculating its cluster center 

that is the centroid  of all samples belonging to that 
category. 

Step 6: Repeating steps 4 and 5 until the position of the 
cluster center no longer changes. 

2) Analysis of abnormal vehicle weight: In this paper, the 
cluster analysis of the two types of car models is carried out to 
find outliers. The analysis steps are as follows: 

Step 1: Vehicle speed, temperature, and amplitude are 
normalized, its range is (0,1). 

Step 2: K-means++ algorithm is used for clustering 
analysis. Because it is the same type of vehicle, the category is 
set to category 1. 

Step 3: The coordinates of the center point are obtained, 
and the distance is calculated between each sample point and 
the center point. 

Step 4: The sample points far from the center point are 
found out, that is, the outliers in this category. 

Step 5: Since the vehicle weight is positively correlated 
with the amplitude, the sample point with the larger amplitude 
in the outlier is the point with the larger vehicle weight in the 
sample data. 

The clustering method can be used to find outliers in the 
data set, which not only improves the efficiency of overweight 
vehicle inspection, but also reduces the energy consumption of 
the monitoring system. With the increase of training sample 
data, the accuracy of the system will be further improved, 
which can improve the inspection efficiency of overweight 
vehicles. Moreover, the camera-equipped in the system can be 
used as a controlling executive. When the system judges that 
the vehicle is abnormal, it can trigger the camera to start taking 
pictures instead of real-time video recording or taking pictures 
of all passing vehicles, which can improve the pertinence and 
save system energy. 

3) Sensor network architecture: Using a fixed threshold 
for classification will increase the computational complexity 
and reduce the computational fault tolerance. Therefore, using 
the ANN (Artificial Neural Networks) for vehicle classification 
is easy to establish a nonlinear system model, and its 
programmed calculation method can reduce the complexity of 
the model, which is conducive to model deployment. 

The ANN model has a three-layer structure, including input 
layer, hidden layer and output layer, as shown in Fig. 5. 

Input layer Hidden layer Output layer

dynamic 
features

static 
features

… 

… 

… 

 
Fig. 5. Sensor Network Architecture. 

The input layer contains 10 input parameters, and the 
vibration amplitude is the sum of the amplitude of each node in 
the third group. The output layer has only one node; the 
number of nodes in the hidden layer is set as P; to determine 
the optimal P value, the network with different P values is 
trained. When the accuracy of the trained network output is the 
highest, the P value is considered to be the optimal value. 

V. MODEL VALIDATION 
To verify the rationality of the road model, the simulated 

data are compared with the measured data. The measured strain 
data comes from the fiber Bragg grating (FBG) sensor 
embedded on the Beijing Sixth Ring Expressway. The FBG 
sensor is used to measure the three-way strain response of the 
road surface under the moving load of the vehicle. The 
measured vibration data comes from the road vibration 
monitoring on the G320 highway. Compared to the verified 
monitoring points, monitoring point A is selected for 
comparative analysis of strain and vibration response, and 
monitoring point B is chosen for comparative analysis of strain 
response. 

Wireless data transmission is also possible when the sensor 
platform is embedded in asphalt and concrete structures. Due 
to power constraints, the range of RF data transmission is 
limited to 40 feet. The data is transmitted through an RF 
wireless link located about 4 meters away from the monitoring 
point. The ratio of analog data to actual data is 1:100. 

Ic

Ic
1

I
x X I

c
c∈

= ∑
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Fig. 6. Comparison of Simulated Data and Measured Data. 

Fig. 6 compares the simulated data with the measured data. 

It can be seen from Fig. 6 that the simulated and measured 
strain data match well in trend and size, and the maximum 
difference between the two is only about 15%. There is a 
deviation between the two curves, one is due to the inevitable 
difference between the simulated material parameters and the 
measured material parameters, and the other is the randomness 
of the vehicle dynamic load. 

A. The Stress Extreme Value Distribution in the Longitudinal 
Monitoring Area 
Under the situation of random non-uniform load and 

constant non-uniform load, the distribution of extreme 
longitudinal stress for pavement structure is compared. The 
constant non-uniform load considers the influence of tire 
pattern, and its contact area is the sum of the areas of R1 to R5. 
However, regardless of the randomness of the load, the rated 
load of the vehicle is adopted, and the size is 4900kN. The 
monitoring area is shown in Fig. 7. 
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Fig. 7. The Stress Extreme Value Curve of the Longitudinal Monitoring 

Area of each Layer for the Pavement. 

Fig. 7 shows that under the action of random non-uniform 
load, the extreme stress of each layer of the road surface is 
constantly changing, and its change characteristics are similar 
to the change characteristics of the vehicle's random dynamic 
load. However, under the action of constant non-uniform load, 
the extreme stress of each layer of the pavement remains 
unchanged. Under the action of random non-uniform load, the 
pavement stress fluctuation characteristics become less obvious 
with the increase of pavement depth. It can be seen that the 
random non-uniform load has a greater impact on the upper 
pavement structure. Moreover, under the action of random 
non-uniform load, the maximum stress of each layer of the 
pavement structure is greater than the stress extreme under the 
action of constant non-uniform load. And the damaging effect 
of random non-uniform load on the pavement is greater than 
that of constant non-uniform load. 

B. Distribution of Stress Extremes in the Lateral Monitoring 
Area 
The vertical stress extreme value is the largest when the 

vehicle travel distance is X=0.46m. The stress extreme value 
distribution of the lateral monitoring area at this position is 
analyzed. The horizontal monitoring area is shown in Fig. 8. 

SMA

AC-25

AC-30

Contact surfaces

Monitoring 
width 1.6m

 
Fig. 8. Schematic Diagram of Lateral Monitoring Area at X=0.46m. 

The six areas, such as the middle of SMA, the middle of 
AC-25, the middle of AC-30, the top of the base, the middle of 
the base, and the top of the base, are selected. The width of the 
monitoring area is 1.6m. The distribution of extreme vertical 
stress in the monitoring area under random non-uniform load, 
constant non-uniform load, and constant uniform load are 
compared and analyzed. For a constant uniform load, 
regardless of the tire pattern, the contact area is rectangular 
18cm*20cm, and the rated load of the vehicle is used, and the 
size is 4900kN. Fig. 9 shows the distribution curve of the 
extreme vertical stress in the lateral monitoring area. 

In comparison with Fig. 9, the uniform load has no stress 
concentration characteristics, while for non-uniform load, the 
vertical stress extreme value distribution on the road surface 
layer is obviously affected by the tire tread pattern. The stress 
distribution law is similar to the tire pattern distribution law, 
and the maximum stress is at the center of the tire. Secondly, 
there are obvious stress peaks at the stripes on both sides. As 
the depth increases, the overall vertical stress becomes smaller, 
and its spatial distribution is less affected by the tire tread. It 
can be seen that the spatial distribution of the load has a greater 
impact on the upper pavement structure. 
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Fig. 9. The Distribution Curve of the Extreme Vertical Stress in the Lateral 

Monitoring Area. 

Fig. 10 compares the maximum vertical stress extremes in 
each monitoring area. 

 
Fig. 10. The Maximum Value of the Extreme Vertical Stress in Each Lateral 

Monitoring Area. 

Fig. 10 shows that in the middle of the SMA, the maximum 
stress extreme value under random non-uniform load is 32.75% 
higher than the maximum stress extreme value under constant 
uniform load. In the middle of AC25, the maximum stress 
extreme value in the random non-uniform load is only 11.25% 
higher than the maximum stress extreme value in the constant 
uniform load. And below the AC30 structural layer, the 
maximum stress extreme value of the constant uniform load is 
the highest, but its value is only 1.94% higher than the 
maximum stress extreme value under the random non-uniform 
load. It can be seen that as the depth increases, the difference 
between the maximum stress extremes for the three types of 
loads continues to decrease. Since the influence of the tire 
pattern of the vehicle, the stress distribution of the road surface 
layer is uneven. When the pressure is transferred to the base 
layer through the surface layer, the uneven stress gradually 
transforms into the uniform stress. In a word, if the spatial 
distribution characteristics of the vehicle load are ignored, the 
damaging effect of the vehicle load on the road surface will be 
underestimated. 

VI. CONCLUSION 
This paper studies the road perception nodes of road 

vibration monitoring based on the IoT technology, collects 
road vibration signals under the action of vehicle moving 
loads, and analyzes the characteristics and influencing factors 
of road vibration signals to carry out on-site monitoring. The 
dynamic response of the road surface under the action of 
random and non-uniformly distributed moving loads is 
simulated, and the characteristics of the road surface vibration 
signal under different working conditions are analyzed, and the 
characteristic evaluation index of the road service state is 
found. Finally, after the experimental analysis of the model, it 
is proved that different dynamic loads, surface materials and 
structural integrity will have a significant impact on the road 
vibration, and the characteristics of the road vibration signal 
are significantly different. In which vibration amplitude, time-
domain signal waveform and frequency distribution can be 
used as potential evaluation indicators of road service status. 
Main research contents are as follows: 

1) A road acceleration sensing node used for the road 
vibration monitoring is developed, which not only has the 
sensing function, but also can process, store and transmit data. 
The node resolution can reach 0.199 mg, can withstand the 
pressure of more than 67.54 Mpa, and has good waterproof 
packaging. 

2) The road vibration amplitude is affected by the vehicle 
speed, vehicle weight and load position. The vehicle speed and 
vehicle weight are positively correlated with the road vibration 
amplitude, and the load position is negatively correlated with 
the vibration amplitude. Once the load position deviates from 
the monitoring point, the vibration amplitude at the monitoring 
point will rapidly attenuate. 

3) By simulating and analyzing the dynamic response 
characteristics of pavement under actual loads, a method for 
characterizing the service state of pavement based on vibration 
data is proposed. 

This paper realizes the road vibration monitoring under the 
moving load of the vehicle, and solves some technical 
problems of the application. In future work, the road vibration 
IoT monitoring prototype system can be further improved, 
which includes the self-powered design and performance 
optimization of the front-end sensing node. Its packaging and 
installation methods can be compatible with the characteristics 
of the road structure and construction technology. Through 
more experimental tests, the obtained monitoring results can be 
calibrated, and the distributed calculation and real-time 
processing of data can be realized. 

FUNDING 
The study was supported by “Research on roadside 

information perception and control technology of intelligently 
connected vehicles (Grant No. 2020KY25013)”. 

DECLARATION 
I declare that there are no conflicts of interest regarding the 

publication of this paper. 

0

2

4

6

8

V
er

tic
al

 st
re

ss
 e

xt
re

m
e v

al
ue

 
m

ax
im

um
 / 

pa

10

0
SMA AC25 AC30 Grasshill top

12

Central part 

Random non-distribution load
Constant non-distribution load
Constant uniform cloth 

14

×105

276 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 7, 2022 

REFERENCES 
[1] Li M, Wang H, Xu G, et al. Finite element modeling and parametric 

analysis of viscoelastic and nonlinear pavement responses under 
dynamic fwd loading[J]. Construction & Building Materials, 2017, 
141:23-35. 

[2] Sarkar A. Numerical comparison of flexible pavement dynamic response 
under different axles[J]. International Journal of Pavement Engineering, 
2016, 17(5):377-387. 

[3] Zhang Y, Druta C, Wang L, et al. Dynamic responses of asphalt 
concrete slab under cyclic wheel loading using acceleration spectrum 
analysis[J]. Construction & Building Materials, 2017, 152:134-144. 

[4] Huang Y, Wang L, Hou Y, et al. A prototype IOT based wireless sensor 
network for traffic information monitoring International Journal of 
Pavement Research & Technology, 2017, 11(2). 

[5] Ye Z, Wang L, Xu W, et al. Monitoring traffic information with a 
developed acceleration sensing node[J]. Sensors, 2017, 17(12):2817. 

[6] R, Coleri E, Rajagopal R, et al. Development of a cost-effective wireless 
vibration trucks[J]. Computer-aided Civil & Infrastructure Engineering, 
2017, 32(4):433-457. 

[7] Scholz T. Instrumentation for mechanistic design implementation, 
OTREC-RR-10-02[R]. Oregon State University, 2010. 

[8] Ma W, Xing D, Mckee A, et al. A wireless accelerometer-based 
automatic vehicle classification prototype system[J]. IEEE Transactions 
on Intelligent Transportation Systems, 2014, 15(1):104-111. 

[9] Stocker M, Ronkko M, Kolehmainen M. Situational knowledge 
representation for traffic observed by a pavement vibration sensor 
network[J]. IEEE Transactions on Intelligent Transportation Systems, 
2014, 15(4):1441- 1450. 

[10] Stocker M, Silvoncn P, Ronkko M, et al. Detection and classification of 
vehicles by measurement of road-pavement vibration and by means of 
supervised machine learning[J]. Journal of Intelligent Transportation 
Systems, 2016, 20(2):125-137. 

[11] Jian A, Wei C5 Guo L, et al. Theoretical analysis of an optical 
accelerometer based on resonant optical tunneling effect[J]. Sensors, 
2017, 17(2):389. 

[12] Zhao H, Wu D, Zeng M, et al. A vibration-based vehicle classification 
system using distributed optical sensing techno logy[J]. Transportation 
Research Record, 2018:1-12. 

[13] Zhao H, Wu D, Zeng M, et al. Support conditions assessment of 
concrete pavement slab using distributed optical fiber sensor[J]. 
Transportmetrica A: Transport Science, 2018:1-21. 

[14] Dong Z, Ma X, Shao X. Airport pavement responses obtained from 
wireless sensing network upon digital signal processing[J]. International 
Journal of Pavement Engineering, 2018, 19(5):381-390. 

[15] Liu W, Zhou H, Wang B, et al. A subgrade cracking monitoring sensor 
based on optical fiber sensing technique[J]. Structural Control & Health 
Monitoring, 2018(2):2213. 

[16] Ma X, Dong Z J, Yu X, et al. Monitoring the structural capacity of 
airfield pavement with built-in sensors and modulus back-calculation 
algorithm[J]. Construction and Building Materials, 2017:552-561. 

[17] Nabati R, Qi H. Centerfusion: Center-based radar and camera fusion for 
3d object detection[C]. IEEE/CVF Winter Conference on Applications 
of Computer Vision, 2021: 1527-1536. 

[18] Simonelli A, Bulo S R, Porzi L, et al. Disentangling Monocular 3D 
Object Detection[C]. IEEE/CVF International Conference on Computer 
Vision, 2019:1991-1999. 

[19] [19] Wang J, Lan S, Gao M, et al. InfoFocus: 3D Object Detection for 
Autonomous Driving with Dynamic Information Modeling[C]. 
European Conference on Computer Vision. Springer, Cham, 2020:405-
420. 

[20] Martins P F, Costelha H, Bento L C, et al. Monocular Camera 
Calibration for Autonomous Driving—a comparative study[C]. IEEE 
International Conference on Autonomous Robot Systems and 
Competitions, 2020:306-311. 

[21] Peršić J, Marković I, Petrović I. Extrinsic 6dof calibration of a radar–
lidar–camera system enhanced by radar cross section estimates 
evaluation[J]. Robotics and Autonomous Systems, 2019(114):217-230. 

[22] Wu Y, Ogai H. Realtime Single-Shot Refinement Neural Network for 
3D Obejct Detection from Lidar Point Cloud[C]. 2020 59th Annual 
Conference of the Society of Instrument and Control Engineers of Japan, 
2020:332-337. 

[23] Xie Q, Lai Y K, Wu J, et al. MLCVNet: Multi-Level Context Vote Net 
for 3D Object Detection[C]. Proceedings of the IEEE/CVF Conference 
on Computer Vision and Pattern Recognition, 2020:10447-10456.

 

277 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 7, 2022 

Automatic State Recognition of Multi-type Protection 
Platens based on YOLOv5 and Parallel  

Multi-Decision Algorithm 
Ying Zhang1, Yihui Zhang2, Hao Wu3, Boxiong Fu4, Ling He5* 

State Grid Shijiazhuang Electric Power Supply Company, Shijiazhuang, China1, 2, 3, 4 

College of Electrical Engineering, Sichuan University, Chengdu, China5 

 
 

Abstract—A protection platen is a vital component in relay 
protection systems. The manual inspection of protection platen 
states is long-term repetitive work with low efficiency and 
imposes a heavy burden on workers. In this work, we propose a 
new system to automatically detect the states of multi-type 
protection platens in images. This system can classify two 
protection platen categories and further recognize the states of 
protection platens. For the classification of protection platen 
types, we propose a new algorithm that automatically detects two 
protection platen types based on HSV (Hue, Saturation, Value) 
color space weighting operators. The proposed operators 
quantify the color variation in the protection platen and reduce 
the influence of environmental factors. With respect to the state 
recognition of protection platens, the Type-I protection platen 
states are automatically classified by the YOLOv5 (You only look 
once version 5) network. Since the Type-II protection platen has 
three primary states and more complicated structures, we 
investigate a new parallel multi-decision algorithm to recognize 
the states of Type-II protection platens based on the newly 
proposed watershed-color space difference-shape feature (W-CD-
SF) method and the YOLOv5 network. The W-CD-SF technique 
can segment the protection platens and extract their shape 
features automatically. This multi-decision mechanism improves 
the robustness and generalization of state recognition. 
Experiments were conducted on the collected protection platen 
images containing 8,969 protection platens. The recognition 
accuracies of protection platen states exceed 95%. This system 
can provide auxiliary detection and long-term monitoring of 
protection platen states. 

Keywords—Protection platen; parallel multi-decision; YOLOv5 
network; watershed-color space difference-shape feature 

I. INTRODUCTION 
Relay protection systems ensure the security and stability 

of power system operation. A protection platen is a vital 
component in relay protection systems [1,2]. Protection platens 
require manual inspection during the operation process, and 
such inspection is long-term repetitive work with low 
efficiency, which places a heavy burden on workers [3,4]. An 
automatic tool can help relieve the aforementioned burden on 
and improve inspection efficiency. With this objective, image 
processing techniques can be adapted to provide auxiliary 
detection and long-term monitoring of protection platens. 

There are many types of protection platens in relay 
protection systems. The most commonly used types, defined as 

Type-I and -II protection platens are illustrated in Fig. 1. The 
Type-I protection platens are shown in Fig. 1(a) while the 
Type-II protection platens are figured in Fig. 1(b). Type-I 
protection platens have two categories of states, i.e., “on” and 
“off,” while Type-II protection platens have three categories of 
states, i.e., “on,” “off,” and “standby.” 

In existing studies, most researchers have conducted 
experiments based on the images of Type-I or -II protection 
platens. The relevant details of previous works are the 
following. 

1) Image processing methods for recognizing different 
protection platen states: Gao Jian et al. [5] eliminated the 
influence of shadows in images caused by illumination based 
on the improved Otsu threshold method and adopted the 
Graham algorithm to detect the states of Type-II protection 
platens. They achieved a detection accuracy of 96.5% for 200 
shadow images. Yao Jingyan et al. [6] used the RANSAC 
method to restore the highlight area and evaluated the state of 
the Type-II protection platen by calculating the dip angle of the 
plate’s edges. They tested their method with 200 images and 
achieved an accuracy of 93%. Zhenhan et al. [7] proposed a 
method of automatic recognition of protection platen states 
based on improved sparse representation. First, they detected 
highlight areas in images by evaluating the maximum distances 
between two classes and eliminated the detected highlight 
areas by the improved sparse algorithm. Then, the protection 
platen states were recognized by their calculated minimum 
external rectangle. The detection accuracy of Type-II 
protection platens in 240 images reached 97.92%. Chen 
Yueqing et al. [8] proposed an improved image searching 
algorithm that used the background-difference and optical flow 
methods to extract foreground objects and recognized the 
Type-I protection platen switch states based on extracted 
edges. However, this study does not provide recognition results 
for specific samples. Li Tiecheng et al. [9] automatically 
recognized the Type-I protection platen and its corresponding 
text label based on an image processing technique. Combined 
with a model clustering and matching algorithm, the protection 
platens’ row number and column number in images are 
obtained. The recognition accuracy is obtained by comparing 
the calculated locations and the manually labeled locations. Fu 
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Wenlong et al. [10] recognized the Type-I protection platen 
states based on morphological processing. They applied their 
method to the images collected from different places, and most 
of the protection platen states could be detected. The specific 
detection results were not given in their research. 

2) Deep-learning networks for recognizing different 
protection platen states: Yuan Tuolai et al. [11] used the RPN 
algorithm to generate a detection box and delimit the search 
range and then used the trained fast RCNN algorithm to detect 
the valuable features in this range. The accuracy of detecting 
the Type-I protection platen states exceeded 94%. Based on the 
YOLOv5 algorithm, Shi Baohua et al. [12] proposed the 
EYOLO algorithm, designed the local residual aggregation 
module, globalized the local residual characteristics, and 
embedded the spatial attention mechanism into the residual 
block to maximize the role of the local residual module. The 
recognition accuracy of the Type-I protection platen states 
reached 94.07%. Chen Xiang et al. [13] proposed an improved 
target detection algorithm based on a lightweight perception-v3 
network. The protection platen switch states are recognized 
based on the migration learning strategy. The experiment was 
conducted on 48 Type-I protection platen images. Yang 
Qianwen et al. [14] proposed a bilinear fine-grained 
recognition method. They integrated an attention mechanism to 
realize end-to-end recognition of Type-II protection platen 
states. 

(b) Type-II protection platen

State: “on” State: “off ” State: “Standby ”

 
Fig. 1. Illustration of (a) Type-I and (b) Type-II Protection Platens. 

The above studies illustrate that image processing methods 
and deep-learning networks can effectively detect protection 
platen states. However, these studies still have some limitations 
in practical applications. To overcome these limitations, we 
propose a new automatic state recognition system of multi-type 
protection platens based on the YOLOv5 and parallel multi-
decision algorithms. The contributions of this work are as 
follows. 

1) The existing studies can only recognize the states of one 
type of protection platen, namely a Type-I or -II protection 
platen. However, there are various types of protection platen in 
the actual operating environment. To solve this problem, we 
propose a new system that can classify multiple protection 
platen types and further recognize the states of protection 
platens automatically. 

2) The proposed protection platen classification algorithm 
automatically detects two protection platen types based on 
HSV color space weighting operators. The proposed operators 
quantify the color variation in the protection platen region of 
interest (ROI) and reduce the influence of environmental 

factors through the operator weight settings of the H, S, and V 
color vectors. 

3) A new parallel multi-decision algorithm is proposed to 
recognize the states of a Type-II protection platen in which 
parallel multi-decision is achieved by the newly proposed 
watershed-color space difference-shape feature (W-CD-SF) 
method and the YOLOv5 network. The W-CD-SF technique 
can segment the protection platens and extract their shape 
features automatically. The W-CD-SF with a support-vector-
machine (SVM) classifier and YOLOv5 network classify the 
Type-II protection platen states in parallel, and then a fusion 
scheme is proposed to obtain the final detection results. This 
mechanism improves the robustness and generalization of the 
Type-II protection platen states recognition system. 

II. METHODS 
Automatic protection platen states recognition can help 

relieve the burden on workers, improve inspection efficiency, 
and provide long-term monitoring. In this section, we detail a 
new system that can classify two protection platen categories 
and further recognize the protection platen states automatically. 
First, two types of protection platens are classified by the 
newly designed HSV color space weighting operators. Second, 
two states of a Type-I protection platen are automatically 
classified using the YOLOv5 network. Compared with the 
Type-I protection platen, the Type-II protection platen has 
three basic states and more complicated structures. In this 
work, a parallel multi-decision algorithm is proposed based on 
the proposed W-CD-SF method and the YOLOv5 network. 
The structure of this system is depicted in Fig. 2. 

A. Automatic Classification of Protection Platen Types based 
on HSV Color Space Weighting Operators 
Automatic protection platen states classification is an 

important part of power protection system inspection. There 
are two commonly used protection platen types, and to detect 
protection platen states the types of protection platens are 
classified first. Based on the HSV color space, an automatic 
classification of the protection platen category algorithm is 
proposed in this work, and the method is shown in Fig. 3. 

1) ROI exaction of the protection platens: As shown in 
Fig. 3, the ROI of each protection platen is segmented in the 
images using the morphological method. The Sobel operator is 
used to calculate the image edges. Filtering and threshold 
processing are applied to binarize the image edge. Based on the 
binary image edge, the smaller connected components are 
removed, and the bounding box of each protection platen 
connected component is extracted. Through the corresponding 
position of the bounding boxes, the ROI of each protection 
platen is segmented from the original images. 

2) Classification of protection platen types based on HSV 
color space weighting operators: To classify the types of 
protection platens, HSV color space weighting operators are 
proposed in this work. The proposed HSV color space 
weighting operators quantify the overall color variation degree 
of the ROI. The color vectors H, S, and V in the HSV color 
space represent hue, saturation, and value, respectively. 

(a) Type-I protection platen
State: “on” State: “off ”
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Environmental factors, especially illumination, have the 
greatest influence on value variation, second-greatest on 
saturation variation, and least-greatest on hue variation. In this 
work, the color variation degree quantization operators are 
proposed for the above three vectors. To reduce the influence 
of environmental factors on color variation quantification, the 

operator weights are set as follows: The operator weight of hue 
is set to the maximum, followed by saturation, and the weight 
of value is set to the minimum. The structure of each operator 
is shown in Fig. 4. The color variation degree quantization 
operators for Hue, Saturation, Value vectors are illustrated in 
Fig. 4(a), (b) and (c), separately. 

Protection platen  classification

Protection platen images 

States recognition of Type-I protection 
platen

States recognition of Type-II protection 
platen 

States recognition

State: “on” State: “off ”

State: “on” State: “off ” State: “standby”
Type-II protection platen

Type-I protection platen

 
Fig. 2. Structure of Proposed Protection Platen States Recognition System. 
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Fig. 3. Diagram of Automatic Protection Platen Category Classification Method. 

 
Fig. 4. Structure of Each Color Variation Degree Quantization Operator: Color Variation Degree Quantization Operator for (a) H, (b) S, and (c) V Vectors. 
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The length of each color variation degree quantization 
operator is consistent with the number of ROI rows. Each ROI 
column is traversed using the proposed operators, and the 
traversal sum of all columns is the calculated ROI color 
variation degree. The calculation formula of the ROI color 
variation degree ( allcv ) is as follows: 

1 1 1 1

1 1

( , ) ( ) ( , ) ( )

( , ) ( )

n m n m

all H H S S
j i j i

n m

V V
j i

cv f i j cell i f i j cell i

f i j cell i

= = = =

= =

= ⋅ + ⋅

+ ⋅

∑∑ ∑∑

∑∑
           (1) 

where Hcell , Scell , and Vcell  denote the color variation 
degree quantization operator for the H, S, and V vectors, 
respectively. ( , )Hf i j , ( , )Sf i j , and ( , )Vf i j  represent the 
corresponding pixel values of the point with coordinates ( , )i j  
in the ROI. m and n represent the index of rows and columns 
of the ROI, respectively. 

The mean value of allcv  of all ROIs in the image is the 
calculated color variation. Based on the quantified color 
variation, the protective panel images are divided into two 
categories combined with the SVM classifier. 

B. Automatic Detection of Type-I Protection Platen States 
based on YOLOv5 
In this work, the deep-learning network YOLOv5 is used to 

detect the states of Type-I protection platens, which have two 
categories of states: “on” and “off.” 

In practical applications, multiple protection platens are 
densely distributed on the protective panel. The target detection 
of the protection platens belongs to small target detection 
because each protective panel experimental image has many 
small protection platens. The YOLOv5 network uses mosaic 
data enhancement [15], adaptive anchor box calculation [16], 
and adaptive image scaling at the input layer to improve the 
detection ability of small targets [17]. The small target 
detection ability of YOLOv5 is suitable for automatic 
protection platen detection in this work. In addition, the 
lightweight structure of YOLOv5 ensures the real-time 

detection requirements of protection platens in practical 
applications. 

Regarding the overall framework of YOLOv5 shown in 
Fig. 5, the YOLOv5 network inherits the YOLOv4 structure, 
including the input layer, backbone network, neck, and 
prediction layer. It rescales the Type-I protection platen images 
to 608×608 size at the input layer. The rescaled input is divided 
into grids, and in each grid, the coordinates of the target boxes 
and their confidences are predicted. The confidence of the 
target box can be expressed as. 

Pr( )* truth
predp Object IoU=                (2) 

Each target box carries the information of ( , , , , )x y w h p , 
where ( , )x y  is the relative coordinate of the normalized center 
point of target box, and ( , )w h  represents the width and 
height, respectively. The network outputs the corresponding 
prediction boxes according to the conditional probability 
values of the target boxes. 

The input goes through the four kinds of modules of Focus, 
CBL, SSP, and CSPX_1 in the backbone network [18,19]. In 
the Focus module, the input is sliced, and then the sliced results 
are concatenated. The output of the Focus module is 

1( ( , , ))Focus nOut Concat Slice I I=                (3) 

where Slice  represents reshape operation, the input image 
( , , )A B C  is reshaped into ( , , )A n B n C n n× × . 

The output of the CBL module is 

Re ( ( ( )))CBL CBLOut LU BN Conv Input=              (4) 

where Conv  represents the convolution, BN is the batch 
normalization, and Re LU  is the activation function Leakly-
ReLU. 

In the CSPX_1 module, the input of the CSPX_1 module is 
shortcut connected: 

_1 _1 _1( ( ))CSPX CSPX CSPXOut CBL CBL Input Input= +             (5) 

 
Fig. 5. Architecture of YOLOv5 for Automatic Recognition of Type-I Protection Platen States. 
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There are two operations in the SSP module, i.e., max-
pooling and concatenation. The outputs of the SSP module are 
obtained as follows: 

1 nSSP SSP SSP( ( , , ))Out Concat Maxpool Input Input=              (6) 

Through the backbone network, the feature maps of 20×20, 
40×40, and 80×80 are obtained. The three sets of feature maps 
are combined by Neck (the structure combining FPN and 
PAN) for feature fusion detection. Neck outputs three feature 
map tensors, and the tensors are combined and passed to the 
prediction layer [20,21]. The prediction layer uses generalized 
intersection over union (GIoU) loss as the loss function and 
filters the target box through non-maximum suppression to 
obtain the final detection result. The GIoU loss is calculated as 
[22]. 

( )
1 A

Loss B

C A B
GIOU IoU

C
∪  = − +

             (7) 

where A  and B  represent ground truth and predictions, 
respectively. C  is the minimum closed area of A  and B . Two 
states of Type-I protection platens are detected using the 
YOLOv5 network. 

C. Parallel Multi-decision Algorithm for Type-II Protection 
Platen States Detection 
The geometry and shooting background of Type-II 

protection platens are more complicated than those of Type-I 
protection platens. To achieve an accurate measurement, a 
parallel multi-decision algorithm is proposed based on the 
proposed W-CD-SF method and YOLOv5. First, the protection 
platens images are pre-processed to eliminate the highlight 

areas. Second, each protection platen is segmented based on 
the watershed method and color space difference information. 
The shape features are extracted from the segmented protection 
platens. Then, the states of the Type-II protection platens are 
automatically recognized using the proposed parallel multi-
decision algorithm. The general overview of the proposed 
parallel multi-decision algorithm for type-II protection platen 
states detection is illustrated in Fig. 6. 

1) Pre-processing: In this task, the quality of collected 
images is affected by the lighting, shooting distance, shooting 
angle, and other environmental factors. The highlights have a 
considerable influence on the protection platen segmentation. 
We adopt a method to detect and repair the highlight area. The 
details of this method are listed below. 

a) Highlight area detection based on the proposed 
adaptive kurtosis threshold method: The detection and 
restoration of highlight areas are important in protection platen 
state detection. We propose an adaptive kurtosis threshold 
method to obtain a binarized mask image of the highlight 
areas automatically. The diagram of the proposed adaptive 
kurtosis threshold method is shown in Fig. 7. 

Since the grey values of highlight areas differ greatly in 
adjacent regions of the protective panel images, the probability 
density curve of a grey image is adopted to evaluate the 
distribution of grey pixels. Generally, the highlight area is 
located at the back of the probability density curve due to its 
larger grey values. The probability density curve contains 
multiple peaks. The grey value corresponding to the rightmost 
peak is set as the adaptive threshold Th. Based on the adaptive 
threshold; the binarized mask image of the highlight areas is 
calculated. 

Type II detection parallel multi-decision algorithm
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W-CD-SF method

Segmentation Feature extraction

Recognition results

SVM 
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YOLOv5 
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Fig. 6. General Overview of the Proposed Parallel Multi-decision Algorithm for Type-II Protection Platen States Detection. 
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Fig. 7. Diagram of the Proposed Adaptive Kurtosis Threshold Method. 
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b) Highlight area restoration by using the fast march 
algorithm: The fast marching algorithm [23] is adopted to 
restore the detected highlight areas. The algorithm repairs the 
highlight areas from the boundaries of the non-zero regions in 
the mask image and updates the changes in the original image 
dynamically [24]. 

The fast marching algorithm fills the highlight area with 
pixels in its neighborhood [25]. To ensure natural filling, the 
weight function is adopted to distinguish the importance of 
different pixels in the neighborhood. The calculation formula 
of pixels to be filled is 

( )

( )

( , )[ ( ) ( )( )]
( )

( , )
ε

ε

q B p

q B p

ω p q I q I q p q
I p

ω p q
∈

∈

+∇ −
=
∑

∑             (8) 

where ( )εB p  denotes the neighborhood of the current 
pixel to be filled. ( , )ω p q  is the corresponding weight of 
neighborhood pixels, which is calculated as 

( , ) ( , ) ( , ) ( , )ω p q dir p q dst p q lev p q= ⋅ ⋅              (9) 

where ( , )dir p q , ( , )dst p q , and ( , )lev p q  represent 
direction factor, geometric distance factor, and level set 
distance factor, respectively. The set of the above three factors 
ensures that the pixels closest to the normal, those closest to the 
pixel to be filled, and those closest to the contour of the 
highlight area to be repaired have the highest importance. 

(b)(a)
 

Fig. 8. Illustration of Highlight Area Restoration in Protective Panel Images. 
(a) Original Images with Highlight Areas. (b) Restored Images. 

When all the nonzero regions in the mask image are 
repaired, the highlight areas in the original image are also 
restored. An example of the highlight area restoration is shown 
in Fig. 8. 

It is observed in Fig. 8 that the differences between the 
highlight area and its surrounding area are reduced. 

2) Segmentation and feature extraction using the proposed 
W-CD-SF method: There are many protection platens in a 
protective panel image. To segment these protection platens, 
we propose a W-CD-SF method. The details of this method are 
introduced below. 

a) Preliminary segmentation based on a watershed 
algorithm: The watershed algorithm is adopted to obtain the 
preliminary segmentation results of the protection platen. This 
algorithm is a transformation defined on a grayscale image. 
This transformation treats the image as a topographic map, 

with the brightness of each point representing its height, and 
finds the lines that run along the tops of ridges [26-29]. In this 
segmentation, we adopt this algorithm to obtain a continuous 
and close edge of each protection platen. Based on the close 
edge, each protection platen region can be extracted. 

b) Irrelevant area elimination based on color space 
difference: In the second stage, we propose a new method to 
eliminate the irrelevant areas from segmented regions based 
on color difference. The irrelevant areas are mostly caused by 
uneven illumination and noise interference. There are color 
differences between the ROI and the irrelevant areas. In this 
method, the RGB color space is adopted to quantify the color 
differences. Fig. 9 shows the diagram of the proposed 
irrelevant area elimination method. 

i) Classification of sub-regions based on color 
distribution features: Each image is divided into several 4 × 4 
sub-regions. For each sub-region, the pixel value variances in 
the R, G, and B channels are calculated separately. The sum of 
the calculated pixel value variances in the three channels 
reflects the color distribution difference of the sub-region. 
Owing to the color difference between irrelevant areas and the 
ROI, the overall color distribution difference in the sub-region 
in which interference exists is greater than that in which 
interference does not exist. Based on the quantified color 
distribution difference, the sub-regions with irrelevant points 
are distinguished. 

ii) Interference points removal: The pixels are arranged 
by their corresponding pixel value, and the first-order 
difference of the sorted pixel sequence difference is calculated 
to qualify the pixel value difference. In this work, the pixels 
with corresponding differences greater than the difference 
mean value are considered as interference points and removed. 

c) Shape features extraction: To detect the states of 
Type-II protection platen, we extract the shape features of 
these segmented protection platens. These features are 
calculated based on the circumscribed rectangle of each 
protection platen’s connected domain. The length h and width 
w of the circumscribed rectangle are obtained and illustrated 
in Fig. 10. Fig. 10(a), (b) and (c) correspond to the 
circumscribed rectangle for the state “on”, “off” and 
“standby”, respectively. 

The bounding boxes of the Type-II protection platen 
obtained using the W-CD-SF method can be classified into two 
parts: protection platen region and noise. To eliminate the 
influence of noise and recognize the states of the Type-II 
protection platen more accurately, we propose the three 
following features with which to evaluate the shape of each 
bounding box: 

hHWR
w

=
              (10) 

CRA h w= ×               (11) 
n

i ii
mean

h w
CRA

n
= ∑ 

             (12) 
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Fig. 10. Parameters Calculated from Each Connected Domain Circumscribed 

Rectangle: (a) State ”on,” (b) State ”off,” and (c) State ”Standby.” 

where HWR is the ratio of h  to w , CRA is the area of the 
circumscribed rectangle, and meanCRA  is the average area of a 
circumscribed rectangle of all detected objects. Finally, the 
Type-II protection platen states can be recognized using the 
segmentation masks and shape features combined with the 
SVM classifier. 

3) Parallel multi-decision scheme based on W-CD-SF 
method and YOLOv5 network: The recognition result of Type-
II protection platen using the W-CD-SF method is represented 
as iA , which consists of the state category 

iAS  (including 
states “on,” “off,” or “standby”) and the bounding box 
region 

iAR . In addition, the state recognition result of the Type-
II protection platen using YOLOv5 is represented as iB , 
which is also composed of the state category 

iBS  (including 
states “on”, “off,” or “standby”) and the bounding box 
region 

iBR . The final state recognition result is the fusion of 
iA  and iB . 

Specifically, given the results of the W-CD-SF and 
YOLOv5 method, we can obtain the final states recognition 
result using the following rule: 

,

,
i i i

i i i

A A B
i

B A B

S R R
E

S R R

∩ =∅=  ∩ ≠ ∅              (13) 

In this rule, if there is overlap between iAR  and iBR , the 
final result is dependent on iBS , otherwise iAS . 

III. EXPERIMENTAL RESULTS AND ANALYSIS 
The protection platen is an essential part of a relay 

protection inspection system. In this work, we propose a 
method to automatically detect the states of a protection platen. 
This method is composed of three parts: automatic protection 
platen type classification based on HSV color space weighting 
operators, Type-I protection platen state recognition based on 
YOLOv5, and Type-II protection platen state recognition based 
on the proposed parallel multi-decision mechanism. To 
evaluate the effectiveness of the proposed method, we 
conducted experiments on a protection platen image dataset. In 
this section, the dataset details, experimental settings, 
experimental results of automatic protection platen state 
recognition, along with the details of comparative experiments, 
are introduced and analyzed. 

A. Dataset 
The experimental data used in this work were collected by 

the State Grid Hebei Electric Power Company. There are two 
protection platens usually used in practical applications, i.e., 
Type-I and Type-II protection platens. In this work, the 
protective panel images containing these two types of 
protection platens are shot in various environments and include 
3,625 Type-I protection platens and 5,344 Type-II protection 
platens. 

B. Experimental Settings 
This work achieves the automatic recognition of protection 

platen states. To evaluate the performance of the proposed 
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method, the 10-fold cross-validation method is applied. The 
performance of the system is evaluated in terms of accuracy, 
false positive rate (FPR), and false negative rate (FNR). 
Accuracy is the proportion of correctly predicted samples to 
total samples. FPR is the proportion of negative samples 
predicted to be positive to total negative samples, which 
reflects the probability of negative samples being misclassified. 
FNR is the proportion of positive samples predicted to be 
negative to total positive samples, which reflects the 
probability of missing detection of positive samples. The 
calculation formulas of accuracy, FPR, and FNR are 
respectively, where TP denotes the number of actually positive 
samples predicted to be positive samples, TN represents the 
number of actually negative samples predicted to be negative 
samples, FP is the number of actually negative samples 
predicted to be positive samples, and FN is the number of 
actually positive samples predicted to be negative samples. 

TP+TNAccuracy=
TP+FP+TN+FN             (14) 

FPFPR=
FP+TN               (15) 

FNFNR=
FN+TP               (16) 

The experiments were implemented based on the PyTorch 
framework. The YOLOv5 network was trained using batch 
size 8 for 300 epochs. The initial learning rate was set to 0.01, 
and the warmup technique was used for training YOLOv5. The 
learning rate warmup was set to 0.1. Adam was used as the 
optimization algorithm with a momentum of 0.8. 

C. Experimental Results of Protection Platen States 
Recognition 
The automatic recognition of protection platen states is a 

challenging task. The Type-I and -II protection platens have 
varied shapes. For one specific type, there are different colors 
of protection platens, and some protection platens and their 
protective panels are similar in color. Moreover, the shooting 
angle and distance are not the same, and the image quality is 
affected by lighting and shooting conditions, resulting in 
difficulties in recognizing the states of protection platens. 

In this work, we propose utilizing the YOLOv5 network to 
recognize the Type-I protection platen state. Different from the 
Type-I protection platen, the shape of the Type-II protection 
platen is more complicated. To improve the recognition 
accuracy, in this work we propose a parallel multi-decision 
method combining the advantages of the proposed W-CD-SF 
method and YOLOv5 network. 

The state classification results of Type-I and -II protection 
platens are listed in Tables I and II, respectively. 

Table I shows that for the automatic state recognition task 
of Type-I protection platens the recognition accuracy, FPR, 
and FNR for the state “on” are 98.77%, 0%, and 1.23%, 
respectively. The recognition accuracy, FPR, and FNR for state 
“off” are 99.15%, 0%, and 0.85%, respectively. It can be seen 

from the results that the protection platen recognition accuracy 
of Type-I protection platens is over 98%, meeting the needs of 
practical applications. 

TABLE I. TWO STATES RECOGNITION RESULTS OF TYPE-I PROTECTION 
PLATENS USING YOLOV5 

State of 
protection platen 

Number of 
protection platens Accuracy FPR FNR 

on 897  98.77% 0% 1.23% 

off 2,728 99.15% 0% 0.85% 

TABLE II. THREE STATES RECOGNITION RESULTS OF TYPE-II 
PROTECTION PLATENS USING PARALLEL MULTI-DECISION METHOD 

State of 
protection 
platen 

Number of 
protection 
platens 

Accuracy FPR FNR 

on 1,615 99.55% 8.90% 0.45% 

off 2,391 96.98% 5.00% 3.02% 

standby 1,338 95.33% 4.50% 4.67% 

Table II lists the state detection results of Type-II 
protection platens using the parallel multi-decision method. It 
is observed that there are 5,344 Type-II protection platens, of 
which 1,615 are in the “on” state, 2,391 are in the “off” state, 
and 1,338 are in the “standby” state. As shown in Table III, for 
the automatic state recognition task of Type-II protection 
platens the recognition accuracy for the state “on” is 99.55%, 
that for FPR 8.90%, and that for FNR 0.45%. The recognition 
accuracy for state “off” is 96.98%, that for FPR 5.00%, and 
that for FNR 3.02%. The recognition accuracy for state 
“standby” is 95.33%, that for FPR 4.50%, and that for FNR 
4.67%. These results show that the recognition accuracy of 
Type-II protection platens in three states is above 95%. 

D. Experimental Results of Type-II Protection Platen without 
Multi-decision Scheme 
In this work, we propose a new parallel multi-decision 

technique to recognize the states of Type-II protection platens. 
To evaluate the effectiveness of this new parallel multi-
decision method, the classification results using the single-
decision method with the W-CD-SF or YOLOv5 network are 
listed in Table III. 

Table III lists the automatic state recognition results of 
Type-II protection platens using the single-decision method 
with the W-CD-SF or YOLOv5 network. As shown in Table 
III, for the state “on,” the recognition accuracy using W-CD-SF 
is 93.12%, that for FPR 7.68%, and that for FNR 6.88%. The 
recognition accuracy using YOLOv5 is 98.88%, that for FPR 
9.46%, and that for FNR 1.12%. For state “off,” the 
recognition accuracy using W-CD-SF is 89.54%, that for FPR 
10.85%, and that for FNR 10.46%. The recognition accuracy 
using YOLOv5 is 91.61%, that for FPR 6.19%, and that for 
FNR 8.39%. For state “standby,” the recognition accuracy 
using W-CD-SF is 92.85%, that for FPR 12.08%, and that for 
FNR 7.15%. The recognition accuracy using YOLOv5 is 
93.06%, that for FPR 11.06%, and that for FNR 6.94%. It is 
shown that for three states the recognition performance of each 
single-decision method is poorer than that of the proposed 

285 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 7, 2022 

parallel multi-decision method (shown in Table II). The results 
indicate that the parallel multi-decision method improves the 
recognition accuracies by 0.68%, 5.86%, and 2.44% for “on,” 
“off,” and “standby” states of the protection platen, 
respectively. 

E. Comparison Experiments 
To evaluate the effectiveness of the method proposed in 

this work, we compared the performance of Faster-RCNN and 
single-shot multi-box detector (SSD) networks with YOLOv5 
for Type-I and -II protection platen states recognition tasks. 

Faster-RCNN is a two-stage network used for object 
detection tasks, especially for small objects. It has high 
detection accuracy and has been widely used in industry [30], 
[31]. The SSD network is a one-stage network that is based on 
regression and region proposal algorithms. It can directly 
predict the position and category of bounding boxes [32,33]. 
The results of these two deep-learning methods and our 
proposed method with the YOLOv5 network for recognizing 
protection platen states are shown in Table IV. 

Table IV shows the automatic state recognition results for 
Type-I and -II protection platens. For Type-I protection 
platens, the recognition accuracy of state “on” using Faster-
RCNN is 96.54% and that using SSD is 89.63%, which are 

both lower than the accuracy using YOLOv5 (98.77%). The 
recognition accuracy of state “off” using Faster-RCNN is 
92.25% and that using SSD is 90.58%, which are both lower 
than the accuracy using YOLOv5 (99.15%). For Type-II 
protection platens, the recognition accuracy of state “on” 
using Faster-RCNN+W-CD-SF is 97.52%, and that using 
SSD+W-CD-SF is 90.43%, which are both lower than the 
accuracy using YOLOv5+W-CD-SF (99.55%). The 
recognition accuracy of state “off” using Faster-RCNN+W-
CD-SF is 95.46% and that using SSD+W-CD-SF is 93.65%, 
which are both lower than the accuracy using YOLOv5+W-
CD-SF (96.98%). The recognition accuracy of state “standby” 
using Faster-RCNN+W-CD-SF is 96.38% and that using 
SSD+W-CD-SF is 89.75%, which are both lower than the 
accuracy using YOLOv5+W-CD-SF (95.33%). The 
comparison of experimental results indicates that the YOLOv5 
is more suitable for automatic protection platen state 
classification in this work. 

The experimental data were collected under various 
shooting environments and conditions, leading to difficulties in 
accurately discriminating protection platen state. The methods 
proposed in this work combine the advantages of YOLOv5 and 
image processing algorithms and perform well in the state 
recognition task of two protection platen types. 

TABLE III. STATE RECOGNITION RESULTS OF TYPE-II PROTECTION PLATENS USING A SINGLE-DECISION METHOD WITH W-CD-SF OR YOLOV5 NETWORK 

State of protection 
platen 

Accuracy FPR FNR 

W-CD-SF YOLOv5 W-CD-SF YOLOv5 W-CD-SF YOLOv5 

on 93.12% 98.88% 7.68% 9.46% 6.88% 1.12% 

off 89.54% 91.61% 10.85% 6.19% 10.46% 8.39% 

standby 92.85% 93.06% 12.08% 11.06% 7.15% 6.94% 

TABLE IV. COMPARISON OF EXPERIMENTAL RESULTS 

State classification accuracy of Type-I protection platen State classification accuracy of Type-II protection platen 

Network 
State of protection platen 

Method 
State of protection platen 

On off on off standby 

Faster-RCNN 96.54% 92.25% Faster-RCNN +W-CD-SF 97.52% 95.46% 96.38% 

SSD 89.63% 90.58% SSD+W-CD-SF 90.43% 93.65% 89.75% 

YOLOv5 98.77% 99.15% YOLOv5 + W-CD-SF 99.55% 96.98% 95.33% 

IV. CONCLUSION 
An automatic protection platen state detection method was 

proposed in this work. In most previous research, experiments 
were conducted for only one type of protection platen; this was 
not helpful in practical applications since there are different 
protection platen types in the natural environment. To solve 
this problem, we proposed a new system that could classify 
multiple protection platen types and recognize each protection 
platen state automatically. First, the automatic classification of 
Type-I and -II protection platens was realized by the proposed 
HSV color space weighting operators. Second, the YOLOv5 
network was used to detect the Type-I protection platen states. 
The detection accuracy for two states of Type-I protection 
platen was over 98%. Then, an automatic state detection 
system for the Type-II protection platen was presented based 

on the proposed parallel multi-decision method, combining the 
proposed W-CD-SF method and the YOLOv5 network. The 
recognition accuracies of the three states of Type-II protection 
platen (“on”, “off” and “standby”) exceeded 95%. 
Experimental results showed that our newly proposed system 
could classify multiple protection platen types and recognize 
each platen state automatically. In addition, the proposed 
system had good robustness and generalization due to the 
combination of a deep-learning network and image processing 
techniques. Future work will focus on the practical application 
of the proposed system and the classification and identification 
of other types of protection platens. 
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Abstract—There has been a recent explosion in the number of 
mobile network payment gateways that enable users to access 
services through a variety of devices. Mobile payment gateway 
security is complicated by a number of difficult-to-solve issues. 
As digital technology has progressed over the last decade, mobile 
payment mechanisms have gained a lot of interest. In the internet 
industry, these standards might have a significant impact on 
service quality. However, the most important aspect to consider 
when using these systems is their accountability, which assures 
confidence between the parties engaged in the financial 
transactions. Mobile payments may be easy, quick and secure. 
On the other hand, they may be rather pricey and are still 
susceptible to problems caused by technology. Specifically, 
mobile payments won't be able to go through at all if there are 
any problems with the host phone. For this reason, in this article 
a mobile payment mechanism that uses secure bilinear dual 
authentication. Using Bullet hash Maximum distance separable 
(MDS) and the mutate Hellman algorithm, our payment protocol 
incorporates all of the essential security characteristics to 
establish confidence between the parties. To put it another way, 
accountability is assured by mutual authentication and non-
repudiation. Conflicts that may emerge in the course of a 
payment transaction may be resolved using our strategy. Scyther 
is used to test our suggested protocol's empirical performance. 

Keywords—Mobile payment; transaction protocol; bullet hash 
maximum distance separable; mutate Hellman algorithm 

I. INTRODUCTION 
Mobile smart devices (such as smartphones or laptops) 

have become more common in everyday life as a result of the 
development and widespread usage of mobile communication 
technology [1]. This results in an ever-increasing amount of 
online service requests. Online services such as Ali Pay, Apple 
Pay, We Chat Pay and so on rely on mobile payments, which 
are attracting a lot of attention. These online transaction 
programs let customers to purchase a wide range of goods and 
services from wherever they have internet access. A user's 
private identifying information is often made available to 
retailers when an online transaction is initiated in order to 
verify the transaction's authenticity. The unreliability and 
avarice of merchants may lead them to offer items that the user 
does not need or merely to sell the identity of the user for 
economic gain to other parties. There must be an ability to 

validate a transaction message's legality and validity, so that 
the merchant may ensure that products or services are given by 
the proper user. [2] Verification of transaction messages may 
also prevent users from claiming that they didn't acquire the 
products and services they claimed to have purchased. Many 
cryptographic primitive-based protocols for mobile payments 
have been developed to meet these security requirements. Their 
protocols meet security standards such as user anonymity and 
unforgivability. The identity of any merchant or opponent 
cannot be linked to a transaction message when a protocol 
maintains anonymity for the users involved [3]. Unforgeability, 
on the other hand, implies that the sender of a message can be 
identified and that anybody attempting to forge the transaction 
message of another party will be caught [4]. A mobile payment 
system must take efficiency into consideration in addition to 
security considerations. As a result, it is important that a 
payment protocol only need a minimal amount of processing 
power and storage space to be implemented on low-powered 
gadgets. Traditional transaction protocols provide user public 
key certificates through a public key infrastructure (PKI) [5, 6]. 
Verifying the authenticity of a public key may be done with the 
help of a trusted certificate authority. Because of the need for 
extra resources to manage certificate revocations, distribution, 
and storage, the use of PKI significantly raises the costs of both 
communicating and storing data. As a result, there is a 
contradiction between PKI and the capabilities of mobile 
devices with limited processing and storage. It is still difficult 
to build a mobile transaction protocol with minimal resource 
requirements in terms of computation, network traffic, and data 
storage. Addressing the aforementioned issue, a novel mobile 
payment system was created that simultaneously guarantees 
secrecy, immutability, and minimal resource usage. The 
following is a brief summary of its most important 
contributions: 

1) First, the dual authentication payment transaction 
method was provided. 

2) A mobile payment mechanism based on our suggested 
approach is demonstrated. Furthermore, Pay Platform serves as 
a trusted proxy for users when they want to securely 
communicate with Merchant Server. As a result, users can rest 
easy knowing that they won't be sending or receiving private 
messages from merchants. Since most calculation takes place 
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on Pay Platform, user resource utilization is lowered as well. 
Unforgeability is ensured by the use of certificate less public 
key cryptography and signatures on every piece of transaction 
data. 

3) It is important to maintain the Pay Platform and 
Merchant Server as lightweight as possible, despite the fact that 
they must do computations for each transaction, in order to 
solve the scalability problem. When processing a payment on 
the Pay Platform or the Merchant Server, the signature 
verification process is by far the most time-consuming step. 

4) The protocol was implemented to test the using the 
Bullet hash MDS, a mutated version of the Hellman algorithm, 
and various mobile payment protocols. Comparison reveals 
that our protocol is viable and efficient in terms of secure 
payments. 

Rest of the paper has been divided into sections. Section II 
focuses on other studies in this field. The problem statement is 
presented in Section III. Section IV demonstrates the suggested 
technique's terminology in action. Section V focuses on 
experiments and implementation. Towards the end of the 
article, the conclusion is reached. 

II. RELATED WORK 
Mobile payment systems have been the focus of a number 

of researches in recent years aimed at strengthening their 
security. Many of these efforts have been directed to 
developing foundations for the establishment of new electronic 
payment systems, as well. Username and passwords, 
symmetric and non-symmetric and elliptic curve encryption, 
smart cards, 2D bar codes, and biometric technologies have all 
been tried for electronic payment system authentication. All 
sorts of authentication techniques and protocols are based on 
these notions. Symmetric and asymmetric signatures fail in M-
commerce despite being frequently utilized for authentication. 
In [7], mobile payment solutions based on durable certificate-
less signatures and bilinear pairing are proposed. [7] To make 
the suggested mobile payment system acceptable for mobile 
devices with low processing capacity, they smartly improve it. 
Security and performance testing of the suggested mobile 
payment system on the Raspberry PI have demonstrated its 
feasibility. Anonymous and untraceable payments have never 
previously been feasible on a mobile device according to a 
novel payment technique explained in [8]. Because mobile 
devices have limited computing capacity, the proposed 
protocol depends on a Pay Platform to handle the majority of 
the computational burden (which is almost usually equipped 
with lots of processing power) (which is almost always 
equipped with plenty of processing power). Batch-verification 
has been implemented to lessen the overhead for millions of 
users on the Pay Platform and Merchant Server because the 
Pay Platform and Merchant Server must run calculations for 
each transaction. In terms of cloud security and privacy, one of 
the most pressing challenges is whether or not sensitive 
information may be accessed by other parties. The researchers 
[9] have presented cloud service providers with an intelligent 
encryption solution that secures cloud service providers' access 
to the incomplete data. Dispersed cloud servers are 
recommended for data storage after the data file has been 

partitioned. SA-EDS is a notion and an algorithm that 
underpins the Secure Efficient Data Distribution (SED2) 
Method, the EDCon Methodology, and the Alternative Data 
Distribution (AD2) Algorithm. ZeroMT is a method presented 
in [10] that enables several simultaneous covert balance 
transfers. This method ensures that the balances in all accounts 
and the amounts transferred remain private." "Since all 
transfers are contained within a single transaction, there are 
fewer transactions to verify on the main chain. Off-chain, they 
are the standard building block for a multi-transfer transaction 
that is undetectable by unauthorised parties but can be 
validated by smart contract infrastructures. NFC devices and 
payment terminals connect with each other using this protocol, 
which is based on the EMV standard [11]. EMV's weaknesses 
will be solved by adding an extra layer of security and beefing 
up the core EMV communications, according to the protocol. 
Due to the lack of a reliable third party, security features such 
as the detection of double spending and the prevention of brute 
force attacks are still in development. In order to make secure 
mobile payments, NFC-enabled cellphones may be utilised, as 
stated in [12]. Abughazalah's protocol has the potential to 
address issues of privacy and security. In order to ensure the 
security of this protocol, a one-time password (OTP) system 
was implemented. The OTP mechanism is preinstalled in NFC-
enabled smartphones. However, without a trusted third party, 
this protocol lacks essential security features like the ability to 
prevent double spending and ensure all participants are treated 
fairly. According to [13], mobile vouchers for NFC-enabled 
phones are safe to use. The suggested strategy focuses largely 
on the collection and redemption of loyalty points. However, 
there are still several potential security holes in this system, 
including those related to message privacy, mutual 
authentication, and detecting duplicate spending. This results in 
an inherently unfair implementation of the protocol. An EMV-
compliant near-field communication (NFC) mobile payment 
system was presented by the author in [14]. Data and digital 
signatures are secured by cryptographic methods like 
symmetric key encryption and public key encryption in their 
proposed protocol. Unfortunately, this protocol is vulnerable to 
a wide range of attacks despite the fact that it is not fair and 
cannot rely on a neutral third party to ensure its security. In 
[15], the author presented a secure contactless NFC payment 
system using NFC bank cards and an internet connection with 
a respectable organization. Client payment devices limited to 
NFC bank cards that do not need Wi-Fi or 4G. Due to the 
absence of a reliable third party, this protocol is not yet capable 
of detecting duplicate spending or protecting against brute-
force attacks, and it is therefore not yet fair. An NFC mobile 
payment system with cloud-based security was shown in [16]. 
The usage of NFC radio waves in a public setting makes it 
more secure than the EMV standard. Other security flaws, such 
the ability to spot double spending, may be exploited even in 
the absence of a third party that can be trusted. The au's 
anonymous mobile payment system, which was introduced in 
[17], has increased the safety of mobile commerce data. They 
assert that their protocol satisfies all of the necessary 
conditions for non-repudiation, anonymity, and unlinkability. 
However, there is no safeguarding against message corruption 
or brute-force attacks in this protocol [18-21]. The trustworthy 
third party's knowledge of sensitive transaction data like 
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payments and invoices also poses a security risk. Using key 
distribution, the author of this research presents [22] a cloud-
based efficient authentication system for mobile payments. Our 
innovative certificate-less proxy re-signing approach for 
mobile payments not only protects your privacy, but also 
simplifies your data storage needs. Using the Secure 
Authentication Protocol, [23] suggests a mobile payment 
system (SAP). By using cryptographic methods, it was able to 
create a reliable solution that can identify fake servers and 
clients. While the use of mobile devices in the payment 
industry continues to rise, the proposed method ensures the 
safety of user accounts and individual privacy. Smart mobile 
device makers and mobile data users both have a role to play in 
resolving this problem so that mobile payments may continue 
to be used in public communication networks that are not 
always secure. They provide a secure business strategy for 
mobile payments in the e-healthcare application by making use 
of key distribution cryptographic techniques. In [24], a novel, 
effective trust model for secure, dynamic group 
communication across distant networks is presented. The 
concept of a hierarchical attribute-based encryption was 
introduced by the author in [25]. A single encryption key may 
secure a whole directory's worth of data. The computational 
and storage requirements of their attribute-based hierarchical 
file encryption method are less than those of prior research. A 
novel index model, the data vector (DV) tree, based on a 
crossover genetic process, was developed with the help of soft 
computing. The file's term and inverse document frequencies, 
together with any other features included in the file, are used to 
build the DV tree. Their new key generation, encryption, and 
decryption tool is an extra bonus for anybody using their data. 
The authors of [26] proposed a machine learning algorithm to 
identify malicious uniform resource locators by combining 
URL lexical selections, payload size, and python supply 
parameters. A Chaotic Hopfield Neural Network combined 
with an adaptive encoding approach may provide a more 
secure model for keeping private information; the proposed 
approach enhances the safety of a shared key among any 
number of nodes [27-32]. 

A. Research Gap 
Consequently, the existing solutions for mobile payment 

protocols lacked both substantial data security and fairness. 
There is no credible third party under the constraints of such 
procedures. To avoid wasting time and money in the event of a 
disagreement, no one gathers and records all transactional data. 
This means that the processes at play cannot ensure a fair 
outcome. As a result, there is potential for a variety of attacks, 
including physical force, man-in-the-middle, and double 
spending. In this work, a strategy for resolving these issues is 
demonstrated. That is to say, the proposed protocol 
simultaneously guarantees both high levels of fairness and 
critical data security. The offline session key generation and 
hashing features are used for further security and mobility. 
Basically, it was impossible to stop repetition or brute-force 
attacks by never reusing the session keys that are created for 
each and every transaction. 

III. PROBLEM STATEMENT 
No one will trust m-commerce until there is a secure 

method of exchanging business information and conducting 
electronic financial transactions over mobile networks. Secure 
connections and transfers are essential for M-payment systems, 
which send sensitive data. As a result, high levels of perceived 
and technological security are required for m-payment systems 
to be widely used and widely accepted by customers. M-
commerce has seen the implementation of a number of 
different mobile security and payment mechanisms. 
Cryptography techniques are essential to satisfy the above-
described transaction security standards. The security of 
mobile payments done via networks with little or no physical 
protection is greatly enhanced by these devices. 

IV. PROPOSED WORK 
Client, Merchant, Acquirer, Issuer, and Payment Gateway 

are all parts of the BDAPTP architecture was developed (which 
is in turn based on the Client Centric model) (all of which were 
described earlier). Below are three examples of simple 
Payment transactions that illustrate the Client Centric approach 
in action. 

• When a customer completes a purchase, the money is 
transferred to the shop owner. 

• With Value Subtraction, the Client's funds are deducted 
by the Payment Gateway (on behalf of the Issuer). 

• The Acquirer's Payment Gateway sends funds to the 
Merchant's Value Claim account. When using a 
Payment Gateway, you may get in touch with an 
Acquirer straight away (an entity that provides 
infrastructure for a Merchant to take credit card and 
other kinds of electronic payment). The suggested 
method has no need for communication between the 
merchant and the acquirer. A wireless or cellular 
network provided by a mobile phone provider is used 
to create an Internet connection between the Client and 
the Payment Gateway. The overall illustration of the 
suggested methodology was depicted in the Fig. 1. 

A. BDAPT Protocol 
There are a variety of processes for payment transaction 

depicted in Fig. 2. An individual identification number was 
assigned to each mobile phone. If an IMEI number is placed on 
a blacklist by a wireless network operator, GSM, it is used to 
identify legitimate devices on the network and to prevent 
ongoing usage of a phone that has been blacklisted from using 
the network. Different aspects of the suggested mobile 
payment security were identified in this article. The stages 
involved are: 

1) Registration phase: Users and merchants must register 
on the payment gateway in order to get legitimate credentials, 
such as a mobile PIN for login and the encryption key, which 
must be generated. 

2) Transaction phase: To make a payment, a user must 
first send a payment request to the merchant, which the 
merchant must confirm by verifying the user's payment 
information and personal information. 
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Fig. 1. Schematic Representation of the Suggested Methodology. 

3) Authentication phase: The Issuer and Acquirer calculate 
the trust value to authenticate the payment credentials and 
approve the payment via the confirmation from the merchant 
module, which is then executed on the payment gateway. 

It shows the process of the merchant server authentication 
using the proposed protocol. Merchant and admin servers must 
agree to the process of generating and disseminating a secret 
key for data encryption and decryption during authentication in 
order for the suggested method to operate. The Merchant 
Server employs "bank number" and a secret key to authenticate 
the admin server, creating a basic ciphertext when the 
authentication process is complete. The cipher text formula for 
merchant server authentication is: 

Merchant Server Authentication (MSA) =
bankno (xor) trust value              (1) 

In order to avoid a session hijacking on the buyer's end, 
each authenticating demand should be issued a distinct private 
key. 

Admin Server Authentication (ASA) =
 MSA (xor) trust value             (2) 

 Admin server trust value (ASV) = �gbankno�          (3) 

Merchant share value(MSV) =  �gH(banknono). g�
bankno

    (4) 

Whenever a client sends a payment, ask for the customer's 
transaction number in the cloud. Processing the request data 
requires the use of a trapdoor-creating method for the simple 
reason that if the payment requests were transmitted over the 
plain text, we run the risk of them being tracked and attacked. 
As a result, enhancing security and preventing the attack may 
be accomplished via the trapdoor design process. 

Patient Number Request (PNR) =  �gH(banknono).pn, gpn� (5) 

where PN1 = gH(banknono).pn and PN2 =  gpn 

The cloud should now check and validate the merchant data 
and the mobile user request, as shown below, after it has 
received the whole request, trusted cloud exchanged between 
merchant server and mobile user across a distribution channel. 

Cloud payment request matching = e (PNR, MSV)          (6) 

= e ��gH(banknono). g�
bankno

, gpn�            (7) 

 = e(g, g)(H(banknono)+1).bankno.pn             (8) 

= e(g, g)H(banknono).bankno.pn. e(g, g)bankno.pn           (9) 

= e�gH(banknono).pn, gbankno�. e�gbankno , gpn�        (10) 

 e (PNR, MSV) =  e(PN1, ASV). e(ASV, PN2)        (11) 

A user's User Id is required before they may initiate a cloud 
transaction. The system will direct the user to the registration 
page if they have not previously done so. Once a user's id is 
found in the bank's database, the next step is to have them input 
a password. It is verified and if found to be inaccurate, the user 
is led back through the process, or if it is correct the user will 
be sent to a new step in which the system will ask for a unique 
identification (UID). For 24 hours, the user's account will be 
suspended if the incorrect UID is entered. If the user's UID and 
QR Code are matched, an OTP will be sent to the user's 
registered cellphone number; if the user's UID and QR Code 
are not matched, the user's account will be blocked for 24 
hours. Once the OTP has been entered, the following step is to 
verify that the OTP entered is accurate. If the OTP is accurate, 
the key is kept secret throughout the encryption step. For 24 
hours, the account will be blocked if the OTP entered is wrong. 
If the OTP is entered correctly three times, the system will send 
you to the right OTP entry procedure. All input is encrypted 
using the Bullet hash MD5 algorithm, a public key 
cryptosystem that provides a hash key. To further increase the 
degree of security in the suggested technique, the asymmetric 
public key cryptosystem modify Hellman algorithm was used 
to generate the hash key. Data is subsequently divided into 
128-bit XOR operations and sent to the server for further 
processing. 
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Fig. 2. Process of Transaction. 

B. Units Cryptographic Transaction 
1) Bullet hash MD5 algorithm: Integrity security is mostly 

provided via hash functions. Authentication is also provided 
when they are used in conjunction with digital signature and 
message authentication code (MAC) techniques. As an 
example of an important family of hash functions, consider the 
SHA-2 family, which has the same basic functional structure 
but varies in internal operations, message length and security 
bits. 

A message is fed into one of these algorithms, which 
performs repetitive, one-way operations to produce a digest of 
the message. Blocks of 512-bit messages and 256-bit hash 
values expressed as eight 32-bit words are processed 64 times 
by the BHMD5 algorithm (C, D, ..., I). The hash message is 
256-bits in length. 

The following are some possible descriptions for the 
system: 

�
�̇� = 𝑙(𝑡 − 𝑧)

�̇� = 𝑥𝑧 − 𝑡 − 𝑧𝑚
�̇� = 𝑧𝑡 − 𝑣𝑚

           (12) 

Where, z, t, and m represent the current state of the system, 
whereas l, v and x represent its parameters. A system enters 
chaos when a, b, and c are all equal to 10. 

The BHMD5 was utilized to generate a 256-bit secret key J 
in the suggested cryptosystem. No matter how minor a 
difference there is between two photos, their hash values will 
be different. Thus, a 2256-complexity cryptosystem can 
withstand a brute-force attack without being breached. 
Accordingly, J may be represented as follows: 256-bit secret 
key split into 8-bit blocks (ju). 
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𝐽 = 𝑗1, 𝑗2, 𝑗3, … , 𝑗32           (13) 

The initial values can be obtained as follows. 

𝑧0 = 𝑧0′ + (𝑗1⊕𝑗2⊕𝑗3⊕…⊕𝑗11)
256

          (14) 

𝑡0 = 𝑡0′ + (𝑗12⊕𝑗13⊕𝑗14⊕…⊕𝑗22)
256

          (15) 

𝑚0 = 𝑚0
′ + (𝑗23⊕𝑗24⊕𝑗25⊕…⊕𝑗33)

256
          (16) 

Where, 𝑧0′ , 𝑡0′  and𝑚0
′  are the initial given values. 

Four elements make up the suggested encryption algorithm. 
Transaction data is first encrypted using the hash technique to 
create J and the Lorenz system's starting values. Encryption 
rules are then applied to the original data sequence J. Finally, 
decipher the series of numbers. Encrypted data is the product 
of the process. 

Step 1: For each row and each column, enter the data in the 
form of O(n,b), where n is the number of rows. 

Step 2: Generate the starting values of J and the key 
sequence (z0′ , t0′ ,m0

′ ) of the Lorenz system. 

Step 3: The matrix Nj (n, b ×8) may be generated by 
repeating the binary sequence Jv,r times where 𝑟 = 𝑛×𝑏×8

32
. 

Encode Nj with the same encoding rule and Njw was obtained. 

Step 4: According to XOR operation, 𝑂𝑒′ = Oe XOR Njw, 
𝑂𝑓′= OfXOR Nje and 𝑂𝑣′ = OvXOR Njw. 

Step 5: The chaotic sequences are generated as 
𝑧𝑏 , 𝑡𝑏and𝑚𝑏  and its length is n× b× 4 by using the Lorenz 
system will having the initial values 𝑧0′ , 𝑡0′  and𝑚0

′ . 

Step 6: Prepare the chaotic sequences 𝑧𝑏 , 𝑡𝑏and𝑚𝑏 as 
follows: 

�
(𝑘𝑧,𝑑𝑧) = 𝑠𝑜𝑟𝑡(𝑧)
(𝑘𝑡,𝑑𝑡) = 𝑠𝑜𝑟𝑡(𝑡)

(𝑘𝑚,𝑑𝑚) = 𝑠𝑜𝑟𝑡(𝑚)
           (17) 

where (•, •) = sort (•) a new sequence after rising to an 
index value z is the new sequence, and the index values for this 
new sequence are the index values for this new sequence. 

Step 7: The binary matrices should be converted 
𝑂𝑒′,𝑂𝑓′and𝑂𝑣′to three vectors Ce (n× b× 4), Cf (n× b× 4) 
and Cv(n× b× 4), respectively. 

�
𝐶𝑒′(𝑢) = 𝐶𝑒(𝑘𝑧(𝑢))
𝐶𝑓′(𝑢) = 𝐶𝑓(𝑘𝑡(𝑢))
𝐶𝑣′(𝑢) = 𝐶𝑣(𝑘𝑚(𝑢))

           (18) 

Step 8: Convert Ce′, Cf ′ and Cv′ to matrices Ew(n, b× 4), 
Fw(n, b× 4) and Vw(n, b×4), respectively. Decode Ew, Fw and 
Vw using a same rule Ruledec and get three binary matrices Ev, 
Fv and Vv. 

Step 9: Finally, recover data that is the encrypted one 

Decryption is the opposite of encryption in that it is a 
reverse operation. In order to decode the encrypted data, the 

receivers must get secret keys from the sender. Following is a 
step-by-step breakdown of the decryption procedure. 

Step 1: Having Ruledec, Components of the ciphered data 
are encoded. Three matrices were given as a input in total. Ew, 
Fw and Vw, as well as their vectorization into 
three Ce′, Cf ′ and Cv′. 

Step 2: Ce′, Cf ′ and Cv′are the vectors. For obtaining the 
non- vectors Ce, Cf and Cv, step 8 of the encryption method is 
reversed as a result: 

�
𝐶𝑒(𝑢) = 𝐶𝑒′(𝑘𝑧(𝑢))
𝐶𝑓(𝑢) = 𝐶𝑓′(𝑘𝑡(𝑢))
𝐶𝑚(𝑢) = 𝐶𝑚′(𝑘𝑚(𝑢))

           (19) 

Where, kz, kt and km It is addressed in the encryption 
procedure in stages 6 and 7. 

Step 3: Convert the three vectors Ce, Cf and Cv in the form 
of the matrices 𝑂𝑒′,𝑂𝑓′and𝑂𝑣′. 

Step 4: According to XOR operation the invert process was 
done then the encryption algorithm as follows:Oe =𝑂𝑒′ XOR 
Njw, Of = 𝑂𝑓′ XOR Nje and Ov = 𝑂𝑣′ XOR Njw, where Njw 
utilizing the key sequence J, as described in encryption step 5, 
yields the desired result. 

Step 5: Oe, Of and Ov are the three matrices for the 
sequence. Using the rule, the decoding was done ( Oe, Of, and 
Ov )to extract the E, F, and V components of the data. 

Step 6: Finally, the original data was recovered. 

Before the data can post to the server it can be splitted to 
improve the second level of the security, for that the MHA was 
used. 

Hellman Fibonacci sequence Db can be defined as follows. 

𝐷𝑏 =  �
0 𝑏 = 0
1 𝑏 = 1

𝐷𝑏−1 +  𝐷𝑏−2 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
           (20) 

Equation (20) is used to construct the Fibonacci sequence, 
which consists of the integers. Using any four consecutive 
terms of the Fibonacci numbers, a 2 x 2 matrix may be created 
that can be used to scramble data. The definition of a 
generalized Fibonacci mask is as follows: 

��̇��̇�� = � 𝑑𝑢 𝑑𝑢+1
𝑑𝑢+2 𝑑𝑢+3

� �𝑧𝑡� mod (b)          (21) 

Where z, t, �̇�, �̇� ∈ 0,1,2,3,4, … ,b−1 , du is the uth term of 
the Fibonacci series, and b is the overall data size z, A 
crammed dataset has a new coordinate for the original data, 
which is t. Scan the whole data horizontally and vertically so 
that the data may be scrambled into new information. 

Y orthogonal matrix of size n×n, C orthogonal matrix of 
size b×b and A diagonal matrix of size n×b are all singular 
value decomposition matrices for any given matrix L ∈ En×b 
where u≠h. 

𝐿𝑛𝑏 = 𝑌𝑛𝑛𝐴𝑛𝑏𝐶𝑏𝑏𝑅             (22) 
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Where YT Y=𝐼𝐼, CT C=𝐼𝐼 and a11 ≥ a22 ≥ ⋯ aoo ≥ 0, where o 
= min {n, b}. The columns of Y are orthonormal eigenvectors 
of LLT, the columns of C are represented as a orthonormal 
eigenvectors of LTL, where A is a diagonal matrix that contains 
the square root of Eigenvalues from Y or C in decreasing 
order. This is what matrix N would look like if it was 5 by 3. 

N = Y × A × CT             (23) 

⎣
⎢
⎢
⎢
⎡
𝑛11 𝑛12 𝑛13
𝑛21 𝑛22 𝑛23
𝑛31 𝑛32 𝑛33
𝑛41
𝑛51

𝑛42
𝑛52

𝑛43
𝑛53⎦

⎥
⎥
⎥
⎤

=

 

⎣
⎢
⎢
⎢
⎡
𝑦11 𝑦12
𝑦21 𝑦22

𝑦13 𝑦14 𝑦15
𝑦23 𝑦24 𝑦25

𝑦31 𝑦32
𝑦41
𝑦51

𝑦42
𝑦52

𝑦33 𝑦34 𝑦35
𝑦43
𝑦53

𝑦44
𝑦54

𝑦45
𝑦55⎦

⎥
⎥
⎥
⎤

⎣
⎢
⎢
⎢
⎡
𝑎11
0

0 0
𝑎22 0

0
0
0

0 𝑎33
0
0

0
0 ⎦
⎥
⎥
⎥
⎤
�
𝑐11 𝑐12 𝑐13
𝑐21
𝑐31

𝑐22 𝑐23
𝑐32 𝑐33

�
𝑇

 (24) 

The following are the measures that will be taken: 

1) First, need to take a look at the data in the form of a 
matrix Z. 

2) Using Hellman Fibonacci Transform, randomize the 
elements of matrix Z to get matrix V. 

3) Apply the SVD transformation to the matrix V to create 
three new matrices. 

[𝑌,𝐴,𝐶] = 𝑆𝑉𝐷(𝑉)           (25) 

4) L and O are Diagonal matrices that contain only integer 
and fractional parts of A values, respectively. 

A = L + O            (26) 

5) The receiver already has the same keys (big and small) 
that may be utilized for the data reversing operation. 

C. Equations 
The attack success rate is done in a Scyther. Here𝛼 < 𝛽 +

𝛾, the probability decreases exponentially with an increasing 
𝑅𝑥  . In this analysis, the hash power (G) will dominate the 
mining race in R x time. When predicting how many blocks 
will be mined over the course of a certain period of time, the 
Poisson distribution may be used. 

A double-spending assault happens when the opponent 
makes a second payment that is more than the previous 
payment. O sa may be calculated by adding up all possible 
double spending attacks. 

 Oso =  ∑ [O1(J1, Rx) +∞
J1=0 ∑ O2(J2, Rx)],+∞

J2=J1+1          (27) 

Where, O1(J1, Rx) and O2(J2, Rx) are defined in Equation 
(27) and Equation (27), respectively. 

It is the payee of the double-payment assault who has got 
the first payment and is trying to get a second one from 
Arbitrator. It is the payer's goal to defeat the payee in 
arbitration so that the arbitrator does not make a second 
payment to the latter. Hash power is used to create Non-
Payment Proof in the double-payment attack 𝛽𝐺  and 
PaymentChallenge is generated with hash power (𝛼 + 𝛾)𝐺 =

(1 −  𝛽)𝐺  By the similar analysis as 𝑂𝑠𝑎′  the probability of 
double-payment attack 𝑂𝑠𝑜 is given by. 

Oso =  ∑ [O1(J1, Rx) +∞
J1=0 ∑ [O2(J2, Rx) ],+∞

J2=J1          (28) 

Where, O1(J1, Rx)  and O2(J2, Rx)  are dened in Equation 
(27) and Equation (28), respectively. If Non-Payment Proof 
and Payment Challenge have the same length, then Arbitrator 
decides in favor of the payee, and there is no other difference 
in the computation of O so and O sa. With rising R x, O so 
decreases exponentially. It is therefore possible to minimize the 
O so double-payment chance significantly by raising the 
parameter R x by using the proposed procedure. 

V. PERFORMANCE ANALYSIS 
Mobile payment transactions between smartphones and 

payment terminals will be made more secure thanks to a new 
protocol were introduced in this paper. It provides an extra 
layer of cryptographic protection to address payment security 
flaws. It safeguards: the integrity and confidentiality of 
banking information, as well as the mutual authentication and 
non-repudiation of those data; and the validity of those data 
that are not. Using the Scyther tool, the suggested methodology 
was tested. 

Humans still have a hard time proving that a security 
protocol is correct and safe. So, Scyther tool was used, which 
has been used in both research and teaching environments, to 
check the suggested protocol. Scyther enables security 
protocols to be analyzed in a formal manner by detecting 
possible attacks and weaknesses. When compared to other 
security verification methods, the results from Scyther's 
researchers are impressive. Unrestricted sessions and assured 
end-of-life are the hallmarks of Scyther's protocol analysis 
service. It generates a graph describing an assault if it discovers 
one that matches a certain claim. Protocols in the Scyther tool 
are implemented using the Security Protocol Description 
Language (SPDL). All Scyther statements that no attacks have 
been detected on Banking Data are supported by the protocol, 
as shown in Fig. 3. Definitions based on official sources are 
provided below. 

The proposed Logical Diffie Hellman algorithm may be 
shown to be successful by comparing it to the [20] in order to 
demonstrate its efficacy. 

 
Fig. 3. Protocol Efficiency Analysis. 
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Fig. 4. File Size Vs. Average Delay. 

Errors are more likely to occur during a switchover if the 
information used is inaccurate, imprecise, or confusing. 
Processing, queuing, transmission, and propagation delays are 
the four most common types of delays in packet switched 
networks. The quality and timeliness of a product are 
threatened by delays in communication (Transmission). Some 
of the probable repercussions include longer wait times, delays 
in discharge and poor decision-making. The delay ratio is 
shown in Fig. 4. The suggested method has a much lower delay 
ratio (20.5) than earlier procedures. 

Fig. 5 and 6 depicts the time it takes to encrypt and decode 
a message in milliseconds, and the performance of the method 
is calculated. The suggested approach is compared to existing 
algorithms as BF, DES, and AES in terms of time differences. 

It is shown in Fig. 7 that the proposed technique consumes 
less energy than other well-known encryption algorithms such 
as BF and DES. 

 
Fig. 5. File Size Vs. Encryption Time. 

 
Fig. 6. File Size Vs. Decryption Time. 

 
Fig. 7. File Size Vs. Energy Consumption. 

Fig. 8 compares the proposed method to existing ones like 
DES BF and AES and shows how much faster it is in terms of 
throughput (in kbps). Fig. 5 to 8 show how the suggested 
method is tested. They look at things like average delay, 
throughput, encryption time, energy consumption, and 
decryption time to see how well the method works. BF, DES, 
and AES are used to figure out BHMD5-MHA, which takes 
into account things like average delay and throughput. BF is a 
competitor in near vicinity that ensures the privacy and 
integrity of user data. Although it seeks to reduce key 
complexity, its security is sometimes unreliable. BHMD5-
MHA improves security for secure and successful financial 
transactions while also reducing the likelihood of fraud. 

A secured mobile payment system was created here in this 
study by first employing the BHMD5-MHA method, which 
saves encrypted blocks of data and then links them together. 
An evaluation of the proposed mechanism's level of security is 
carried out. The proposed BHMD5-MHA algorithm is 
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compared against existing methods as DES [18], RSA [19], 
and AES [21]. 

Various encryption algorithms are compared and contrasted 
in Fig. 9 to show how secure they are in comparison. The 
existing DES, RSA, AES methodologies are compared with a 
new one called BHMD5-MHA. The security level is 82% 
TDH, 78% DES, 77% RSA, and 73% AES for files less than 
20 MB. Security is also evaluated for file sizes as large as 40 
MB and as little as 1 MB. When compared to various 
encryption algorithms, the graph shows that the BHMD5-MHA 
is the most secure. According to the data, the proposed 
technique beats other currently used procedures when it comes 
to ensuring transaction security. 

 
Fig. 8. File Size Vs. Throughput. 

 
Fig. 9. File Size Vs. Security Level. 

VI. DISCUSSION 
Based on the outcome that was achieved, our protocol 

meets the transaction security requirements listed below: 
1) Symmetric encryption and the secret are used to guarantee 
the authenticity of the parties involved. 2) Transaction privacy 
is ensured by encryption, 3) Transaction integrity is ensured by 
the suggested protocol, and 4) Non-repudiation of transactions 
is also ensured in that the merchant is able to provide a non-
repudiable evidence to prove to other parties that the client has 
originated the message. The encryption ensures that either the 
client or the merchant has originated the message and 
authenticates the client. Because the keys that are 
communicated between parties in our proposed protocol need 
to be updated on a regular basis or in response to specific 
requests, another worry that emerges relates to the distribution 
of keys. In the normal course of events, every time a new key 
is released, even if it is done so in an encrypted form, it is still 
feasible for an adversary to obtain it. Because it is possible to 
enlist the information in a coded form, our protocol does not 
need the customer to provide their card information. A 
participant in any transaction should not place their faith in 
other parties until those other parties can demonstrate that they 
can be trusted. Because the issuer is the one who provides the 
client with a credit card, our protocol specifies the trust 
connection that exists between the client and the issuer rather 
than the trust relationship that exists between the client and the 
payment gateway. 

VII. CONCLUSION 
The novel protocol and cryptographic techniques have been 

clearly addressed in this study. The Scyther compliance with 
standards and guidelines is used to demonstrate the model. An 
analogy of the key length is provided, as well as an analytical 
look into cryptography approaches for real-time use Due to the 
magnitude of the BHMD5's key, it has been demonstrated to be 
the most secure. As a second degree of protection, the MHA 
scrambles the original data. According to other symmetric key 
algorithms, this approach is the most secure (96 percent) and 
uses the least processing time. According to the findings, the 
proposed method could help in deal with the growing security 
issues that come with online transactions. 
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Abstract—Ad-hoc network usability extends the application 

for Dedicated Short-Range Communication. This type of ad-hoc 

network technology is non infrastructure and due to this fact, it 

can be used for Direct Short Range Communication System to 

provide the quick and real time message to the vehicular 

operator to prevent the damage and fatality of life by meeting 

accidents and crashes. In this paper, we present a holistic 

approach to estimate the number of vehicles in specified range of 

one KM distance. The designed system for vehicle number 

estimation is based on the Time Division Multiple Access 

mechanism which further estimates the number of reserved slots 

by vehicular nodes. This estimation methodology is tested under 

the digital simulator and approximately 34 number of vehicles 

for 24 seconds are defined to test the slot reservation. We found 

that in case of vehicular nodes greater than 20, slot reservation 

accuracy is 95% and when the vehicular nodes are less than 20 

then the slot reservation is 100%. 

Keywords—Vehicular ad hoc networking; hidden vehicle; 

visible vehicle; time division multiple access; dedicated short range 

communication 

I. INTRODUCTION 

Dedicated short range communication (DSRC) structure 
was specially developed for the vehicular communication 
technology. A bunch of wireless methodologies are available 
for the primary medium of communication to DSRC. The 
major needs of wireless system under ad-hoc network for 
vehicular environment is that the latency should be 20 mili 
seconds or less than it, throughput should be high, and it cover 
the communication range up to one kilometer. There should 
also be support of diverse schemes of communication with the 
wireless technology. The important one is support of one-way 
in both uplink and downlink communication allowing the 
vehicular nodes to dissipate a broadcast message. The second 
important communication requirement is two-way that allows 
two vehicles to establish the dialog between them. Third 
important one communication requirement is point to point 
and point to multipoint. The point to point communication 
supports the message delivery to specific location or vehicular 
node, and point to multipoint communication the message is 
sent to many locations or vehicular nodes. 

It is much important to evaluate the wireless technologies 
to determine which particular meets the DSRC requirements. 
A modified version of IEEE 802.11a with Time Division 

Multiple Access (TDMA) methodology equipped Physical 
layer is considered to be best suitable for DSRC 
communication [1]. Also, the other evaluated wireless 
technologies are not suitable so that these technologies are 
unacceptable with many different reasons. The cellular and 
satellite communication systems provide huge bandwidth but 
these two technologies have high latency. Due to this fact 
cellular and satellite technologies are suitable only for some of 
applications of DSRC. The cellular technology does not 
support the message broadcasting and it is a costly 
communication system. Similarly, satellite communication 
system is costly and is not suitable for DSRC applications. 
The wireless technology under the DSRC applications should 
be free of cost and must be based on ad-hoc communication. 
Also, the cost pertaining to the infrastructure must be cheaper 
than that of the satellite and cellular communication system. 

Vehicular ad hoc network (VANET) becomes a 
challenging task to implement in real world scenario. Ad-hoc 
network in vehicular environment is a type of mobile ad hoc 
network where the computing nodes are being implemented 
on vehicles with modern technique of communication devices. 
The communication of information from vehicle to vehicle or 
vehicle to roadside and vice versa is performed with the active 
help of fast computing environment. The clear scenario for 
feasible vehicular communication for the different categories 
of applications is either related to public safety or general, 
such as internet accessibility based upon the various factors of 
vehicular ad hoc networking. One of the major problems 
related to estimate the number of vehicles in a lane with 
respect to the coverage area of an antenna established at 
roadside. The roadside installed antenna is also equipped with 
modern fast computing devices. The major role of roadside 
installed station is to provide the information related to vehicle 
safety along with structural aspect of road and highway. The 
estimation of number of vehicles in the specified range of the 
road or highway is very challenging task due to dynamic 
nature of vehicles. 

II. LITERATURE REVIEW 

Different forwarding methods based on the broadcasting 
are infrastructure less node to node communication. It is 
facilitated by ad hoc network under vehicular environment. 
The broadcast contention control provides the reliable and low 
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latency multi-hop connection. Algorithm behind the broadcast 
contention control optimizes the back off distribution and 
provides the priority to forward the information related to the 
location of the node [2]. 

Ad-Hoc network under the vehicular environment provides 
the connection among the vehicular nodes of vehicles on the 
road. This is considered an important and valuable concept to 
improve the safety of the transportation system with elegant 
efficiency. Time division multiple access relies on slotted 
frame structure having the good quality of service framework. 
This has low scalability and complex synchronization 
mechanism. The vehicle number estimation according to the 
slot reservation is not always be optimal due to the delay and 
less quality of service having interference and the speeds of 
the nodes running on the vehicle [3]. 

Ad-Hoc network under the vehicular environment is more 
vulnerable to the Denial-of-Service attack [4]. One the most 
common Denial of Service Attack is Jamming attack which 
leads to the interference with the used wireless ad-hoc 
network service and creates the network congestion. Once the 
Jamming attack progresses, the quality of service of the ad hoc 
network degrades and the optimal service cannot be achieved. 
Due to this fact the vehicle number estimation fails and this 
causes the failure of the overall network service of ad hoc 
network in vehicular environment. 

A cross layered Medium Access Control having clustering 
mechanism supports the propagation of the broadcast message 
in ad hoc network under vehicular environment [5]. 
Distributed dynamic clustering frames, and the dynamic 
virtual backbone in the ad hoc network are the building blocks 
of the cross layered Medium Access Control. The members 
associated and connected with the ad-hoc network in vehicular 
environment are responsible to implement the efficient 
message propagation to utilize the slot and count the numbers 
of allocated slots in the vehicle number estimation. This fails 
when the vehicle’s speed goes beyond the defined threshold 
value and the performance of this method degrades. 

III. PROPOSED METHOD FOR VEHICLE NUMBERS 

ESTIMATION 

In case of vehicular ad hoc networking there are two 
different categories of vehicles on road or highways. These 
two categories of vehicles are either visible or hidden vehicles. 
To estimate the number of vehicles, it should be first 
determine the estimation method for both hidden and visible 
vehicles. The hidden vehicle is considered hidden because this 
type of vehicles has not joined the coverage area of roadside 
antenna. The estimation of visible or hidden vehicles are taken 
with the help of reservation of slots under Time division 
multiple access (TDMA). 

A. Visible Vehicle Numbers Estimation 

The intensity of vehicles with respect to specified time in a 
given direction is estimated by the number of occupied slots of 
TDMA channel by sequence numbers from beginning to end 
[6]. The specific beacon frame containing message indicates 
by adding an additional field into the frame format. This 
estimation of number of vehicles is performed with every 
regular interval of time by roadside station with broadcasting 

to all vehicles in the coverage range of station. These visible 
vehicles become under the control of regulation. The 
determination of visible vehicles is shown with Fig. 1. 

In accordance with Fig. 1, it is very clear that the road is 
only two-lane structure. For left side running vehicles in a lane 
under same direction reserves the slots of TDMA from left to 
right [7]. The vehicles running into right side in other lane 
under opposite direction on road reserve to slot of TDMA in 
reverse direction. The sequence numbers of reserved slots are 
not repeated in any case. Hence, the sum of highest sequence 
numbers of both lanes TDMA slots forward and reverse 
directions gives the total number of visible vehicles on the 
coverage area of roadside station. 

B. Hidden Vehicles Number Estimation 

Roadside installed stations checks the number of hidden 
vehicles with regular interval of time by beaconing itself. The 
beacons with additional parameters are listening to all the 
vehicles but vehicles avoid this which is already connected 
into the network with specified group. An additional sub field 
that contains the connecting request information for the 
vehicle node is attached under the beacon frame. There is 
specified number of two slots under the TDMA slots which 
depict the beaconing for estimating the hidden vehicles. These 
two slots cannot be probed and reserved by any vehicles in 
any direction. These slots are indicated by special identifier 
Hidden Vehicles (HV) [8]. Under this slot interval any vehicle 
probing is observed then it is concluded that this is hidden 
vehicles and roadside unit add one in hidden vehicles number 
and subsequently broadcast the message to all groups about 
the hidden vehicle. The TDMA slots are reserved for HV 
predicted under Fig. 2. 

The TDMA channels slots of Fig. 2, shows that the first 
HV is in a forward direction and second in the reverse 
direction of vehicles. 

 

Fig. 1. Visible Vehicles having Ad-Hoc Network Node. 

1 2 3 4 5 6 8 9 10 HV 

 

HV 1 2  3 4 5 6 7 8 9 

Fig. 2. TDMA Slots with Hidden Vehicles. 
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Suppose that the probability is p of hidden vehicle which 
transmit HV frames under the TDMA slots and n is the total 
number of hidden vehicles in both directions of vehicles in 
two lanes of given road. Again, let, n1 be the number of 
vehicles in one direction and n2 be the number of vehicles in 
opposite direction. Also, let m be the total number of hidden 
vehicles under the communication range of a roadside station, 
we can derive the probabilities of the different status of HV 
Channel slots. 

Probability that HV slot is ideal 

I = (1 – p)m 

Probability that HV frame is successfully received from a 
hidden vehicle in a direction is 

DP1 = n1p(1 – p) m-1 

Probability that HV frame is successfully received in 
opposite direction hidden vehicle is 

DP2 = n2p (1 – p) m-1 

Therefore, the total number of estimated hidden vehicles in 
each same and opposite directions are calculated as, 

𝑛1 =
𝑠1

𝐼
(
1 − 𝑝

𝑝
) 

𝑛2 =
𝑠2

𝐼
(
1 − 𝑝

𝑝
) 

After getting the probabilities values of vehicles in each 
direction we can further smooth the values by exponential 
moving averages by smoothing factor VHAlpha, which is a 
system parameter [9]. 

IV. DESIGNED SYSTEM SIMULATION 

The estimation of hidden and visible vehicles simulation is 
performed with the above-mentioned criteria with total 
number of 30 vehicular nodes. The vehicles that are under the 
vehicular ad-hoc network environment must have the digital 
map under the designed simulator application. We have used 
constructed files as a digital map to simulate the VANET. The 
constructed files contain detailed geographical information 
about the road. The data which digital map contains comes in 
the form of geographical coordinates (latitude, longitude) for 
the road [10]. The constructed files based on the selected road 
specify the end points, having the intermediate points those 
are required. In case, when the road is straight, then there is 
not any intermediate points. This is so because the 
intermediary points are calculated by the help of interpolation. 
Further, in case of the road having curves, there are very huge 
numbers of intermediate points, so that the map is considered 
accurate. 

The traffic simulator that takes actions of each of the 
vehicle under the given scenario is a digital simulator, as 
opposed to those digital simulators that use the global measure 
like density of traffic on road to describe the evolution of 
traffic. The dynamics of the traffic can be better understood 
with help of the digital simulator and appropriate design of 
facilities related to road traffic such as lanes, lights, closure of 
lanes and corners [10]. 

A. Digital Traffic Simulator 

A digital traffic simulator is an application used to 
simulate the traffic behavior with respect to the wireless ad-
hoc network communication message. Each of the vehicles 
which are taken under the vehicle has the computing node and 
is able to send and receive the wireless signals to the others. 
Simulating in digital traffic simulator there is requirement of 
setup of the vehicles and road with trajectories and 
intermediary point. The vehicle behavior with respect to the 
requirements to fulfill the order of traffic is observed in the 
process of simulation. 

With above facts, there is requirement of high level of 
details to study the suitability of wireless ad-hoc network in 
vehicular environment. To solve this, we have designed a 
digital traffic simulator based on a model of behavior of 
driver. This designed driver behavior model is presented in 
Fig. 3. There are many traffic simulators such as ‘VISSIM’ 
and others that use this type of designed driver behavior model 
for the simulation of vehicular environment. Basically, 
VISSIM’s purpose is to model and forecast the traffic flow of 
vehicles, addition of new lane, making of the study of traffic 
closure to lane and creating the overpass and many more. 
Also, it is true that this type simulators are very difficult to 
integrate with the network simulator as these types of 
simulators are commercial products [12] [13]. 

Thereafter, we have made the description of the driver 
behavior model which we have deployed. The assumptions are 
taken under the driver behavior model are ‘free driving’, 
‘following’, ‘braking’, and ‘approaching’. 

Driver model with ‘free driving’ states that there is no 
influence by preceding vehicles under the same lane of the 
vehicles. Thus, the drivers have to maintain the desired speed. 
Although, the speed and acceleration depend on the driver and 
the features of the road on which the vehicles are driven. 

Driver model with ‘approaching’ states that the preceding 
vehicle is slower in speed. In this case the driver has to de-
accelerate the speed to make the same speed of preceding 
vehicle. Basically, de-acceleration is treated as a function of 
distance between preceding and approaching vehicles, their 
speed and other parameters in same lane of road. 

Driver model with ‘following’ states that the speeds of 
preceding and following vehicles are equal or same. In this 
case the drivers of both of the vehicles maintains the same 
speed and constant acceleration can be maintained. 

Driver model with ‘braking’ states that the slower 
preceding vehicle is close to front of following vehicle. In this 
case, the following vehicle driver has to deaccelerate by 
braking the vehicle to avoid the crash. 

The rules defined for driver to determine the driver mode 
is presented by Fig. 2. Two thresholds are taken, where 
‘distance1’ is first and ‘distance2’ is second, when the 
preceding vehicle is closer to ‘distance1’ and slower than the 
just following vehicle. 
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Fig. 3. Designed Digital Traffic Simulator. 

In case of ‘braking’ mode, when the slower preceding 
vehicle is under the ‘distance1’ and ‘distance2’, then the mode 
is considered ‘approaching’ then the current vehicle definitely 
deaccelerates [14]. When the preceding vehicle is away from 
distance2, then there is no influence to current vehicle by any 
means, and it is taken under ‘free driving’ mode. Also, the 
defined thresholds ‘distance1’ and ‘distance2’ are not fixed. 
These depend on the driver driving style and speed of the 
vehicle [15] [16]. 

B. Simulation Data 

The simulation data is based on the number of vehicles 
taken under simulator, lanes defined under the simulator, time 
specified for simulation and vehicle flow per second. The 
whole data is presented in Table I. 

TABLE I. SIMULATION DATA 

No. of Vehicles No. of Lanes Time (Sec.) TDMA Slot Reserved 

27 2 24 25 

26 2 24 24 

28 2 24 25 

28 2 24 25 

27 2 24 25 

29 2 24 27 

25 2 24 24 

13 2 11 13 

12 2 10 12 

11 2 11 11 

12 2 11 11 

32 2 21 31 

33 2 22 31 

32 2 20 20 

34 2 20 32 

33 2 21 31 

34 2 22 32 

C. Simulation Result 

The scenario of simulation provides the estimation of 
vehicles having node connection with station and slot 
reservation under the range within 24 seconds. The result 
shows that maximum 5% deviation in case of the heavy traffic 
(No. of vehicles 30 or more), and in case of the vehicular 
nodes less than 20 the vehicle estimation is 100% in both 
visible and non-visible scenarios. The simulation result is 
presented in Fig. 4. 

 

Fig. 4. Simulation Result of Vehicles Number Estimation. 

The mentioned data is gathered from real time 
environment of the roads having two lanes under the simulator 
to simulate the performance. According to the simulation 
setup as per the given parameters the time is obtained. The 
TDMA slot reservation is based on the vehicles on both of the 
lanes under the simulation environment. Finally, the result of 
the simulation under the Fig. 4, is well presented. 

V. CONCLUSION 

The carried research work is performed to enhance safety 
of the living beings while travelling via vehicles like car, bus 
and others by employing the ad-hoc network and nodes on the 
vehicles. In this research work we have done the design of the 
digital traffic simulator and used various parameters such as 
approaching, distance to generate the warning message to the 
operators through the ad hoc network nodes to driver screen. 
TDMA slot allocation is used to estimate the total number of 
vehicles in the pre-defined range of road having single and 
double lane in the city scenario. The number of vehicle 
estimation and its results show that during the more load of 
vehicles, means vehicle nodes > 20 the correctness is 95% for 
estimation and if the number of vehicles having ad -hoc nodes 
< 20 then correctness is about to 100% 
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Abstract—During the time of the pandemic, travel restrictions 
have impacted the tourism industry with an estimated loss of 
more than a trillion USD; however, at the same time, we have 
seen a significant increase in profits for the industries which 
empower remote connectivity. Various studies have identified the 
positive impact of virtual tourism, in which tourists can be 
attracted by providing a VR/AR-based experience of the 
destination. Similarly, virtual, mixed, and augmented realities 
are being used to enhance user experience in digital heritage and 
its preservation. With emerging technologies and increasing 
demand for e-tourism (due to travel restrictions), there is a need 
to review the technological changes and analyze user 
requirements with respect to virtual tourism. This paper 
provides a literature review of the latest technologies and 
applications that can potentially benefit the virtual tourism and 
digital heritage industry. We also provide an analysis of its 
impact on user experience, awareness, and interest, as well as the 
pros and cons of virtual experiences, which may benefit the 
research community about the current spectrum of virtual 
tourism and digital heritage. 

Keywords—Virtual tourism; digital heritage; virtual reality; 
user experience 

I. INTRODUCTION 
Virtual Reality (VR) [1] is the art of envisaging the 

imagination capabilities of the human mind. People can 
visualize and interact with imaginary objects in a fantasy 
environment. They can pretend to live, roam, and interact in 
ideal, purpose-built, or inventive worlds. In general, it is non-
trivial to define limits on human imagination, however, it is 
possible to create human-inspired imaginary worlds with the 
state-of-the-art technologies in computer-based systems [2]. 
With the advent of technology, the imagination of the virtual 
world can be diversified with the real world to provide more 
realistic experiences. This field is known as Mixed Reality 
(MR) [1], in which a mixture of real world and virtual objects 
and scenes can be emulated to provide a better and more 
realistic experience. Similarly, the real world can be augmented 
with virtual assets and entities for providing past and future 
experiences, in-depth infographics, and supplementary details. 
This type of environment is termed as Augmented Reality 
(AR) [3]. 

During the pandemic, most countries posted a ban on 
traveling, which had an adverse effect on the tourism industry 
[4]. The tourism industry was estimated to be USD 1.478 
billion-dollar industry worldwide [5] before the pandemic; 
however, due to the COVID restrictions, the severe effects 
were not limited to internal and external tourism but also 

propagated to other related industries such as hotels, 
restaurants, theme parks, travel agencies, etc. Tourism and 
related industries are estimated to observe a Trillion USD loss 
in 2021 and 2022 [6]. 

Virtual Tourism (VT) provides ample opportunity and a 
substitute for the tourism industry. For the safety of the public, 
people were advised to keep a distance from each other, which 
introduced boring and monotonous experiences in everyday 
life. VT enables a tourism experience within the boundaries 
and guidelines of the pandemic restrictions. Users can have an 
immersive experience of a virtual or a real environment using 
special equipment from the comfortability of their homes. 
Although the user interaction in a virtual environment is not 
real and limited, i.e., without the experience of culture and 
language; however, it provides a cost-effective solution with 
high-quality graphics and sufficient control on viewing details 
in a safe and secure environment. Another advantage of virtual 
tourism is the preservation of cultural and natural heritage from 
vulnerable environments, due to tourist visits and urbanization, 
which introduces a potential application of Digital Heritage 
(DH) [7]. Digital heritage is the use of digital media to 
understand and preserve cultural or natural heritage. The 
cultural, historical, scientific, educational, and linguistic 
resources are converted into digital media to be preserved for 
later generations. For example, if a historical site is visited 
more often by many tourists with poor maintenance, it may 
deteriorate its originality. Similarly, if an ancient book, is given 
physical access to many people, then the vital piece of history 
may get destroyed. Therefore, access to these resources should 
only be through virtual, augmented, and/or mixed realities to 
provide an immersive experience. 

Virtual tourism and digital heritage are enabled by 
VR/AR/MR technologies and applications. Without the 
implementation and support of the right tools, this promising 
industry cannot develop and thrive. In this paper, we have 
reviewed various technologies and applications related to 
virtual, augmented, and mixed realities that play a vital role in 
VT and DH. We have conducted a survey analysis of the 
perceptions, experiences, and intentions of users of different 
age groups about virtual tourism and digital heritage. We have 
also presented an in-depth analysis of commercial technologies 
and web/mobile applications that would benefit the research 
community about the current spectrum of virtual tourism and 
digital heritage. 

The rest of the paper is structured as follows. Section II 
provides a detailed introduction to virtual tourism, and digital 
heritage and its business value. Section III reviews the 
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concepts, technologies and applications of VR/AR/MR. 
Section IV presents the analysis of our conducted survey about 
peoples’ perceptions of VR & DH. Section V analyzes the pros 
and cons of VR & DH. Section VI provides the literature 
review of the research related to our domain and Section VII 
concludes the paper. 

II. VIRTUAL TOURISM AND DIGITAL HERITAGE 
The user experience in virtual, augmented, and mixed 

environments can be classified into non-immersive, semi-
immersive, and fully immersive experiences. Due to the 
everyday interaction with the artificially generated and 
enhanced media, people do not consider the non-immersive 
experience as VR/AR/MR. People are accustomed to TV, 
mobile phones, and computer screens without realizing that 
they are having a non-immersive experience in the context of 
VR/AR/MR. This technology provides a computer-generated 
experience, but still gives users awareness and control of their 
physical environment. Non-immersive virtual reality systems 
rely on computer or video game consoles, displays, and input 
devices such as keyboards, locators, and controllers. Watching 
movies and playing video games are some examples of a non-
immersive VR experience [8]. 

The semi-immersive environment provides users a more 
perceptive experience of being connected to the virtual world; 
however, they can still feel their physical surroundings. Semi-
immersive realities use high-end computer graphics to provide 
a more realistic environment with limited interaction, such as, 
using tools and simulating to have a hands-on experience using 
controllers and feedback actuators. The applications of semi-
immersive reality are mostly simulations, which partially 
replicate the design and functionality of real-world 
mechanisms, for training and educational purposes [8]. 

The most realistic and attractive experience is provided by 
the fully immersive realities. It provides the sense of touch 
using hand gestures and feedback actuators, sense of sound by 
using stereo-based and motion-based directional audio, and 
sense of sight by using motion and eye tracking sensors. Head-
mounted 3D displays with directional sensors are used to 
provide a wide field of 360-degree stereoscopic view. This 
type of VR has generally been adapted for gaming and other 
entertainment purposes, but its use is also increasing in other 
fields such as education, training, and virtual tourism. With 
fully immersive experience, the potential for using VR/AR/MR 
is endless and only limited by human imagination [8]. 

All three categories of VR/AR/MR experience can be used 
to enable virtual tourism and digital heritage; however, they are 
limited by cost-effectiveness, in-depth design, technological 
evolution, and user acceptance [9]. 

A. Virtual Tourism 
Virtual tourism is a remote application that enables 

travelers to explore nature, attractions, destinations, ruins, 
buildings, and other travel destinations without having to 
physically visit them. It provides a detailed experience made 
possible by the emerging technology. Virtual tours can include 
360-degree photos, guided teleconferencing, virtual reality 
(VR), augmented reality (AR), video tours, the ability to 

interact with art and culture experiences, or ancient 
environments [10]. 

Virtual tourism is a growing trend around the world and it's 
not just a response to the COVID epidemic, it is being 
developed behind the scenes for quite some time. Traditionally 
used primarily as a marketing tool, virtual tourism has recently 
become increasingly popular among tourism industry 
stakeholders. Thanks to technological advances around the 
world and the use of the Internet, it is deeply rooted in the 
concept of smart tourism. Worldwide, the VT industry was 
worth USD 5 Billion in 2021 and it is anticipated to reach USD 
24 Billion in 2022 [11], as shown in Fig. 1. 

 
Fig. 1. Market Growth of Virtual Tourism [11]. 

Virtual tourism takes many forms and offers different 
levels of technical competence. In its simplest form, virtual 
tours solely rely on videos of places of interest. A 'tourist' uses 
speakers and a screen to see pictures. A more sophisticated 
form of virtual tourism involves immersing yourself in the 
environment using a headset or simulator. This may involve 
the use of various technological instruments, the user may need 
to wear gloves, and may have additional sensors, such as 
motion, proximity, direction, gestures, feeling (response), and 
even smell. Virtual tourism covers a wide range of digitally 
enhanced realities, including virtual reality, mixed reality, and 
augmented reality. For instance, whether you are a traveler 
looking for an exotic destination like Forest of Knives in 
Madagascar, a teacher sharing an experience with your 
students about the ruins of Machu Picchu, an architectural 
enthusiast looking for modern design like the Guggenheim in 
New York, or a wildlife explorer to spot animals from a safari 
jeep in Tanzania at sunrise, there is a virtual tour available for 
you. 

Moreover, the virtual museum tour at the Louvre [12] 
provides access to Egyptian Antiquities, the remains of the 
Louvre’s Moat, the Galerie d’Apollon, and famous artworks, 
such as, the Winged Victory of Samothrace, Mona Lisa, the 
Coronation of Napoleon, and many more. Dubai 360 provides 
an immersive awe-inspiring view of Dubai’s modern 
architecture [13]. An interactive journey to the Great Barrier 
Reef, narrated by David Attenborough is available on YouTube 
3D [14]. Users can have a semi-immersive experience of Anne 
Frank’s house, walk through the Great Wall of China [15], 
indulge in the royal history at Buckingham Palace [16], 
experience a flight over a Volcano, bewildered by the scenic 
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view of the Yosemite National park [17], imagine the 
gladiators’ battle inside the Colosseum [18], inspired by the 
360 view of the Statue of Liberty [19], visit the Holy land of 
Jerusalem [20] and Mecca [21], climb Mount Everest [22], get 
lost in the Amazon jungle, or even take a trip to space [23]. 
From the couch of your living room, you can party in Ibiza, be 
alone in the clouds in a hot air balloon, dive with fishes in the 
Georgia aquarium, or fly over the skies of Paris; virtual tourism 
enables all of this and much more [24]. 

B. Digital Heritage 
The Charter on the Preservation of Digital Heritage of 

UNESCO defines digital heritage as embracing “cultural, 
educational, scientific and administrative resources, as well as 
technical, legal, medical and other kinds of information created 
digitally, or converted into digital form from existing analogue 
resources” [25]. UNESCO divides digital heritage into two 
separate groups namely Digital Cultural Heritage and Digital 
Natural Heritage [25]. Cultural heritage is the preservation and 
recording of cultural entities through digitization. These are 
things that are considered culturally important, which can be 
digitized or presented in physical details. It also includes 
intangible heritage, such as, traditions, customs, value systems, 
techniques, traditional dances, food, performances, and other 
unique features of culture, which are prone to destruction due 
to urbanization. Digital natural heritage is related to natural 
heritage objects of cultural, scientific, or aesthetic importance. 
In this case, digital heritage is used not only to provide access 
to these objects, but also to monitor changes such as plant and 
animal habitats over time. 

There are several projects and programs which concentrate 
on digital heritage [27]. Global Digital Heritage (GDH) is a 
non-profit, private research and educational organization 
dedicated to documenting, monitoring, and preserving the 
global cultural and natural heritage [28]. They record, manage 
and provide immersive experiences to various destinations like 
Château de La Roche-Guyon in France, Early Christian 
Basilica of Sofiana in Italy, Archaeological Museum of Aidone 
in Italy; Bull Ring and Sanctuary of the Virgen de Las Nieves 
in Spain, Necropolis of Jebel al-Buhais in UAE, and many 
more [26]. 

Although a tour to the museum brings a surreal sensation of 
being in the past and present at the same time, feeling 
interested, surprised, happy, fantastic, and special because one 
can learn new things about the history and the art. Google Arts 
& Culture works with more than 1,200 museums and galleries 
around the world to provide everyone with virtual tours and 
online exhibits of the world's most popular museums [29]. 
Preserving the heritage by digitizing and making it available to 
the people is the main goal of such initiatives. Google Arts and 
Culture do not include all the museums and galleries; however, 
many of the museums, cultural sites, galleries, and even 
literature sites have created 2D and/or 3D models, which can 
be experienced through either virtual reality or augmented 
reality. 

Similarly, history enthusiasts are able to visit various sites 
(Machu Picchu in Peru, stone carved palaces of Petra in 
Jordan, Taj Mahal in India, Khumbu Valley in Nepal, the 
Vatican City, etc.) [29], museums (Smithsonian National 

Museum of Natural History in USA, British Museum, etc.) 
[30] and read digitized old books at libraries (Library of 
Congress, British Library and UC Davis Library, etc.) [31] 
without disturbing the physical environment. 

III. VR/AR TECHNOLOGIES AND APPLICATIONS 
Virtual Tourism and Digital Heritage are enabled by 

VR/AR/MR technologies and applications [32] [33]. Without 
the implementation and support of the proper tools, this 
promising industry cannot evolve and prosper [34]. Various 
technologies are required for creating a virtual world, which 
involves capturing the real world, modelling the assets and 
scenes, and adding narration and interaction. For experiencing 
the virtual world, involves immersive displays, 
movement/motion tracking, environment sensing, and enabling 
runtime command and control. These technologies can be 
classified as, display screens, viewing glasses, sensors, 
cameras, image processing tools, and graphics processors. 
Furthermore, various software are also required to provide 
realistic experience, such as graphics engines, AR/VR toolkits, 
and libraries and APIs. In the following subsections, the 
models that envisages VT and DH, and some of the enabling 
technologies and application toolkits are discussed. 

 
Fig. 2. Conceptual Model of How Virtual Tourism Concept is Created and 

Experienced. 

A. How VT and DH Works? 
Before the user can have a remote experience, the virtual 

environment must be created using CGI (Computer Graphics 
Interface). Fig. 2 shows a conceptual model of how the content 
is created for a virtual experience. For the non-immersive 
experience, a simple or 3D camera can be used to capture 
images and composed them together to create a visual tour 
using available toolkits and applications. 2D/3D assets are 
created using graphics tools, transformed into a 3D scene and 
then a virtual world is created. After that, narration is often 
added to guide the user. 

For semi-immersive experiences, 360-degree cameras can 
be used which provide a panoramic view of the actual place. A 
user can connect to this 360-degree camera using the Internet 
and view it using a head-mounted display with motion sensors. 
When a user moves the sensors observe the movement and 
send to the controller, which calculates the viewing angle and 
direction and changes the display image accordingly. 
YouTube360 and Metaverse by Facebook are examples of 
these experiences. 

Developers also use extensive CGI to create a 3D model of 
a place, such as, a palace or a museum, and augment it with the 
real images captured in real-time [35]. They use both audio and 
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video streams to provide a fully immersive experience. The 
view in the 3D model is changed according to the movement of 
the user, which is recorded using gyroscope, magnetometer and 
accelerometer present in the head-mounted display or the 
mobile phone. Stereo surround-sound is used to provide 
directional sounds to the user with the built-in speaker in the 
head-mounted display. Similarly, for interaction with the 
environment, users can use a magnetic, ultrasonic, or gesture-
based tracking systems to grab, and/or displace objects, actuate 
menus and/or perform other activities. The system receives the 
input signals, processes the interaction model, and displays the 
activities to the user at runtime. Instructions and detailed 
information about events, places, milestones, and important 
sites are also augmented in the 2D/3D world for guiding the 
users about the history or the significance of the place. 

B. VR Equipment 
1) Display devices: The quality of immersive in VR is 

defined by the display devices. A common monitor screen can 
provide a virtual experience; however, it would be a non-
immersive impression [45]. A mobile phone can provide a 
semi-immersive experience, as it has motion sensors, which 
can detect changes in orientation and direction, and may 
respond by changing the view for the user [46]. The display 
devices use split screens to emulate a wide field of 360-degree 
stereoscopic view. This gives the user an illusion of looking 
around in the environment. Virtual Box [44] and Google 
Cardboard [43] are examples of such a device; however, they 
only provide a casing for the mobile device and help the user 
mount on the display device [44]. 

For a fully immersive experience, a range of head-mounted 
display devices are available, that contain sensors, cameras, 
location devices and controllers, built-in inside the device. 
Table I shows the comparisons of some of the famous head-
mounted display devices, which are commonly known as VR 
kits. 

As shown in Table I, Google Cardboard, and VRBox and 
similar devices are very cheap as they provide a method of 
holding a mobile phone for proper viewing the virtual 
environment. An elastic band is used to mount the device over 
user’s head, or the user has to hold it using hands which makes 
it ergonomically infeasible. Some Bluetooth based controllers 
can be used to provide input; however, the experience in semi-
immersive. On the other hand, HTC Vive Pro 2, HP Reverb 
G2, and Pimax Vision 8K X VR Headsets have ergonomic 
designs and are very comfortable with adjustable straps, which 
makes them very expensive. The other factors that make some 
of these devices expensive, is the display resolution and refresh 
rate. Pimax Vision 8K X VR Headset has the best display 
quality, however, high-quality CGI means an expensive GPU 
is also required. Every headset (in Table I) that is providing a 
fully immersive experience, requires a fast computer with a 
high-end GPU device except Oculus Quest 2, which can work 
as a stand-alone. It has its own processor and memory and can 
work with or without a computer. Oculus Quest 2 does not 
require extra devices, such as base stations, to track the headset 
and/or the controllers and provides flexible mobility using 
wireless communication. Oculus Rift, HTC Vive Pro 2, HP 

Reverb G2, HP Windows Mixed Reality, and Pimax Vision 8K 
X VR Headsets are connected through a wire to the computer; 
therefore, mobility is limited. However, wireless connectivity 
is being made available by various vendors to compete with the 
acceptability of Oculus Quest 2. 

TABLE I. A COMPARISON OF VARIOUS HEAD-MOUNTED DISPLAY FOR 
VR 

S. 
No VR kit Characteristics Experience 

1 
Oculus 
Rift 
[36] 

• Resolution 1280x1440, 80 Hz 
• No computation or memory 

resources 
• Accelerometer, proximity, 

magnetometer, gyroscope 
• Guardian system for headset and 

controllers tracking  
• Buttons and gestures-based input 
• Stereo speakers, positional audio 
• No Battery 
• Inexpensive 

Fully 
immersive 

2 
Oculus 
Quest 2 
[37] 

• Stand-alone,  
• Resolution 1832x1920 per eye, 80 

Hz 
• Qualcomm® Snapdragon™ XR2 

processor with 128/256 GB ROM 
• Accelerometer, proximity, 

magnetometer, gyroscope 
• Guardian system for headset and 

controllers tracking, camera-based 
outside tracking, GPS 

• Buttons and gestures-based input 
• Stereo speakers, positional audio 
• 2–3-hour Battery life 
• Inexpensive 

Fully 
immersive 

3 
HTC 
Vive Pro 
[38] 

• Resolution: 2448x2448 per eye, 
90/120 Hz, 5K display 

• 100-degree field of view 
• No computation or memory 

resources 
• G-sensor, proximity, gyroscope, 

IPD sensor 
• Guardian system for headset and 

controllers tracking, infrared 
camera-based outside tracking 

• Buttons and gestures-based input 
• Stereo speakers, positional audio 
• No Battery 
• Very Expensive  

Fully 
immersive 

4 

HP 
Reverb 
G2 
[39] 

• Resolution: 2160 x 2160 per eye, 
90 Hz, 2 LCDs 

• No computation or memory 
resources 

• G-sensor, proximity, gyroscope, 
IPD sensor 

• Guardian system for headset and 
controllers tracking and camera-
based tracking 

• Stereo speakers, positional audio 
• No Battery 
• Expensive 

Fully 
immersive 

5 

Sony 
Playstati
on VR 
[40] 

• Resolution: 960x1080 per eye, 
90/120 Hz 

• Graphics Controller Box for screen 
mirroring and sound processing 

• Accelerometer, gyroscope 
• Positional tracking with 9 LEDs 

via PlayStation Camera 

Fully 
immersive 
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• Stereo speakers, positional audio 
• No Battery 
• Expensive 

6 

HP 
Window
s Mixed 
Reality 
Headset 

• Resolution: 1440 x 1440 per eye, 
90 Hz, 2 LCDs 

• No computation or memory 
resources 

• Windows Mixed Reality inside/out 
6 DOF motion tracking, gyroscope, 
accelerometer, and magnetometer 

• Front-facing camera tracking 
• Stereo speakers, positional audio 
• No Battery 
• Expensive 

Fully 
immersive 

7 

Pimax 
Vision 
8K X 
VR 
Headset 
[41] 

• Resolution: 3840 x 2160 per eye, 
60-114 Hz (2560x1440), 170-
degree FOV 

• No computation or memory 
resources 

• 9-axis accelerometer 
• SteamVR tracking  
• Buttons and gestures-based input 
• Stereo speakers, positional audio 
• No Battery 
• Very Expensive 

Fully 
immersive 

8 
DPVR 
Headset 
[42] 

• Resolution: 1280x1400 per eye, 72 
Hz, 110-degree FOV 

• No computation or memory 
resources 

• 3 DoF Non-positional tracking 
• SteamVR platform 
• No Battery 
• Very Cheap 

Semi 
immersive 

9 

Google 
Cardboa
rd 
[43] 

• Uses mobile phone as a display 
• No computation or memory 

resources,  
• Very cheap 

Semi 
immersive 

10 
VR Box 
[44] and 
similar 

• Use mobile phone as a display 
• No computation resources, No 

memory,  
• Bluetooth based input devices are 

available 
• Inexpensive  

Semi 
immersive 

2) Sensors: A variety of sensor technologies are needed to 
provide input to VR/AR system. These sensors include object 
and motion tracking, directional sensing, visual sensing, and 
audio interfacing [46]. The technology is ever evolving by the 
introduction of new types of sensors and different types of 
haptics for touch, smell, and heat-based feedbacks. A 
conventional VR/AR system uses G-sensors, such as, 
accelerometer, magnetometer, and gyroscope to detect inertial 
movement and direction. Indoor and outdoor GPS systems are 
used to identify the location of the user, directional mics are 
used to understand what the user is saying or hearing and from 
where, and cameras are used to identify what the user is 
seeing. State-of-the-art devices are using more complex 
sensors, such as, time-of-flight sensors, heat mapping, 
structured light sensors, etc., which are product of integrated 
basic sensors mentioned above. Table II provides the details of 
some common sensors and tracking systems used in AR/VR 
technologies. 

TABLE II. VARIOUS SENSOR USED IN AR/VR SYSTEMS AND THEIR USAGE 

S. 
No Sensor Usage 
1 Accelerometer Movement tracking in X, Y and Z dimensions 

2 Gyroscope Sense angular velocity or rotation motion 

3 G-sensor Force of movement in gravitational units 

4 Magnetometer Direction tracking 

5 Proximity Measure distance of object in front 

6 Light sensor Measure the luminescence  

7 IR sensor Senses the invisible light (infrared) for proximity and 
motion detection 

8 Depth sensors 
Camera based sensor to detect the depth in the 
recorded image to identify which object is near and 
which is far away 

9 Eye-tracking Track the movement of eyes to identify where the 
user is looking 

10 Directional 
microphone 

A pair of mics which can identify where the sound is 
coming from using Doppler effect. 

11 
Inertial 
Measurement 
Sensor 

An integrated accelerometer, gyroscope and 
magnetometer sensor 

12 Time-of-Flight 
sensor 

Laser or IR based distance detection for finding 
range between object and the camera. Used for robot 
navigation, vehicle monitoring, people counting, and 
object detection 

13 
Object & 
Gesture 
Tracking 

Camera and image processing-based system used to 
track objects and user for recognition movement and 
gestures 

14 Ultra-sound 
sensors 

Ultrasound sensors are mainly used to detect 
proximity and distance 

15 Thermal sensor Helps in detecting heat signatures to differentiate 
between users and various objects. 

16 Ambient light 
sensor 

Helps in detecting heat signatures to differentiate 
between users and various objects. 

17 GPS 
Global Positioning System uses satellite-based 
location calculation and only works in open 
environments 

18 Indoor GPS 
To enable indoor location, Bluetooth or Wi-Fi 
beacon-based solutions are used where a device uses 
a triangulation method to calculate its own location 

3) Cameras: The VR world is artificially created using 
CGI which can provide a 2D view for non-immersive display 
or a 3D view, which can be used to provide a fully immersive 
experience. But to create a whole 3D model, a lot of effort is 
required, which may not be realistic. To make the world more 
realistic, it is augmented by mixing the real-world object and 
scenes. Cameras are used to capture these images and then the 
virtual world is augmented with these captured images. Hence, 
the quality of the camera has significance in creating a 
realistic environment along with the 3D modelling and 
rendering process. 

A simple camera can be used to take pictures of an 
environment from different angles and the images can be 
stitched together to provide a 360-degree view, which is time-
consuming. These days, cameras are available that take a 360-
degree picture of an environment and output a 3D world to be 
viewed at runtime or to be saved to create realistic mixed 
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realities. A 3D camera is either omnidirectional or composed 
of many small cameras. It captures multiple images at the same 
time from different angles. The software, either inside the 
camera or on a computer or smartphone, orchestrates a 
spherical image by fusing the images. VR headset can be used 
to view these spherical images as it allows the user to move 
inside the image and feel an immersive experience. A 
comparison of some famous 360-degree cameras is provided in 
Table III. 

TABLE III. COMPARISON OF FAMOUS 360-DEGREE CAMERAS 

Q. 
No Camera Features 

1 
Insta360 
One X2 

• 2x 5.7K lenses 
•  6080x3040 360-degree recording 
• 6-axis gyroscope 
• 360 directional focus audio 
• Bluetooth, Wi-Fi, USB connectivity 
• MicroSD card storage 
• Less Expensive 

2 GoPro Max 

• 1x 5.6K lens 
•  16.6mp 360-degree recording 
• GPS 
• 4 channel microphones audio 
• Bluetooth, Wi-Fi, USB connectivity 
• MicroSD card storage 
• Less Expensive 

3 Ricoh Theta 
Z1 

• 2x 4K lenses 
• 23mp 360-degree recording 
• GPS 
• 6x microphones audio 
• Bluetooth, Wi-Fi (web server), USB connectivity 
• 50 GB internal storage 
• Expensive 

4 Samsung 
Gear 360 

• 2x 15mp lenses 
• 3840x1920 360-degree recording 
• Accelerometer, Gyroscope  
• Bluetooth, Wi-Fi, USB, NFC connectivity 
• Compatible with High-end Samsung Mobile 

phones 
• 1 GB internal storage with 128 GB using MicroSD  
• Cheap 

5 Vuze XR 

• 2 x Sony 12MP IMX-378 fisheye lenses 
• 3840x1920 360-degree recording through 

Ambarella H2 video processor 
• Accelerometer, Gyroscope  
• Wi-Fi, USB connectivity 
• 4x microphones 
• Removeable MicroSD card 
• Cheap 

6 Nokia OZO 

• 8 2Kx2K ISO 190-degree lenses 
• 9 Capture up to 12K30 x 12K30 Video/Stills 
• 500 GB SSD Module for Recording 
• Automatic stitching  
• HDMI output 
• Omnidirectional microphones  
• Extremely Expensive 

7 Gopro 
Odyssey 

• 16 x 2.7K Lenses 
• MicroSD card storage 
• Automatic stitching  
• USB cable for connectivity 
• 16-mono microphones 
• Expensive 

8 
Kandao 
Obsidian GO 
360° 3D VR 

• 8 x 6K f/2.8 195° Fisheye Lenses 
• Capture up to 12K30 x 12K30 Video/Stills 
•  Internal 8TB SSD Module for Recording 

Camera • 8 x 6K f/2.8 195° Fisheye Lenses 
• Automatic stitching  
• Wi-Fi 6, Bluetooth 5, Gigabit Ethernet 
• 4-directional microphones  
• Extremely Expensive 

9 
Panono 360° 
108MP 
Camera 

• 6 x 3MP Cameras with 360° 108MP Still Image 
recording 

• Image Requires Stitching 
• Wi-Fi Connectivity 
• Expensive 

10 

Z CAM V1 
Spherical 
VR 360 
Camera 

• 10 fisheye lenses with 190-degree view, each 
• 7K 360-degree video recording 
• Automatic stitching  
• Live video streaming 
• 4 built-in microphones 
• Very Expensive 

11 

Z CAM V1 
Pro 
Cinematic 
VR Camera 

• 9 MFT Lenses with 190-degree view 
• Automatic stitching  
• Live video streaming 
• 4-directional microphones 
• Extremely Expensive 

4) Input devices: As with any system, user interaction is 
mainly based on the input devices being used. Although in VR 
most of the input is delivered through sensors; there are many 
input devices and controllers available for the users. Most of 
these input devices are only compatible with specific head-
mounted displays, but some generic input devices are also 
available. Table IV presents some of the input devices that are 
being used by VR users and their classification based on the 
sensor technology they are equipped with. 

TABLE IV. THE FAMOUS INPUT DEVICES OR CONTROLLERS FOR VR/AR 
KITS 

S. 
No 

Input 
Device Class Features  

1 Oculus 
Controllers 

Position and 
Orientation 
Tracking  

IMU sensors, IR-Led- based tracking 
ring (for fingers) and camera-based 
hand tracking, HD haptic feedback, 
buttons and thumbstick 

2 HTC Vive 
Controllers 

Position and 
Orientation 
Tracking  

24 IMU sensors, buttons, multi-
function trackpad, dual-stage trigger, 
IR-based hand tracking, HD haptic 
feedback and a rechargeable battery 

3 
HP Reverb 
Controllers 
[39] 

Position and 
Orientation 
Tracking  

IMU sensors and active LEDs based 
tracking and IR camera-based hand 
tracking, haptic feedback, buttons and 
thumbstick 

4 

PlayStation 
VR Aim 
Controller 
[40] 

Dual 
Camera-
based Object 
Tracking  

2x cameras, Hand tracking, gesture 
recognition 

5 
HP 
Windows 
MR 
Controllers  

Position and 
Orientation 
Tracking  

IMU sensors, multi-function trackpad 
and IR-led and camera-based hand 
tracking, HD haptic feedback, buttons 
and thumbstick 

6 Polhemus 
Fastrak 

Magnetic 
Tracker 

3D digitizer and a quad receiver 
motion tracker, which computes the 
position and orientation of a small 
receiver 

7 
Mattel 
Power 
Glove 

Acoustic 
(Ultrasonic) 
Trackers 

Buttons, detects yaw, pitch and roll of 
hand, uses fiberoptic sensors to detect 
finger flexure to 256 positions per 
finger for four fingers. Uses sonics to 
calculate X, Y and Z location also 
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8 
NAC Eye 
Mark Eye 
Tracker 

Eye Tracking 
Uses Pupil / Cornea Reflection to 
detect eyeball movement. Provides 
video footage of the field of view of 
the user in real-time 

9 VPL Data 
Glove 

3D input 
device: 
Glove 

Camera and image processing-based 
tracking of the specific-colored glove 
to detect gestures as input. 

10 Virtex Cyber 
Glove 

3D input 
device: 
Glove 

Uses electronic joint-angle sensors, 
electro-magnetic position tracker, and 
virtual hand control software detect 
gestures as input 

11 
Joystick 
based upon 
6DOF 

3D input 
device: 
mouse 

Uses force-sensors to detect change in 
momentum and identify movement in 
all six directions. 

12 
Dexterous 
Hand Master 
(DHM) 

3D input 
device: 
Dexterous 
manipulators 

Extremely accurate movement and 
gesture-detection device used for 
medical and scientific training. Based 
on IMU sensors, position trackers 
and/or visual sensors. 

C. Toolkits and Libraries 
The tools and technologies are the building block of the 

virtual experience, and they are evolving with new features 
every day. They allow the user to have an immersive 
experience of the virtual or real world and provide a realistic 
interaction with the environment by constantly sending and 
receiving data from the devices to the multimedia system and 
vice versa. Another very important aspect of VR/AR systems is 
the 3D design and rendering model inside the server or mobile 
phone that enables this real-time interaction. These 3D realistic 
models and systems are created by graphic designers and 
software engineers using various programming frameworks. 

To prompt development of 3D object and scene, various 
application and tools are available for the developers. For 
modelling object CGI tools, such as, 3D Studio Max, Maya, 
and Adobe Illustrator, are used. For building the scene and 
implementing the concepts of physics using complex 
mathematics of collision meshes, boundary detection, object 
interaction, differential equations, and fluid dynamics, the need 
for a support library is eminent. For prompt development, 
developer make use of 3D graphics engines, such as, Unreal 
Engine, Unity, Amazon Lumberyard, Unigine, if Tech 5, 3ds 
Max Design, ApertusVR, etc. These engines provide a VR 
SDK, which allows them to design, build, and test their VR 
environments. 

Similarly, some toolkits are also available, which provide a 
quicker way to create VR games and environments [47]. They 
provide a collection of useful scripts, 3D assets and templates, 
interaction models, and libraries to interface various sensors, 
displays and actuators in a VR application. 

VRSciT project provides a toolkit to explore new 
approaches in educational tourism using a VR environment 
[48]. TIDE Toolkit is a tourism toolkit for European Maritime 
and Underwater Cultural Heritage [49]. Digital Trail is another 
toolkit that allows developers to build their VR/AR content as 
an App and share the App with the users [50]. VITAKI is a 
toolkit designed to create VR applications and games with 
specific libraries for interaction with vibration and haptics [51]. 
VR Mini-Degree is another toolkit that provides tools to build 
VR games and applications using Unity. Samples of first 
shooter games, 360-degree space view and other examples are 

available to reduce the learning time for the developers. The 
tourism department in Northern Ireland has published a 
Cultural heritage toolkit for developing Irish cultural heritage 
experience for the tourists [77]. These are set of guidelines for 
developing virtual tourism systems. A similar toolkit is also 
published by Scotland [53] and a set of guidelines are 
published in [52] for promoting sports tourism. 

For developing VR/AR systems, many developers are using 
VRTK, which is a VR toolkit for Unity Engine [47]. VRTK 
library consists of numbers of solution or mechanisms, like 
movement in VR, interaction with object like touching and 
catching, and 2D and 3D control like button, lever, and another 
objects. There are various libraries that provide ease in 
implementing tracking in AR/VR systems, such as, 
Qualcomm’s Vuforia and ARToolKit, and the BuildAR 
authoring toolkits. 

COLIBRI VR is an open-source VR toolkit for capturing, 
modelling, and rendering real-world scenes in a VR 
environment [54]. For visualizing data in an immersive 
environment, authors in [55] have developed a VR toolkit for 
building and analyzing datasets and processed results. OVR 
toolkit provides a desktop view in a VR experience by 
augmenting a VR environment with real-life desktop objects 
[56]. VR performance toolkit [57] provides models and 
algorithms to improve performance in VR-based games. 
POV’s VR toolkit provides 3D assets and pre-build 
environments to create VR Apps in a matter of hours. Vrui VR 
toolkit provides functionalities, such as, portability, scalability, 
and fast development for VR applications. XR Interaction 
toolkit provides a cross platform, input, haptics, interaction, 
and feedback procedures for the VR environment. BlocklyXR 
is another toolkit which provides a visual programming 
environment for implementing realistic interactions in 
developing digital storytelling VR applications [58]. 

There are many other toolkits available for developers for 
visualizing data, developing educational applications and 
training exercises [59]. With time, better and powerful tools 
and technologies will be available for the developers to create 
highly immersive VR/AR/MR experiences. 

IV. SURVEY ANALYSIS 
To identify the awareness of the field of virtual tourism and 

digital heritage among the users of the Internet, we opted to 
conduct a survey analysis. For better response, we limited our 
survey to less than ten (10) questions. The questions asked in 
the survey were all close-ended questions with mandatory 
responses. Table V shows the questions asked in the survey. 
We also identified the region from where the response was 
collected using the IP-based location services. We divided the 
responses according to the following regions: (1) Far east and 
south-east Asia (including Australia), (2) Central & south Asia, 
(3) Middle east & northern Africa, (4) Europe, (5) North 
America, and (6) Latin & south America. The survey was 
distributed through academic links; hence, most of the 
responses are from people who are associated with the 
education sector. We receive almost 550 responses, out of 
which 534 are valid responses. 
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TABLE V. SURVEY QUESTIONS AND THEIR POSSIBLE RESPONSES 

Q. No. Questions Possible Responses 

1 Gender Female, Male, Not Specify 

2 Age Group Baby Boomers, Gen X, 
Millennial, Gen Z  

3 Are you aware of Vitual 
Tourism? Yes/No 

4 Are you aware of Digital 
Heritage? Yes/No 

5 Have you ever experienced Vitual 
Tourism? Yes/No 

6 Have you ever experienced 
Digital Heritage? Yes/No 

7 Are you willing to experience 
Vitual Tourism? Yes/No/May be 

8 Are you willing to experience 
Digital Heritage? Yes/No/May be 

A. Demographics of the Responses 
Demographics of the collected data is shown in Fig. 3. Out 

of the 534 responses, 21% identified themselves as male, 10% 
as female, while 69% preferred not to disclose their gender 
(shown in Fig. 3(a)). 

For the age groups, 2% only identified themselves as Baby 
Boomers (above 56 years old), 17% as Generation X (43-55 
years old), 44% as millennials (aged 30-42 years), and 37% as 
Generation Z (20-29 years old). 

Region-wise, we got 16% responses from Far East and 
south-east Asia, 27% from central & south Asia, 21% from 
middle east & northern Africa, 16% from Europe, 13% from 
north America, and 7% from Latin & south America, as 
depicted in Fig. 3(b). The demographic results show that 
although the responses are not a lot, but the sample covers a 
major portion of the world population with people from all age 
groups. 

B. Awareness of VR and DH 
The awareness of existing applications for virtual tourism 

and digital heritage is shown in Fig. 4(a) and 4(b) respectively. 
In the overall scenario, more people are aware of virtual 
tourism than digital heritage. But comparatively, Millennials 
and Generation Z have more awareness than the older age 
groups. It happens because of the technological savvy nature of 
the younger generations. 

 
Fig. 3. Demographics of the Responses for the Survey. (a) Age Groups and 

Gender (b) Regions. 

 

 
Fig. 4. Response Statistics about the Awareness of (a) Virtual Tourism and 

(b) Digital Heritage. 

C. Experience with VR and DH 
Fig. 5(a) and 5(b) show the results of the people who have 

actually experienced the virtual tourism and digital heritage 
applications, respectively. We see similar trends, as in Fig. 4. 
But if we compare the results of Fig. 4 and Fig. 5, we see that 
although many people are aware of the virtual tourism; 
however, fewer have experienced it. 

 

 
Fig. 5. Response Statistics about the How many People have Experienced of 

(a) Virtual Tourism and (b) Digital Heritage. 
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Fig. 6. Response Statistics about the How Many People have shown 

Willingness to Experience (a) Virtual Tourism and (b) Digital Heritage. 

In case of digital heritage, the values are even lower. Again, 
the younger age group is more interested in the concept of 
virtual tourism as compared to the older age groups. 

D. Willingness to Experience VR and DH 
Finally, Fig. 6 shows the willingness of people to 

experience the applications of virtual tourism and digital 
heritage. It can be observed that most people have shown 
interest in the field, and they plan to visit the website and use 
applications that provide them with a virtual experience. 
However, many people still prefer the real traditional 
experience. The reasons that motivate people to experience the 
virtual environment or even the real environment with a remote 
axis are discussed in the next section. We also discuss the 
demerits of virtual tourism and digital heritage. 

V. PROS AND CONS OF VR & DH 
Although, there are many advantages of virtual tourism and 

digital heritage; however, the experience lacks certain 
supplementary aspects that have real importance and impact on 
the tourists. Some of these issues are discussed in the following 
subsections as advantages and disadvantages. 

A. Advantages 
1) Safety and security: One of the biggest advantages for 

the person who chooses virtual tourism over physical one is 
the safety and security of the individuals. Many tourist 
destinations are filled with cheaters and scammers and even 
kidnappers. There have been many incidents where people 
were abused mentally and physically [60]. VT provides a safe 
and secure experience from the protected home environment. 

2) Control on view: In a VT, the users may have control 
over what they want to view and what they want to avoid. For 

example, some people are introverted and lack skills in 
interacting with other people and consider them as aliens, 
which helps them to avoid self-embarrassing behavior. VT 
allows the users to eliminate these experiences and focus on 
what they want to view and how they want to view the remote 
environment. 

3) Cost effectiveness: Although tourism is one of the 
financially stable industries; however, not everyone is blessed 
with enough fortune to visit faraway places due to the cost of 
traveling, accommodation, and fares. VT and DH provide a 
feasible opportunity to the less privileged people as the virtual 
tourism cost considerably less than the traditional tourism. 
Though, the experience is not similar, but the users can save 
on cost by opting for VT. Some of the VTs are available free 
of cost for promotional purposes, while digital heritage sites 
are supported by governmental funding to make them 
accessible for free of cost. 

4) Less impact on vulnerable destinations: Natures beauty 
is significantly destroyed whenever a location becomes a 
tourist spot. Tourism industry requires accessibility, 
accommodation, and utilities for the visitors. Hence, roads are 
made, hotels are erected and the people who visit later may 
damage the environment. In contrast, virtual tour can be 
recorded without endangering the environment and natural 
beauty can be preserved. 

5) Preserve environment: The direct benefit of DH is the 
preservation of the cultural, historical, scientific, educational, 
and linguistic resources. For example, many artifacts lose their 
originality when tourists visit the historical sites. Likewise, 
access to ancient sculpture, sites, and books can destroy 
important parts and evidence of the history. Therefore, access 
to these resources is enabled via virtual, augmented and/or 
mixed reality. 

6) Try before buy: VT provides the opportunity for 
tourists to first try the cheaper virtual experience before 
deciding to travel to the actual destination. This avoids or at 
least limits bad experiences for the travelers. They can try the 
virtual tour by experiencing it and make an educated decision 
to save time and money. 

7) Permanent memory in high resolution: Everyone likes 
to take pictures and make videos of the place they visit. It 
helps them to recall their memorable moments and to capture 
the beauty and details of the visited places. VT and DH allow 
them to have high-quality pictures and videos of their 
experience. Furthermore, they can experience the environment 
again, anytime they want. 

8) Visit the past, the present and even the future: With the 
Advent of virtual tours and digital heritage, a person is able to 
walk among dinosaurs, witness the landing on the moon and 
even walk on water. A user can experience the historical 
achievements of mankind and places which have been 
destroyed by time and urbanization. Similarly, a person can 
revisit his experience of the past, which s/he enjoyed with the 
loved one. Envisaging the human imagination, we can even 
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visit the future world, which we want to create for our next 
generations. 

B. Disadvantages 
1) Lack of physical interaction: In real tourism, people 

share cultural knowledge and experience with other people 
through physical interaction by participating in the activities. 
When tourists visit any place, they take part in the cultural 
events, chat with the local people and gain valuable insights 
from their daily life. Such experience becomes long lasting, 
and they can share with other people effectively. Visiting and 
experiencing various diverse cultures improves humans’ inter-
personal skills. However, in a virtual experience, a user is not 
able to experience the diverse culture of the world and remain 
unknown of the fellow human beings. 

2) Artificially enhanced scenery: Some of the virtual 
tourism application provide CGI (Computer-generated 
imagery) enhanced scenery, which is quite different from the 
actual environment or destination. Mostly, this is done to 
motivate the user for marketing purposes; however, this may 
come as fraud or intentionally mislead the users from reality. 
Therefore, some of the users may not opt for virtual tourism 
and prefer to physically visit the destination. In case, if a user 
witnesses such a difference experience, then user will be 
reluctant to experience virtual tours in the future. 

3) Lack of relaxation: Some people travel for sight-
seeing, as well as relaxation; however, the virtual tourism may 
not provide relaxation. On the other hand, some people feel 
tired after using the AR/VR systems due to the artificial visual 
movements. People who are claustrophobic or suffer from 
vertigo and epilepsy, would not be able to have a decent 
experience from the virtual tours. 

4) Anti-globle village concept: The world is fast 
becoming a global village with technological advances, such 
as, fast travelling, Internet, social media, etc. People are 
becoming close to each other as they interact through these 
platforms. However, travelling is still the most significant way 
that makes people be a part of that global village. In virtual 
tourism, physical contact is missing, which enable the sense of 
being together. Younger generations are already distancing 
themselves from actual physical contacts and rely on online 
communication and the concept of VT will only augment this 
problem. 

5) Change of environment: One of the most common 
reasons for travelling is a change in environment. Mostly, 
people have a busy schedule with consistent daily timetable, 
which they follow for months and years. They start feeling 
bored and wearied by this perpetual routine. Hence, they look 
for vacation with a change in scenery and itinerary in mind. 
Virtual tourism may create a change of experience for a few 
hours, but the minute change does not impact the person 
psychologically and they do not feel thrilled and animated. 

6) Lack of availability to everyone: The technologies 
which are used to enable VT and DH are still expensive and 
their application is still not available for everyone to explore. 

Although most of the applications are free, but the cost of 
Internet and display devices/mobile phones (with high-end 
computer graphics) affects the availability of virtual tours. 

7) Lack of financial gains: A tourist destination can earn a 
lot due to the visiting travelers through tickets, most of which 
is used for the management of the destination. At the same 
time, there are some supplementary industries that observe an 
increase in business due to the increase in travelling such as 
hotels, restaurants, travelling agencies, airlines and bus 
service, guides, etc. The concept of VT can reduce the 
numbers of tourists, which could have a severe impact on the 
earning of the tourist destination, as well as the supplementary 
industries. 

VI. RELATED WORK 
In this section, we present similar works done by various 

researchers in the context of virtual tourism and digital 
heritage. In literature, we found different surveys and review 
papers [9-10] [27] [32-33] [61] [64-72] [74] discussing the 
feasibility, business value, social impact, marketing trends, 
technological evaluation, challenges, and issues. Other research 
articles [62] [63] [34] [73] [75-76] proposed diverse solutions 
pertaining to virtual, augmented, and mixed realities, while 
targeting virtual tourism and/or digital heritage. A brief 
statistical overview of existing studies in terms of citations and 
year of publication is provided in Table VI, which explore the 
surveys and reviews published in the field of virtual tourism 
and digital heritage. It is evident that most of the related works 
targeting virtual tourism as compared to digital heritage. 
Moreover, many people are citing the work done in VT, which 
shows lack of efforts in DH domain. 

Verma et al. [10] has provided a comprehensive review of 
the literature related to virtual tourism with focus on the 
technologies, methodologies, and impact of VR/AR on tourism 
industry. They have also identified potential stakeholders and 
presented a quantitative and qualitative analysis of published 
research in tourism domain. Fan et al. [32] has analyzed the 
impact of immersive technologies on the virtual tourism by 
examining the social interactions and experience feedbacks 
from the users. Liang et al. in [61] reviewed augmented reality 
for tourism using cluster-based analysis with four empirical 
studies. They have based their recommendations on identified 
future directions to propose further investigation in the 
emerging area of gamification and explored the potential 
negative consequences of augmented reality. In [62], authors 
have explored the alternative ways of travelling during the 
pandemic and identified virtual tourism as a solution. The 
author of [9] has reviewed around 32 journal papers, published 
during the years 2000-2018, to not only identify the impact of 
VR and AR on virtual tourism but also suggested future 
directions. Similarly, Loureiro et al. [63] have used citation 
network analysis and text-mining to study 56 journal and 325 
conference papers for identifying the requirements, challenges, 
solutions, and future trends in the field of virtual tourism using 
AR/VR technologies. Egger et al. in [64] have provided a 
literature review on AR/VR technologies and identified the 
strengths and weaknesses in the context of accessibility and 
marketing towards tourism. 
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TABLE VI. LITERATURE REVIEW OF THE VIRTUAL TOURISM AND DIGITAL 
HERITAGE REVIEW AND SURVEY PAPERS 

Authors & Reference Citations Publication 
Year Field 

Verma et al. [10] 0 2022 VT 

Fan et al. [32] 2 2022 VT 

Liang et al. [61] 19 2021 VT 

Riesa et al. [62] 5 2020 VT 

Çeltek [9] 2 2020 VT 

Loureiro et al. [63] 225 2020 VT 

Egger et al. [64] 6 2020 VT 

Pestek and Sarvan [69] 33 2020 VT 

Loureiro and Correia [70] 4 2020 VT 

Kononova et al. [71] 4 2020 VT 

Beck et al. [65] 129 2019 VT 

Yung and Khoo-Lattimore [66] 435 2019 VT 

Wei. [67] 88 2019 VT 

Claire and David [68] 84 2003 VT 

Batchelor et al. [72] 4 2021 DH 

Champion and Rahaman . [27] 21 2020 DH 

Abdelhamid and Galal [73] 5 2019 DH 

Bekele et al. [33] 411 2018 DH 

Münster S. [74] 21 2017 DH 

Münster et al. [34] 20 2016 DH 

Tammaro and Maria [75] 10 2016 DH 

Loannides et al. [76] 39 2014 DH 

Beck et al. [65] have performed a comprehensive review on 
VR for tourism and discovered that the VR is complementing 
tourism as a marketing tool rather replacing it. However, this 
paper was published before the COVID pandemic and since 
then the trends have changed as suggested in [10]. Yung and 
Khoo-Lattimore, in their review paper [66], have identified 
various factors, methodologies, and class of virtual 
technologies that can benefit VT. They have also identified 
research gaps and potential tourism sectors in this field. A 
critical review is presented in [67] to understand the research 
progress on VR/AR in tourism and hospitality from 2000 to 
2018. Based on the review of 60 journal articles, they have 
recommended research directions in VR/AR with their 
management. Authors of [68] have reviewed the existing and 
potential exploitation of Virtual Learning Environments 
(VLEs) within hospitality, leisure, sport, and tourism. Other 
research studies in [69], [70], and [71] provided short reviews 
on identifying enabling technologies of VR and AR in 
transition from tourism to e-tourism. 

Bekele et al. in [33] have reviewed the trends in 
VR/AR/MR that can benefit the cultural heritage paradigm. 
They also identified application areas in digital cultural 
heritage and identified appropriate technologies for various 
digitizing cases in preserving heritage and culture. Batchelor et 
al. in [72] have presented a literature review on digital and 
smart heritage by identifying the requirements, challenges, and 

analyzing the complementary technologies. Champion and 
Rahaman in [27] provided a collection of websites and 
repositories on 3D model of heritage sites. They also reviewed 
various platforms that support the digital heritage and provided 
guidelines for future proofing and preserving the heritage using 
digitization. Authors in [73] have discussed digital freehand 
sketching, digital measurements, photographic techniques for 
creating panoramas, 3D models and interactive tours, 
interactive virtual tours, VR techniques and 2D and 3D model 
creation for legacy digitization and other trends. Similarly, 
researchers have provided various literature reviews that 
discuss the topics and research domains [74] and identified 
challenges and solutions for preserving digital heritage [34], 
[75], [76]. 

Review papers to analyze the AR/VR technologies in the 
field of virtual tourism are many; however, the technologies 
are changing with the advancements in sensing, tracking, and 
computing capabilities. We noticed a lack of interest and 
limited research work in digital heritage domain compared 
with virtual tourism. As digital heritage and environment for 
virtual tourism have similarity in media creation, interaction, 
and immersive experience; hence, a survey to review the 
AR/VR technologies and application for both VT and DH was 
missing. This paper has fulfilled this gap and provided a single 
knowledge source for people working in the blended domain. 

VII. CONCLUSION 
In this paper, we have reviewed and analyzed the concepts 

of virtual and augmented realities, which have a significant role 
in the field of virtual tourism and digital heritage. We have 
presented an in-depth analysis about the commercial 
technologies and web/mobile application, which can benefit 
the research community, especially, novice researchers in 
comprehending the current spectrum in the field of virtual 
tourism and digital heritage. We have presented the survey 
analysis of the awareness, experience, and willingness of using 
virtual tourism and digital heritage by the users of various age 
groups. The results have shown that the young generations are 
excited to experience these technologies. In the end, we also 
provide the advantages and disadvantages associated with 
virtual and remote tourism. 
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Abstract—Although one of the major roles of delivery logistics 
activities is to ensure a good quality of customer service, certain 
risks such as damage, delay, return of transported goods occur 
quite often. This makes risk control and prevention one of the 
requirements of transport supply chain quality. The article 
focuses on the analysis of the risk of delay, which is often 
considered fundamental for the quality of service and as a center 
of additional costs related to the violation of time windows. Such 
a risk can harm the image of a supplier, which can even lead to 
the loss of customers in case of recurrence. The aim of the 
following case study is the development of a fuzzy-bayesian 
approach that anticipates, by predictive analysis combining 
Bayesian networks (BNs) and Fuzzy logic, the possible delays 
affecting the smooth running of a delivery operation. The results 
of the implementation of the late delivery risk prediction model 
are validated by verifying three axioms. In addition, a sensitivity 
and scenario analysis is performed to validate the model and 
identify the parameters that have the most adverse impact on the 
occurrence of such a risk. These results can help 
carriers/transport providers to minimize potential late deliveries. 
In addition, the developed model can be used as a basis for 
different types of predictions in the field of freight transport as 
well as in other research areas. 

Keywords—Delivery logistics; risk management; predictive 
analysis; bayesian network; fuzzy logic 

I. INTRODUCTION 
On-time delivery is often considered as a performance 

indicator in the field of freight transportation [1]. However, any 
delay in goods delivery to their destination can harm the 
activities of the actors involved (shipper, carrier, 
warehouseman, and final customer) and affect their 
profitability.  Therefore, measuring the risk of delay in advance 
enables reliable decisions to be made when planning deliveries. 
Consequently, the effect of such a risk can be reduced or even 
eliminated. This study focuses on the analysis of delivery delay 
to assist transportation companies in making decisions and 
optimizing their planning. Despite, the development of a delay 
risk prediction model is hampered by the unavailability of data. 
With this in mind, this paper contributes by implementing a 
fuzzy-bayesian approach to overcome the problem of missing 
or unavailable data. 

The occurrence of delay in freight transport operations is 
influenced on the one hand by external factors such as road 
events (accidents, congestion, and weather conditions). On the 
other hand, by internal factors related to carriers' decisions in 
terms of resource selection and delivery planning [2]. This 

paper has studied all of these elements, and it has designed a 
predictive model integrating the different cause-effect 
relationships between several factors (internal and external) 
impacting on-time delivery. For this, it opted for BNs [3] 
thanks to its advantage of modeling, probabilistic reasoning of 
uncertain systems [4], and causal analysis. 

The article is structured as follows: an overview of the 
literature related to delivery delay and the application of BNs 
in the transportation domain is given in Section II. The 
construction of the fuzzy-Bayesian model and its validation are 
presented in Section III. Section IV provides a discussion of 
the results obtained. Finally, the conclusion and further 
research are covered in Section V. 

II. RELATED WORK 
In this section, we provide a brief overview of literature 

regarding our context of study, namely delayed deliveries, and 
for Bayesian network applications in transportation field. 

A. Delayed Deliveries 
Delayed deliveries mean goods arriving at their destination 

out of schedule. According to ATRI (American Transportation 
Research Institute), in 2016, trucking operations in the U.S. 
experienced about 1.2 billion hours of delays alone due to 
traffic congestion. This number of delays generates $74.5 
billion in additional operational costs [5]. Because there are 
other causes of delay besides congestion, these additional costs 
continue to rise. 

According to [6] various factors can disrupt delivery 
reliability, among them personnel issues, vehicle breakdowns, 
and poor planning. This means that resource selection by 
checking vehicle conditions and driver performance in addition 
to the adequacy of planning have a significant effect on speed 
of service. Furthermore, other external factors such as 
accessibility to delivery points, accidents, unforeseen events 
(public works), and methodological conditions [6]–[8]  can 
cause further delays. 

The occurrence of delay largely influences [9]–[12]: 

• Additional costs: these costs are typically related to a 
delay penalty, and vehicle operating costs such as 
maintenance and vehicle rental in the case of private 
fleet use. As well as driver-related costs, that include 
salary and benefits. In addition, delay can lengthen the 
storage period, resulting in inventory holding costs. 
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• Warehouse productivity: arriving late at the warehouse 
may result in overlapping deliveries.  This will 
influence the availability of unloading bays and labor as 
well as overloading the workforce to wait for late 
deliveries. 

• Customer satisfaction: late deliveries can affect the 
operations of the consignees. This will have a 
significant impact on the customer relationship. As a 
result, customers find themselves in a situation of 
frustration. In case of recurrence, this situation exposes 
suppliers to the loss of customers. 

• Loss of opportunity to consolidate shipments: the 
occurrence of delays contributes to the lack of 
opportunity to consolidate shipments due to the 
uncertainty of meeting delivery deadlines. 

• Carrier profitability: this is generally affected by the 
additional costs incurred, the damage to the carrier's 
image due to the loss of customers and the extra time 
generated which reduces the opportunity to make more 
deliveries. 

The concept of predicting the risk of late delivery is 
generally studied in the context of improving service quality. In 
the literature, the prediction of such risk is performed using 
several techniques from artificial intelligence. 

Keung et al. [13] have opted for machine learning methods 
such as KNN, and ANN to predict shipment delays. The 
authors [14] used Random Forest and SVM for on-time 
delivery prediction. Berrones-Sanz [15] also proposed a model 
for on-time delivery prediction using logistic regression. In 
order to predict on-time delivery violation, [16] relied on ANN 
machine learning technique. As for [17], they proposed a 
neural network-based model to anticipate delivery  time. 

In addition, BNs are among the most popular prediction 
methods in various research areas [18]. This paper exploits the 
potential of BNs in risk prediction to anticipate the occurrence 
of delay in a delivery operation. 

B. Applications of BNs in the Transportation Field 
BNs are applied in several domains: diagnosis (medical and 

industrial), risk management, spam detection, fraud detection, 
data mining, and text mining, etc.[19]. In the transportation 
domain, BNs are used for different types of prevention. 
Gregoriades and Mouskos [20] used BNs to quantify the risk of 
accidents in order to locate black areas. The authors [21] 
developed a bayesian model for the identification of features 
affecting the safety of motor carriers. Zhu et al. [22] presented 
a bayesian approach for contextual (e.g., dynamic traffic 
information) or non-contextual (e.g., instantaneous driving 
speed) evaluation of driving behavior. As for [23], they 
modeled drivers' vehicle use behavior according to time of day. 
The use of BNs also extends to other transportation axes, 
namely traffic congestion prediction [24], [25] as well as 
freight demand prediction [26]. 

III. MODELING THE RISK OF LATE DELIVERY USING A 
FUZZY-BAYESIAN APPROACH 

A BN is ''a graphical probabilistic model consisting of a set 
of nodes (variables of interest in the domain) and arcs (causal 
phenomena). In addition to a set of local probability 
distributions (network parameters)'' [3], [27], [28]. A BN 
allows modeling the effect of a fact or an uncertain event on 
another via the representation of the causal relationship 
between those events [29]. In this case, an arc from X to Y can 
be interpreted as 'X causes Y'. Fig. 1 shows that the knowledge 
gained about the overlay of fragile products determines the 
knowledge about the damage of goods. 

 
Fig. 1. Example of a Causality Representation. 

The study is based on exhaustive bibliographical research, 
in addition to a survey of experts, in order to identify all the 
parameters (factors) which can hinder the delivery of a good to 
its destination in time. As well as the schematization of the 
dependency relations between these parameters, in order to 
build the structure of the Bayesian network. The approach 
followed introduces a methodology for modeling and 
evaluating the risk of late delivery using BNs by following 
these steps: 

Definition of the BN structure: Determining the 
relationships between nodes allowed us to design a causal 
graph based on a three-level architecture. 

• The first level represents the input or feeder nodes that 
have an indirect effect on the risk of delay; they fall into 
five categories detailed in Table I; 

• The second level consists of the intermediate nodes that 
represent the various intermediate cause factors (direct 
causes, or cause-effects) that lead to the impact factors 
encapsulated in the third level (final impacts); 

• The third level contains the final impacts that define the 
factors that directly and negatively influence the arrival 
of goods at their destination on time. 

Generate conditional probabilities of intermediate effects 
and final impacts: The generation of conditional probability 
tables will be made using Sugeno's fuzzy inference 
implementation. 

Model validation: This step consists of relying on Bayes 
theory and posterior probabilities relating to intermediate 
effects and final impacts, in order to study the effect of a state 
linked to an input parameter on the envisaged risk. In addition, 
sensitivity analysis and partial validation are performed to 
validate the model. 

A. Definition of the BN Structure 
The construction of the Bayesian network architecture can 

be done in two different ways: 

• Objective methods: by using a database to apply the 
structure's learning methods. 
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• Subjective methods: by gathering knowledge from 
experts in the field, through written questionnaires, 
individual interviews or brainstorming sessions. 

The first approach necessitates a large quantity of data. and 
it may establish dependencies or independencies between some 
variables that are inconsistent with the experts' opinions [30]. 
For this reason, researchers prefer the use of the second 
approach where experts are involved to verify the causal links 
between the network variables. [31]. In the literature, several 
researchers have relied on expert knowledge among them [31]–
[35].With this in mind, the article used the subjective method. 

Based on a survey of experts in the freight transportation 
field and a literature review of the various factors that drive the 
occurrence of delay risk, a set of network input parameters are 
identified and presented in detail in Table I. In addition to the 
intermediate effects and final impacts presented in Table II. 
The survey consisted of two questionnaires, the first was 
conducted to verify and validate the identified variables and the 
second to establish the causal relationships between the 
variables. 

After identifying the variables (Tables I and II) that will 
constitute the nodes of the graph and studying the causal 
relationships between them, the structure of the Bayesian 
network is developed and illustrated in Fig. 2. 

B. Generation of Conditional Probabilities of Intermediate 
Effects and Final Impacts 
After building the Bayesian network structure, the next step 

is to compute the conditional probability tables (CPT) for each 
variable. These CPTs can be computed based on the 
knowledge of the experts or using learning algorithms from a 
database. Although there is no more database in the literature 
adapted to the parameters identified to build the graph 
structure, the article is oriented towards the use of subjective 
methods. 

Since the number of conditional probabilities in the 
developed network is 1032, it is difficult to rely on expert 
knowledge to evaluate such a large number of 
probabilities[36]. In fact, in the literature, many researchers 

have developed models to lower the number of CPTs of a BN. 
As an example, causal interaction models that have attracted 
the interest of several researchers such as [37]–[41]. One of the 
most widely used models is the Noisy-OR model introduced by 
[39] which allows for the specification of non-deterministic 
interactions between the parents associated with an effect [42]. 

In addition, other methods such as fuzzy logic [43] allowing 
the reduction of numbers of questions asked to experts and the 
generation of probability tables [2], [44], [45] .With this in 
mind, the paper relied on this method to first express the 
experts judgments by fuzzy rules, and then generate the 
conditional probability tables by a fuzzy inference mechanism. 
These fuzzy rules are of the type 'If the driver's performance is 
bad then the occurrence of the accident is high. Here the value 
of "high" for the accident occurrence is qualitatively 
represented by a linguistic variable expressed in natural 
language. For the different rules, the accident occurrence node 
can be translated into one of the following values: low, 
medium, high. In addition, for the different nodes of the graph, 
their influences are revealed by three linguistic values (states) 
represented in Table III. Since the quantification of these 
linguistic variables oscillates in interval 0.1, the article opted 
for the expression of these values in fuzzy form to ascertain the 
degree of each node's membership in all its fuzzy subsets. As 
an example, the accident occurrence node is high with 90%, 
medium with 8% and low with 2%. 

The implementation of the approach adopted for generating 
conditional probability tables is done in three steps: 

• Definition of fuzzy variables, their associated linguistic 
values(variable whose values are qualitative and 
represent natural language expressions [62] and their 
membership functions; 

• Determination of fuzzy rule bases: a base of "if-then" 
rules, is used by the "fuzzy inference system" in order 
to translate the input variables into output [62]; 

• Development of inference mechanism that forms 
conclusions based on the fuzzy rules and the input data 
[63]. 

 
Fig. 2. The Structure of the Bayesian Network Modeling the Risk of Delay of a Delivery. 
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TABLE I. DESCRIPTION OF THE INPUT PARAMETERS OF THE CAUSAL GRAPH 

Variable class Variable 
name Description 

Parameters 
related to the 
road 

Road design It refers to the geometric nature of the road, such as the number of lanes and direction of traffic. [46]. 

Lighting Lighting conditions (artificial light, daylight, darkness, twilight) have a considerable effect on the occurrence of road 
accidents, due to the adaptation of speed with visibility conditions [47]. 

Road cleaning 
after accident 

Improper cleaning of accident sites can result in the  vehicle skidding due to the presence of body fluids, fuel and other 
debris. 

Traffic 
parameters 

Signage Traffic signal control considers the control of traffic signals and the existence of stop sign and yield sign [48] . 

Weather 
conditions 

Weather conditions can disrupt driver capabilities, pavement friction, road infrastructure conditions, and vehicle stability and 
maneuverability, due to reduced visibility, extreme temperatures, precipitation, high winds, and lightning [49].  As a result, 
they affect traffic demand (carriers postpone or cancel planned delivery operations), traffic safety (accident rates), and traffic 
flow relationships (changes in the fundamental traffic flow variables, volume, speed, and density influence the capacity of a 
road system) [50]. 

Occurrence of 
events that 
block/slow 
traffic 

Traffic can be disrupted by the occurrence of a variety of events, including: 
Unexpected events such as road accidents, vehicle breakdown in the middle of the road, land subsidence and public works 
[51]; 
Irregular social events such as political demonstrations, diplomatic visits [51], sporting events; 
Regular events such as festive events (religious, national or international holidays) and vacation departure; 
In addition, the delivery period also influences traffic. Delivery during peak hours can slow down traffic. 

Parameters 
related to 
personnel 
(drivers, 
planners, ...) or 
planning 
systems 

Driver 
behavior 
 

Driver behavior is considered one of the major sources of traffic accidents [52]. 
These behaviors include failure to observe speed limits, safety distance, and poor vehicle handling that manifests itself in 
hard braking, and hard acceleration, especially when visibility is reduced, and when climbing hills [53]. 

Driving style A driver's habitual driving style that includes calmness behind the wheel, level of attention contribute to traffic accidents 
[54], [55]. 

Driver  
condition 

The poor condition of drivers is often due to fatigue, alcohol consumption, negative emotions (worries and fear of arriving 
late), drowsiness, headaches, respiratory illnesses, and fever [56]. 

Number of 
exchanges 

The increase in the number of exchanges resulting from indirect deliveries leads to more loading/unloading operations [57], 
and therefore an increase in the risk of delay due to uncontrolled/estimated time at the exchange points. 

Departure time A travel time estimate is said to be accurate if it could help improve the quality of service by delivering the goods on time 
[58]. For this, the departure time must be sufficient to cover the planned route within the required time window. 

Resource 
allocation 

Personnel, vehicle condition (breakdown), and delivery points are among the factors that cause delay to occur [6]. Therefore, 
optimal allocation of resources (vehicles, warehouses, personnel, etc.) to routes helps to reduce the risk of delay. 

Vehicle-
related 
parameters 

Vehicle 
condition 

Vehicle condition is one of the causes of accidents [59]. Poor physical condition of the vehicle can cause vehicle breakdown 
and hence the occurrence of delays. In addition, negligence in checking the administrative condition of vehicle can be the 
cause of vehicle ticketing. 

Parameters 
related to 
delivery areas  
(warehouses) 

Availability of 
delivery bays 

The lack of adequate delivery bays for different vehicle sizes leads to long queue [60]. In this case, drivers try to park their 
vehicles far away or illegally near the delivery site.  This leads to long queue. 

Resource 
availability 

The lack of human resources in the delivery areas is one of the factors that lead to long queue[60]. Similarly, the lack of 
material resources (handling equipment, forklifts, etc.) can aggravate this problem. 

 Internal events Internal events such as strikes over working conditions can slow down or block access to delivery areas. 

 Scheduling of 
arrival times 

Synchronizing inbound and outbound delivery operations within a warehouse requires reliable arrival times [61]. Lack of 
scheduling of arrival times (delivery deadlines) with carriers can cause overlapping operations of multiple deliveries, 
subsequently resulting in long queues. 

TABLE II. PRESENTATION OF INTERMEDIATE EFFECTS AND IMPACTS ON DELAY 

Intermediate effects Final Impacts 

• Road visibility 
• Vehicle skidding 
• Condition of the road infrastructure 
• Spillage of substances 
• Congestion 
• Occurrence of ticket 

• Road environment condition 
• Driver performance 
• Queue 
• Parking 
• Occurrence of accidents 
• Occurrence of breakdown 

• Additional travel time 
• Accessibility to destination points 
• Relevance of planning 
• Occurrence of delay 
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TABLE III. STATES OF THE BAYESIAN NETWORK NODES 

Nodes Linguistic values 

Road design  Good, medium, bad 

Lighting  Good, medium, bad 

Fog Low, medium, heavy 

Road visibility Good, medium, bad 

Condition of the road infrastructure Good, medium, bad 

Road cleaning after accident Appropriate, medium, 
inappropriate 

Spillage of substances Low, medium, strong 

Vehicle skidding Low, medium, significant 

Weather conditions Normal, medium, extreme 

Occurrence of events that block/slow traffic Low, medium, high 

Signage  Good, medium, bad 

Congestion Low, medium, high 

Road environment Good, medium, bad 

Vehicle condition Good, medium, bad 

Driver performance Good, medium, bad 

Driver behavior Good, medium, bad 

Driving style Good, medium, bad 

Driver condition Good, medium, bad 

Occurrence of accidents Low, medium, high 

Occurrence of breakdown Low, medium, high 

Occurrence of ticket Low, medium, high 

Additional travel time Low, medium, high 

Number of exchanges Low, medium, high 

Resource allocation Good, medium, bad 

Relevance of planning Good, medium, bad 

Estimated departure time Good, medium, bad 

Scheduling of arrival times Good, medium, bad 

Occurrence of internal events Low, medium, high 

Resource availability High, medium, low 

Availability of delivery bays High, medium, low 

Queue Fast, medium, slow 

Parking Very close, close, far 

Accessibility to destination points High, medium, low 

Occurrence of delay Low, medium, high 

To better assimilate our proposed approach, we explain 
CPTs generation for ‘Congestion’ node. In this case, the 
inference mechanism aims at determining the probabilities of 
the occurrence of congestion with respect to the states of the 
nodes: Signage, weather conditions, occurrence of events 
blocking/disrupting the traffic. 

The membership function used for the different nodes of 
the graph is Gaussian, as it provides less error compared to 
other triangular and trapezoidal functions [64]. An example of 
the description of the membership function for the weather 
variable is provided in Fig. 3. 

 
Fig. 3. Membership Functions for the Weather Variable. 

After defining the membership functions for the congestion 
nodes and its antecedents, subsequently, a fuzzy rule base is 
determined to evaluate the variation of the congestion node 
with respect to the states of its parent nodes or its causes. This 
fuzzy rule base is detailed in Table IV. 

TABLE IV.  FUZZY RULES OF THE 'CONGESTION' NODE WITH ITS PARENT 
NODES 

Rule 
number Signage Weather 

conditions 
Occurrence 
of events Congestion 

1 Bad extremes High high 

2 Bad extremes Medium high 

3 Bad extremes Low medium 

4 Bad medium High high 

5 Bad medium Medium medium 

6 Bad medium Low medium 

7 Bad normal High medium 

8 Bad normal Medium medium 

9 Bad normal Low low 

10 Medium extremes High high 

11 Medium extremes Medium medium 

12 Medium extremes Low medium 

13 Medium medium High medium 

14 Medium medium Medium medium 

15 Medium medium Low medium 

16 Medium normal High medium 

17 Medium normal Medium medium 

18 Medium normal Low low 

19 Good extremes High high 

20 Good extremes Medium medium 

21 Good extremes Low medium 

22 Good medium High medium 

23 Good medium Medium medium 

24 Good medium Low low 

25 Good normal Low medium 

26 Good normal Medium low 

27 Good normal  Low low 
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The inference mechanism is triggered by initializing the 
input variables with precise values representing the peak of the 
Gaussian distribution and activating a set of fuzzy rules. This 
mechanism uses the Sugeno inference system. The aim is to 
identify degrees of membership to each fuzzy subset. The 
calibration of these degrees provides the CPTs of the BN. 

Consider the example of inferring the congestion node 
knowing that the signage is average, the methodological 
conditions are normal, and the occurrence of traffic 
blocking/interfering events is low. The initial values of the 
input variables represented in rule 18 of Table VI will feed the 
fuzzy inference system. The latter is implemented with the 
Fispro software. 

The results of the fuzzy inference are illustrated in Fig. 4, 
thereafter; the different results are aggregated, in order to 
combine them into a single value for each state. This value is 
the result of the union of the different conclusions of the rules 
activated with the max method. 

 
Fig. 4. Fuzzy Inference of the Variable 'Congestion. 

The conclusions of the activated rules of rule 18 are 
summarized in Table V. Thus, the low value of congestion is 
0.98, and the average value is 0.020. Now, since each 
possibility of a fuzzy subset must be greater than zero, a value 

of 0.001 is given to the null probability, in this case the high 
value is 0.001. 

Congestion (low) = max (0.98, 0.015, 0.008) = 0.98. 

Congestion (medium) = max (0.015, 0.008, 0.020) = 0.020. 

Congestion (high) = 0.001. 

The conditional probabilities for the different states of the 
variable 'congestion' of the rule 18 is calculated in the 
following way:   

P (Congestion = low | Occurrence events = low, Weather = 
normal and Signage = medium) = 
0.98/(0.98+0.020+0.001)=0.979. 

P (Congestion = medium | Occurrence of events = low, 
Weather = normal and Signage = medium) = 
0.020/(0.98+0.020+0.001)=0.019. 

P (Congestion = high | Occurrence of events = low, 
Weather = normal and Signage = medium) = 
0.001/(0.98+0.020+0.001)=0.001. 

TABLE V. DEGREE OF MEMBERSHIP FOR EACH FUZZY SUBSET OF THE 
VARIABLE 'CONGESTION 

Rule activated Language value of the output 
variable 

Degree of 
membership 

R27 Low 0.015 

R26 Low 0.015 

R24 Low 0.015 

R23 Medium 0.015 

R18 Low 0.98 

R17 Medium 0.020 

R15 Medium 0.020 

R14 medium 0.020 

R9 Low 0.008 

R8 medium 0.008 

R6 medium 0.008 

C. Anticipation of Scenarios and Interpretation of Results 
After constructing the Bayesian network using Open 

Markov tool, it is used to deduce the probabilities of certain 
events by setting evidences (states) for certain nodes and study 
their effects through the propagation of their probabilities on 
the child nodes. At this level, the input parameters' impact on 
the occurrence of delay is studied through four scenarios listed 
as follows: 

• Scenario 1: favorable road environment and delivery 
areas input parameters, unfavorable transport company 
input parameters. 

• Scenario 2: unfavorable road environment and delivery 
areas input parameters, favorable transport company 
input parameters. 
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• Scenario 3: favorable road environment and delivery 
areas input parameters, favorable transport company 
input parameters. 

• Scenario 4: unfavorable road environment and delivery 
areas input parameters, unfavorable transport company 
input parameters. 

The input parameters related to the transport company 
correspond to those related to the vehicles, the staff (drivers, 
planners ...) and the planning systems. 

The input parameters related to the road environment and 
delivery areas correspond to those related to the road, traffic 
and warehouses. 

The four scenarios corresponding to different 
configurations of the input node states are detailed in Table 
VII. 

After feeding the BN with the states of each scenario, the 
inference mechanism provides probability propagation over 
intermediate effects and final impacts to quantify delay 
occurrence. Table VIII, shows the probability distribution for 
some nodes in the network. 

TABLE VI. CONDITIONAL PROBABILITY TABLE OF THE 'CONGESTION' NODE 

 Conditional probability 
Rule number Signage Weather conditions Occurrences of events Congestion Low medium high 
1 bad 0.22 extremes 0.18 high 0.21 high 0.001 0.015 0.984 
2 bad 0.22 extremes 0.18 medium 0.52 high 0.001 0.020 0.979 

3 bad 0.22 extremes 0.18 low 0.78 medium 0.001 0.979 0.020 
4 bad 0.22 medium 0.5 high 0.21 high 0.001 0.020 0.979 

5 bad 0.22 medium 0.5 medium 0.52 medium 0.001 0.988 0.011 
… … … … … … … … 

18 medium 0.51 normal 0.78 low 0.78 low 0.979 0.020 0.001 

19 good 0.81 extremes 0.18 high 0.21 high 0.001 0.015 0.984 

20 good 0.81 extremes 0.18 medium 0.52 medium 0.006 0.988 0.006 
… … … … … … … … 

25 good 0.81 normal 0.78 high 0.21 medium 0.015 0.984 0.001 
26 good 0.81 normal 0.78 medium 0.52 low 0.979 0.020 0.001 

27 good 0.81 normal 0.78 low 0.78 low 0.979 0.020 0.001 

TABLE VII. DESCRIPTION OF THE SCENARIOS ACCORDING TO THE VALUES OF THE INPUT PARAMETERS 

Input parameter 
Value 
Scenario 1 Scenario 2 Scenario 3 Scenario 4 

Road environment  and delivery  areas parameters 

Road design good bad good  bad 

Lighting good bad good bad 
Post-accident road cleaning appropriate inappropriate appropriate inappropriate 

Signage good bad good bad 
Weather conditions normal extremes normal extreme 
Occurrence of events that block/impede traffic low high low high 

Availability of delivery bays high low high low 
Resources Availability  high low high low 

Occurrence of internal events low high low high 
Scheduling of arrival times good bad good bad 
Transport company parameters 

Driving style bad good good bad 
Driver condition bad good good bad 

Driver behavior bad good good bad 
Vehicle condition bad good good bad 

Resource allocation bad good good bad 
Estimated departure time bad good good bad 
Number of exchanges high Low low high 
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TABLE VIII. PROBABILITY DISTRIBUTION FOR BAYESIAN NETWORK NODES 

Node State Scenario
1 

Scenario
2 

Scenario
3 

Scenario
4 

Congestion 

Low 0.9790 0.0010 0.9790 0.0010 

Medium 0.0020 0.0150 0.0020 0.0150 

High 0.0010 0.9840 0.0010 0.9840 

Occurrence 
of a 
breakdown 

high 0.9790 0.0010 0.0010 0.9790 

Medium 0.0200 0.0020 0.0020 0.0174 

Low 0.0027 0.9790 0.9790 0.0010 

Occurrence 
of an 
accident 

Low 0.0022 0.0012 0.9574 0.0010 

Medium 0.0418 0.9574 0.0416 0.0173 

high 0.9559 0.0214 0.0010 0.9817 

 Low 0.0209 0.9166 0.9166 0.0052 

Occurrence 
of ticket Medium 0.0052 0.0592 0,0592 0.0209 

 high 0.9738 0.0242 0.0242 0.9738 

Accessibili
ty to 
destination 
points 

High 0.9635 0.0010 0.9635 0.0010 

Medium 0.0355 0.0155 0.0355 0.0155 

Low 0.0010 0.9835 0.0010 0.9835 

Delay 

Low 0.0017 0.0050 0.9718 0.0010 

Medium 0.0861 0.9624 0.0272 0.0160 

High 0.9121 0.0327 0.0010 0.9830 

In the case of the first scenario, the occurrence of 
congestion is low with a probability of 97.9%. Concerning the 
occurrence of a breakdown and ticket, and accident are 
important with respectively 97.9% and 97.3% and 95.5%. As 
for the accessibility to the destination, point tends to be high 
with 96.3%.  Therefore, the probability of the occurrence of 
delay is important with a value of 91.1%. 

For the second scenario, the probability of congestion 
occurrence is high with a probability of 98.4%. Regarding the 
occurrence of accident is more likely to be 'medium' with a 
probability of 95.7%, as for the occurrence of breakdown and 
ticket are low with respectively 97.9% and 91.6%, In addition, 
the accessibility to the destination point tends to be low with 
98.3% which leads to an average risk of occurrence of delay of 
96.2% 

For the third scenario, the inference model predicts a low 
probability of congestion occurrence with a rate of 97.9%. 
Also, the risks related to the occurrence of an accident, 
breakdown and a ticket are low with respectively 95.7%, 
97.9% and 91.6%. In addition, the accessibility to the 
destination point tends to be high with 96.3%. Therefore, the 
probability of delay occurrence is very low with 97.1%. 

For the fourth scenario, congestion tends to be high with a 
rate of 98.4%. Also, the risks of the occurrence of an accident, 
a breakdown or a ticket are high with respectively 98.1%, 
97.9% and 97.3%. As for the accessibility to the destination, 
point is low with a percentage of 98.3%. Hence the highest 
probability of the occurrence of delay with 98.3%. 

Based on the results of the inference of the first two 
scenarios, we can conclude that the parameters related to the 
transport company have more impact on the occurrence of 
delivery delay than those related to road and delivery 
environment. 

D. Sensitivity Analysis 
The sensitivity analysis identifies the factors ranked 

according to those that have more impact on the probability of 
a node [65]. The Fig. 5 shows the tornado diagram [66] of the 
"delay occurrence" sensitivity analysis.  According to the 
figure, variables such as vehicle condition, resources 
availability, estimated departure time, number of exchanges, 
and resource allocation contribute more to the occurrence of 
late deliveries. Poor vehicle condition is the main parameter 
influencing the risk of delay. This can be justified by its 
resulting events such as the occurrence of breakdowns and 
accidents, as these have a significant impact on the occurrence 
of such risk. 

E. Partial Validation  
In order to validate the proposed model, the paper uses 

partial validation allowing the verification of three axioms 
presented by [67] and opted by various researchers such as 
[68], [69]: (1) The occurrence of change (increase/decrease) in 
the probability of the parent node thus changes the probability 
of the child node; (2) The values of the child nodes must be 
consistently affected by the changes made to the probability 
distributions relative to the parent node; In the case of a node 
with more than one parent (e.g., x and y), the overall effect of x 
and y must be greater than the individual effects of parent x or 
parent y. 

For example, when the probability of "road design = good" 
increases from 70% to 75%, the probability of "road 
infrastructure condition = good" and "road environment = 
good" increases from 77% to 80% and 84% to 86% 
respectively. In light of this variation, when the probability of 
"Occurrence of events that block/slow traffic=low" increases 
from 74% to 78%, the probability of "congestion=low" and 
"road environment=good" increases from 78% to 82% and 
87% to 90% respectively, which is consistent with the axiom. 
Similarly for the other nodes of the graph. 

 
Fig. 5. Sensitivity Analysis for Occurnce of Delay. 
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IV. DISCUSSION 
In this paper, an analysis of potential delivery delays is 

developed using a Bayesian fuzzy model. BNs have been used 
in various existing studies to analyze the risk of delay in 
different areas such as maritime transport[45], [70], rail 
transport [71] and air transport [72]. Compared to the existing 
works, the developed model focuses on the occurrence of delay 
in the road freight transport domain. This model consists of 
many internal and external factors that cause delay to occur. 
Sensitivity analysis and interpretation of the results of four 
scenarios show that the internal factors related to the transport 
companies have a stronger effect on the occurrence of late 
deliveries than the external factors. This means that the 
transport company decisions in terms of resource selection, in 
addition to planning relevance, have a considerable effect on 
delivery reliability than road and delivery events such as 
congestion, weather conditions and availability of delivery 
bays. Therefore, optimized resource (physical and material) 
allocation to the right routes and a smart routing planning 
design plays an important role in ensuring on-time deliveries. 
In order to validate the results of this model, an example test of 
three axioms is performed. 

V. CONCLUSION 
The respect of delivery deadlines is crucial to ensure the 

quality of logistics services. Unfortunately, it often happens 
that this deadline is not respected, leading to a series of more or 
less unfortunate consequences. This article focuses on 
predicting the risks of delays in deliveries with the aim of 
anticipating them in order to either avoid them or be better 
prepared to deal with them and reduce the impact of poor 
quality of service. To do this, the article proposes a fuzzy 
Bayesian model combining the Bayesian approach and fuzzy 
logic in order to monitor the occurrence of delivery delays. 
This model is based on a set of factors causing the delay of 
deliveries and their causal relationships represented by a causal 
graph. Fuzzy logic intervenes by the generation of fuzzy rules 
based on conditional probability tables. Such a model is 
particularly effective, especially for the type of problem dealt 
with through this article. It is positioned as an excellent 
alternative to deep learning for making predictions in the 
absence of massive data. 

One of the limitations of the proposed model is the 
identification of all the factors that cause delivery delays, the 
lack of integration of all these factors can affect the 
effectiveness of this model in correctly predicting possible 
delays. 

The generalization of the model to all risks that can degrade 
the quality of delivery services such as damage, theft and loss, 
is a potential perspective to the work presented here. Similarly, 
a comparative study between a Bayesian-fuzzy model and a 
model derived from deep-learning around the prediction of 
delivery risks and the management of the crises that follow are 
very promising avenues of research. 
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Abstract—Student scores in TOEFL IBT reading, listening, 
and writing may reveal weaknesses and deficiencies in 
educational institutions. Traditional approaches and evaluations 
are unable to disclose the significant information hidden inside 
the student's TOEFL score. As a result, data mining approaches 
are widely used in a wide range of fields, particularly education, 
where it is recognized as Educational Data Mining (EDM). 
Educational data mining is a prototype for handling research 
issues in student data which can be used to investigate previously 
undetected relationships in a huge database of students. This 
study used the EDM to define the numerous factors that 
influence students' achievement and to create observations using 
advanced algorithms. The present study explored the 
relationship among university students’ previous academic 
experience, gender, student place and their current course 
attendance within a sample of 473 (225 male and 248 female). 
Educational specialists must find out the causes of student 
dropout in TOEFL scores. The results of the study showed that 
the model could be suitable for  investigation of important 
aspects of student outcomes, the present research was supposed 
to use the statistical package for social sciences (SPSS V26) for 
both descriptive and inferential statistics and multiple linear 
regressions to improve their scores. 

Keywords—Educational data mining; students score; linear 
regression; TOEFL; Statistics 

I. INTRODUCTION 
Over the last decade, test developers and experts have 

fixated much of their time and focus on developing a 
theoretical view of language ability in order to understand 
better the nature of language proficiency, as well as developing 
and applying more sophisticated statistical tools to analyze 
language tests and test takers' performance in order to best tap 
these issues[1]. However, language testing research shows that 
language aptitude is not the only factor influencing test takers' 
performance. Almost all screening processes in academic 
environments, from seeking college admission to applying for 
an exchange student programmer, require the applicant to 
present TOEFL iBT or other Standard English language test 
scores. 

The TOEFL iBT (Test of English as a Foreign Language) 
Language testing is largely concerned with whether the results 
clearly effectively reflect test takers' underlying ability in a 
certain area in a given testing setting [2]. After graduation, 
English proficiency is necessary for developing career options 
and attaining aspirational goals in the workplace [3]. The 
Educational Testing Service (ETS) commissioned a recent 
survey study and found a high link between high English 
proficiency and the income of young professionals (full-time 
workers in their 20s or 30s) across all major industries. This 
higher income allows them to put more money into improving 
their English abilities, which are "a vital instrument for success 
in today's world". Test-takers personality factors to the testing 
scenario, such as education level, Gender, and place, can all 
affect their performance [4]. But these construct-irrelevant 
elements are regarded as potential causes of test bias, which 
might cause the acquired results to be unrepresentative of the 
underlying skill that a language test is attempting to assess. As 
a result, a thorough assessment of the likely effects of such 
factors is worthwhile. 

Taking these factors into account and the popularity of the 
TOEFL iBT as a proficiency exam worldwide, this study aims 
to determine the future effects of test education level, Gender, 
and place on TOEFL iBT listening reading and writing results. 

II. LITERATURE SURVEY 
Test fairness is a challenging topic in the literature when it 

comes to language testing. Debates about test fairness aim to 
create tests free of discrimination and contribute to testing 
equity [5, 6]. When students with the same language ability 
perform differently on a test, it may be called discriminatory. 
When the substance of the test is discriminatory to test takers 
from certain groups, other criteria such as education level, 
Gender, and test place play a factor. The test's requirements 
may have different impacts on test takers from different 
groups; test taker factors such as education level, Gender and 
place can all contribute to test bias. 

These factors can impact a test's validity and lead to 
measurement mistakes. As a consequence, in the design and 
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development of language exams decreasing the impact of these 
factors that are not part of the language competence is a top 
objective [7]. 

The association between TOEFL score and GPA was 
shown to be positive and statistically significant; however, it 
was less for engineering students than for students in other 
professions and for engineering courses than for non-
engineering courses. In logistic regressions of CAE pass rate 
and graduation rate, the TOEFL score was also statistically 
significant, showing an increased probability of success with a 
higher TOEFL score. However, model goodness-of-fit values 
were low, showing that many students defied overall trends in 
their performance [8]. 

Accord to the previous survey, a mixed ANOVA was used 
to answer the following study question: Is there a significant 
difference between pre and post TOEFL test scores for male 
and female students? Is there an interaction between male and 
female students' pre and post TOEFL test scores? According to 
those findings, there was a substantial change between pre and 
post TOEFL exam scores, but no significant variation between 
genders. Furthermore, no correlation was found between male 
and female students' pre and post TOEFL test scores [9]. 

In agreement with the past research, there was a 
relationship between overseas students' academic performance 
and their language skills, academic self-concept and other 
factors that influence academic achievement. The research 
looked at first-year international students enrolled in 
undergraduate business programs at a Canadian English-
medium institution. The following data was gathered on the 
students: grades in degree program courses, annual GPA, and 
EPT scores (including sub scores). 

Students also filled out an academic self-concept measure. 
In addition, instructors in two obligatory first-year business 
courses were interviewed regarding the academic and linguistic 
requirements in their courses and the profile of successful 
students to acquire additional information about success in 
first-year business courses [10]. 

In the other side the purpose of this study was to determine 
whether there was a significant difference in the capacity of 
male and female students to respond to factual and vocabulary-
in-context questions on the TOEFL-like reading 
comprehension test. The results of reading comprehension tests 
taken from twenty-one male and twenty-one female students in 
the English Education Program were used for secondary data 
analysis. Through the use of random sampling, samples were 
chosen. Utilizing an independent sample t-test, data were 
evaluated [11]. 

On the other hand in this study, the self-efficacy of 
university students in responding to TOEFL questions is 
examined in relation to gender and participation in TOEFL 
courses. This study uses a descriptive design with a total 
sample of 200 university students from two large institutions 
who are majoring in both English and non-English [12]. 

III. PROPOSED METHODOLOGY 
After reviewing data and determining the research aim and 

objectives, this paper examines the effects of characteristics 
such as education level, attendance, and student gender to 
examine students' scores in TOEFL iBT reading, listening, and 
writing using data mining approaches. For this study's 
techniques and data preparation procedures, methodologies are 
discussed below. 

A. Dataset 
The data for this study came from 473 students. Arabic is 

one of their first languages. 473 students in total took the 
TOEFL. The study enlisted the participation of 225 male and 
248 female students (Table I). 

TABLE I. ATTRIBUTES OF THE DATASET 

Details Attributes 

Male, Female Gender 

Faculty Education level 

Cairo, Sheikh Zayed Place 

Number of Course Attendance Attendance 

B. Data Preparation 
All activities were taken from the raw data to create the 

final dataset (data that was entered into the design tool). The 
dataset's variables were prepared to generate the models 
needed in the next phase. 

The students received a variety of English language skills, 
including a TOEFL preparation session, during the rigorous 
English language program. The TOEFL scores of the students 
were used as the research tool. At the end of the course, 
students take the TOEFL (paper-based test). Students were in 
class for five hours a day and were given TOEFL-related 
assignments. Listening, grammar/structure, and reading are the 
three skills that make up the TOEFL score. The TOEFL score 
ranges between 310 and 677. This study aims to determine the 
future effects of test education level, gender, place, and 
attendees on TOEFL iBT listening, reading, and writing 
results. 

IV. MODEL AND ALGORITHM 
Fig. 1 depicts a framework for predicting student success. 

First, the data on student performance is fed into this system. 
This student data set has been preprocessed to eliminate noise 
and make the data set more consistent. The input data set is 
then subjected to various SPSS statistics analyses. Next, data 
analysis is carried out. Finally, different algorithms' 
categorization results are compared. 

Likewise, gender is another factor that is usually studied, 
but there is a lack of good research to identify whether male 
and female language learners have significantly different 
TOEFL results. From a psychological standpoint, there are 
numerous variables related to gender [13]. 
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Fig. 1. A Framework for Student Performance Prediction. 

In general, females are believed to be more successful in 
language learning than males. Therefore, many scholars in 
language acquisition studied how gender disparities can affect 
students' language learning proficiency. In other words, ten 
studies found that female students were superior to male 
students in reading comprehension. In contrast, five studies 
found that male students were superior [14,15] also undertook 
a quantitative study to see if there are any gender differences in 
TOEFL scores and found no significant differences. The 
Educational Testing Service (ETS), on the other hand, came to 
a different result. 

According to the survey, female pupils are more advanced 
than male students [16]. Females, for example, outperformed 
males in writing and reading, though the difference was minor. 
On the other hand, Male students performed higher in terms of 
listening and comprehension, as well as vocabulary proficiency 
[17]. 

Additionally, a standardized English language assessment 
examination, such as the Test of English as a Foreign 
Language, is required at most English language colleges and 
universities (TOEFL). However, because there are few 
standardized evaluation measures for all candidates, English 
proficiency ratings are occasionally utilized for purposes other 
than evaluating the "abilities of non-native English speakers to 
use and understand English." 

However, in the lack of standard ranking techniques for all 
candidates, the TOEFL score may be used as a stand-in for 
those criteria; the TOEFL score is occasionally employed as a 
predictor of how well a potential student will perform at a 
university. Even when the TOEFL is not used as the main 
measure of academic success, minimum TOEFL score 
requirements are frequently enforced. 

Despite the fact that the underlying English-language 
communication abilities that TOEFL scores represent may be 
significantly more important to academic performance in 
specific areas, TOEFL score minimums for admission 
frequently do not vary among academic majors or fields of 
study. Requiring the same minimum TOEFL score whatever of 
a student's selected major may lead to the exclusion of 
otherwise talented students from academic programmers where 
academic achievement is not contingent on language 
competence [18]. For example, an increased TOEFL score is 
less correlated with academic success in college students than 

in other college students (possibly because English 
communication skills largely determine academic success in 
these areas). It may be reasonable to adopt the TOEFL score 
entry requirements. More lenient for engineering applicants, 
especially those who can show enough preparation through 
means other than a TOEFL score. 

Despite the fact that course enrollment has tripled in the 
past 10 years, little is known about the impact of environment 
tests and attendance on learning. According to a recent study of 
college students, course attendance and the student place have 
an impact on the examination scores. Therefore, differences in 
student accomplishment between groups should be viewed 
with caution. This study adds to the body of knowledge by 
addressing a recurring problem of earlier research: determining 
the impact of various classroom test conditions on exam 
scores. The features of test environments are rarely described 
in previous research. This study compares test scores from 
students who took examinations off-campus with test scores 
from students who were called back to school for probationary 
exams within a semester [8]. 

V. EXPERIMENTS AND RESULTS 
The analysis of this paper was done using the statistical 

package for social sciences (SPSS V26) for both descriptive 
and inferential statistics. In this work, ANOVA was used as a 
statistical analysis method. Because this study examines the 
significance of group differences, it uses an ANOVA statistical 
model with a continuous dependent variable (TOEFL scores) 
and categorical independent factors. 

Because this study tries to observe the interaction between 
gender differences, ANOVA is the most appropriate statistical 
procedure among the numerous varieties of ANOVA [19]. Pre 
and post TOEFL scores are within-subject factors, while male 
and female are between-subject variables. To address the first 
study question, a statistically significant mean difference 
between before and post TOEFL scores will be studied. After 
that, we'll look at the statistically significant mean difference 
between male and female TOEFL scores. The impacts will 
next be compared between the TOEFL scores of males and 
females. 

Table II  provides descriptive statistics for the selected 
variables, including the minimum (Min), maximum (Max), 
mean (M), standard deviation (SD), and coefficient of variation 
(CV)  (M=48.36,SD=7.519,CV=1 5.55%),(M=47.24,SD= 
7.972,CV=16.88%),(M=47.07,SD=8.354,CV=17.75%), 
(M=475.38,SD=70.869,CV=14.91 %) respectively. 

Table II shows some descriptive statistics and bivariate 
correlations among the selected variables provided in this 
section. 

TABLE II. DESCRIPTIVE STATISTICS 

 
N Min Max Mean SD 

Listening 473 24 68 48.36 7.519 

Grammar 473 27 68 47.24 7.972 

Reading 473 27 67 47.07 8.354 

Total 473 300 653 475.38 70.869 
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TABLE III. MULTIPLE CORRELATIONS 

 Listen
ing 

Gramma
r 

Readin
g 

Tota
l 

Listening 

Pearson 
Correlation 1    

P-value     

N 473    

Gramma
r 

Pearson 
Correlation .647*** 1   

P-value .000    

N 473 473   

Reading 

Pearson 
Correlation .642*** .781*** 1  

P-value .000 .000   

N 473 473 473  

Total 

Pearson 
Correlation .847*** .911*** .909*** 1 

P-value .000 .000 .000  

N 473 473 473 473 

Table III displays the bivariate correlations between the 
study's primary variables; all of the correlations were 
statistically significant at 0.001. These correlations vary 
between.642 and.642, indicating that all variables in the study 
have substantial moderate to strong multiple correlations. 

Furthermore, the results of the multiple regression were 
reported, and it can be noticed that all variables have 
significant positive effect on the total score since (P<0.001), as 
a result, the null hypothesis is rejected, and the alternative 
hypothesis is accepted in Table IV. 

TABLE IV. REGRESSION COEFFICIENT 

Model 

Unstandardized 
Coefficients 

Standardized 
Coefficients 

t Sig. 
B Std. 

Error Beta 

1 

(Constant) .334 1.234  .270 .787 

Listening 3.336 .032 .354 102.996 .000*** 

Grammar 3.396 .038 .382 90.461 .000*** 

Reading 3.257 .036 .384 91.499 .000*** 
*** P < 0.001 

Table IV, the assumptions of this study were examined 
using multiple regression analysis in this part. 

Table V, the F-test in ANOVA table confirms the 
significance of the model since (F=546827.6, P<0.001). 

TABLE V. ANOVA TABLE 

Model Sum of 
Squares Df Mean 

Square F Sig. 

1 

Regression 2363572.748 3 787857.583 52762.172 .000b 

Residual 7003.222 469 14.932   

Total 2370575.970 472    

On the other side, the impact of demographic variables on 
the students' overall scores will be studied in this section. 
Finally, the normal distribution test was done utilizing 
Skewness and kurtosis tests to choose between parametric and 
nonparametric testing Table VI [20]. 

TABLE VI. TEST OF NORMALITY 

 N 
Skewness Kurtosis 

Statistic Std. Error Statistic Std. Error 

Total 473 .066 .112 -.756 .224 

Table VI, the values of Skewness and kurtosis for the score 
were within the range of ±2, indicating that the total score was 
normally distributed, according to the normality statistics. 

 
Fig. 2. Histogram and the Normal Curve of the Total Score. 

Fig. 2  displys a normal distribution of data. 

First hypothesis: there is a significant difference in total 
scores regarding the Gender of the students. The independent-
samples t-test is the appropriate parametric test because Gender 
is a categorical variable with two independent categories. 

Table VII, some descriptive statistics of the total score 
according to each category were given. 

Fig. 3 can be concluded from that the average degree of 
females (487.49) was greater than that of males (462.04). 

In addition, Levene's test for equality of variances was done 
and found that the variances were equal since (𝐹 = .449,𝑃 >
0.05). The results of the independent-sample t-test show that 
there is a significant difference in total scores between males 
and females since P-value is less than 0.05 as (𝑡 =
−3.961,𝑃 < 0.001) Table VIII. 

TABLE VII. DESCRIPTIVE STATISTICS OF THE TOTAL SCORES REGARDING 
THE GENDER 

Gender N Min Max Mean Std. Deviation 

female 248 300 653 487.49 70.863 

male 225 313 623 462.04 68.590 

Total 473 300 653 475.38 70.869 
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Fig. 3. Boxplot for the Total Scores of Students Regarding the Gender. 

TABLE VIII. INDEPENDENT SAMPLES T-TEST 

Levene's Test for 
Equality of Variances t-test for Equality of Means 

 F 
P-
valu
e 

t df Mean  
Std. 
Erro
r  

95% CI of the 
Difference 

Lower Upper 

Equal 
variance
s 
assumed .44

9 .503 

-
3.96
1 

47
1 

-
25.45
2 

6.42
6 

-
38.07
8 

-
12.82
6 

Equal 
variance
s not 
assumed 

-
3.96
7 

46
9 

-
25.45
2 

6.41
5 

-
38.05
8 

-
12.84
5 

***P < 0.001 

In Table VIII, the results of the independent-sample t-test 
show that there is a significant difference in total scores 
between males and females since P-value is less than 0.05 
as(𝑡 = −3.961,𝑃 < 0.001). 

Moreover, in the second hypothesis: there is a significant 
difference in total scores regarding the attendees of the 
students. Since the student's attendance is a categorical variable 
with more than two independent categories, the suitable 
parametric test is the analysis of variance (ANOVA) test. 

In Table IX, some descriptive statistics of the total score 
according to each category were given. 

Fig. 4 presented that the average scores of students 
attending for the first time (477.19) was greater than that of the 
second time (474.39), and the third time (473.07). 

In Table X, the results of the ANOVA test show that there 
is no significant difference in total scores between the number 
of attendees since the P-value is greater than 0.05 as(𝐹 =
.151,𝑃 > 0.05). 

TABLE IX. DESCRIPTIVE STATISTICS OF THE TOTAL SCORES REGARDING 
THE ATTENDANCE 

Attendees N Minimum Maximum Mean Std. Deviation 

1 226 323 640 477.19 71.650 

2 124 313 623 474.39 65.787 

3 123 300 653 473.07 74.747 

Total 473 300 653 475.38 70.869 

 
Fig. 4. Boxplot for the Total Scores of Students Regarding the Attendees. 

TABLE X. ANOVA TABLE 

 Sum of 
Squares Df Mean 

Square F P-value 

Between 
Groups 1525.638 2 762.819 .151 .860 

Within Groups 2369050.333 470 5040.533   

Total 2370575.970 472    

As well the third hypothesis: there is a significant 
difference in total score regarding the place of the test. Since 
the place of the test is categorical variable with two 
independent categories, so the suitable parametric test is the 
independent-samples t-test. 

Table XI shows some descriptive statistics of the total score 
according to each category were given. 

Fig. 5 displayed that the average scores of students attend 
in Sheikh Zayed (484.81) were greater than those attending 
Cairo (466.38). 

TABLE XI. DESCRIPTIVE STATISTICS OF THE TOTAL SCORES REGARDING 
PLACE OF THE TEST 

place N Min Max Mean Std. Deviation 

Cairo 242 300 640 466.38 71.684 

Sheikh Zayed 231 350 653 484.81 68.905 

Total 473 300 653 475.38 70.869 

 
Fig. 5. Boxplot for the Total Scores of Students Regarding the Place of the 

Test. 
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TABLE XII. INDEPENDENT SAMPLES T-TEST 

t-test for Equality of Means 

 t df Mean Std. 
Error 

95% CI of the 
Difference 

Lower Upper 

Equal 
variances 
assumed 

-2.848 471 -18.430 6.470 -31.144 -5.715 

Equal 
variances 
not assumed 

-2.851 471 -18.430 6.464 -31.132 -5.727 

In Table XII, Levene's test for equality of variances reveals 
that the variances were equal since(𝐹 = .475,𝑃 > 0.05). The 
results of the independent-sample t-test show that there is a 
significant difference in total scores between Cairo and Sheikh 
Zayed since P-value is less than 0.05 as(𝑡 = −2.848,𝑃 <
0.01). 

Subsequently, the fourth hypothesis shows a significant 
difference in total scores regarding the level of education. 
Since the level of education is a categorical variable with more 
than two independent categories, the suitable parametric test is 
the analysis of variance (ANOVA) test. 

TABLE XIII. DESCRIPTIVE STATISTICS OF THE TOTAL SCORES REGARDING 
THE LEVEL OF EDUCATION 

Faculty N Min Max Mean SD 

Academy of Arts 3 300 570 465.67 145.074 

African Institute 15 313 653 446.73 87.928 

Agriculture 10 380 510 452.70 47.579 

Applied Arts 6 417 577 499.00 50.931 

Arab Academy 4 430 517 475.00 40.406 

Archaeology 5 350 600 476.60 89.960 

Arts 17 393 553 483.47 50.222 

Commerce 40 363 600 473.05 59.843 
Computer and 
Information 10 383 580 501.30 58.317 

Dar Al Uloom 6 400 620 464.33 85.141 

Dentistry 17 450 610 542.35 43.566 
Economics and Political 
Sciences 13 360 617 523.38 72.240 

Education 5 383 607 465.40 84.145 

Egyptian fellowship 2 500 513 506.50 9.192 

Engineering 25 423 640 519.80 53.275 

environment institute 1 417 417 417.00 . 

Georgia 13 413 623 528.00 49.427 

Grant 2 450 560 505.00 77.782 

industrial education 1 410 410 410.00 . 
Institute of Arabic 
Studies 1 450 450 450.00 . 

Institute of Technical 
healthy 109 350 523 411.31 39.451 

Kindergarten 2 420 497 458.50 54.447 

laser institute 1 413 413 413.00 . 

Law 10 347 547 438.10 75.253 

MBA 5 500 560 514.00 26.077 

media 30 390 620 496.63 69.042 

Medicine 27 410 623 549.19 45.668 
National Institute of 
Intellectual Property 1 503 503 503.00 . 

natural medicine 3 390 413 403.33 11.930 

Naval Academy 7 377 507 477.71 49.291 

Nursing 6 367 503 431.17 45.512 

Oncology Institute 1 573 573 573.00 . 

Pharmacy 14 447 627 542.21 52.850 

Physical Education 5 327 473 406.60 55.383 

Postgraduate Education 12 410 553 488.00 42.988 

Research Institute 11 327 573 453.91 61.119 

Sadat Academy 4 450 500 472.50 26.300 

Sciences 16 450 597 520.81 39.507 

Social Service 1 453 453 453.00 . 

Statistics Institute 6 387 563 517.33 67.666 

Tourism and Hotels 2 480 500 490.00 14.142 

urban planning 2 557 587 572.00 21.213 

veterinary medicine 2 460 610 535.00 106.066 

Total 473 300 653 475.38 70.869 

Table XIII shows some descriptive statistics of the total 
score according to each category were given. 

Fig. 6 concluded that students' average scores were 
different across the level of education. 

Table XIV shows the results of the ANOVA test show that 
there is a significant difference in total scores across the level 
of education since the P-value is less than 0.05 as (𝐹 =
8.407,𝑃 < 0.001). 

 
Fig. 6. Boxplot for Students' Total Scores Regarding the Level of Education. 
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TABLE XIV. ANOVA TABLE 

 Sum of 
Squares df Mean 

Square F Sig. 

Between Groups 1068908.842 42 25450.211 8.407 .000 

Within Groups 1301667.129 430 3027.133   

Total 2370575.970 472    

Finally, the fifth hypothesis: there is a significant difference 
in TOEFL parts (Listening, Grammar, and Reading) regarding 
the Gender. 

Table XV shows some descriptive statistics of the TOFEL 
parts according to each category were given. 

TABLE XV. DESCRIPTIVE STATISTICS OF THE TOEFL PARTS REGARDING 
THE GENDER 

Gender Listening Grammar Reading 

female 

N 248 248 248 
Minimum 24 27 28 
Maximum 68 68 67 
Mean 49.36 48.58 48.41 
Std. Deviation 8.060 7.869 7.932 

male 

N 225 225 225 
Minimum 32 27 27 
Maximum 68 67 67 
Mean 47.26 45.76 45.59 
Std. Deviation 6.720 7.838 8.572 

Total 

N 473 473 473 
Minimum 24 27 27 
Maximum 68 68 67 
Mean 48.36 47.24 47.07 
Std. Deviation 7.519 7.972 8.354 

Fig. 7, can be concluded that for Listening, the average 
degree of females (49.36) was greater than that of males 
(47.26), for Grammar, the average degree of females (48.58) 
was greater than that of males (45.76), and for Reading the 
average degree of females (48.41) was greater than that of 
males (45.59). 

Then, Levene's test for equality of variances was 
conducted. It can be noticed that for listening, we have unequal 
variances since (𝐹 = 7.566,𝑃 < 0.01) but for Grammar, we 
have equal variances since(𝐹 = .007,𝑃 > 0.05)and the same 
for Grammar. We have equal variances since(𝐹 = 1.870,𝑃 >

0.05). The results of the independent-sample t-test show that 
there is a significant difference in listening scores between 
males and females since P-value is less than 0.05 as (𝑡 =
−3.082,𝑃 < 0.01). Moreover, there is a significant difference 
in grammar scores between males and females since P-value is 
less than 0.05 as(𝑡 = −3.900,𝑃 < 0.001). Finally, there is a 
significant difference in reading scores between males and 
females since P-value is less than 0.05 as(𝑡 = −3.716,𝑃 <
0.001) Tables XVI and XVII. 

In Tables XVI and XVII, since the Gender of the students is 
categorical variable with two independent categories; the 
suitable parametric test is the independent-samples t-test. 

 
Fig. 7. Clustered Bar Chart for the TOEFL Parts Scores Regarding the 

Gender. 

TABLE XVI. INDEPENDENT SAMPLES T-TEST 

 Levene's Test for Equality of Variances 

  F P-value 

Listening 
Equal variances assumed 

7.566 .006 Equal variances not 
assumed 

Grammar 
Equal variances assumed 

.007 .932 Equal variances not 
assumed 

Reading 
Equal variances assumed 

1.870 .172 Equal variances not 
assumed 

**P < 0.01 

TABLE XVII. INDEPENDENT SAMPLES T-TEST 

 t-test for Equality of Means 

  t df P-value Mean  Std. Error  
95% CI of the Difference 
Lower Upper 

Listening 
Equal variances assumed -3.056 471 .002 -2.097 .686 -3.445 -.748 
Equal variances not assumed -3.082 468 .002 -2.097 .680 -3.433 -.760 

Grammar 
Equal variances assumed -3.900 471 .000 -2.820 .723 -4.241 -1.399 
Equal variances not assumed -3.901 467 .000 -2.820 .723 -4.241 -1.399 

Reading 
Equal variances assumed -3.716 471 .000 -2.820 .759 -4.311 -1.329 
Equal variances not assumed -3.702 457 .000 -2.820 .762 -4.317 -1.323 

**P < 0.01 
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VI. CONCLUSION 
This study looked at the TOEFL results of 473 students 

based on how much time they spend studying, their educational 
level, gender, course attendance, and place. AS EXPECTED, 
the TOEFL scores improved from pre- to post-test, and the 
change was statistically significant. In this survey, there was 
significant difference by educational level, gender, attendance, 
and place difference. Furthermore, there was a relationship 
between male and female students' before and post TOEFL 
scores. As a result, the study's findings offer students with 
useful information. Furthermore, TOEFL educators can 
propose that the more time a student devotes to learning, the 
higher their TOEFL score will be. This also aids programmer 
makers in class design by giving them a sense of what students 
(who are prepared for the TOEFL) could expect. Because 
many students are applying to universities each year, 
generalizing TOEFL scores to the general population is 
insufficient. 
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Abstract—The Internet of Health Things (IoHT) is receiving 
more attention from researchers because of its wide use in the 
healthcare field. IoHT refers to medical devices whose main 
purpose is to transmit health data in a secure and lossless 
manner between them and healthcare personnel. However, in a 
medical emergency, sensors transmit vital patient data 
simultaneously and frequently, increasing the risk of congestion 
and packet loss. This problem is highly undesirable in an IoHT 
system, leading to undesirable results. To address this issue, a 
new approach based on Named Data Networking (NDN) (which 
is considered as the most appropriate internet architecture for 
IoT systems) is proposed to control congestion in IoHT systems. 
The proposed approach, Average delay-based early congestion 
Detection (ADCD), detects and controls congestion at consumer 
nodes by calculating the average queuing delay based on the one-
way delay similar to that proposed in Sync-TCP. Then according 
to the calculated value, ADCD divides the network into three 
states: no-congested state, less congested state, and heavily 
congested state. The adjustment of the congestion window size is 
done according to the state of the network. ADCD was 
implemented in ndnSIM and compared to the Interest Control 
Protocol ICP. The results show that ADCD maximizes 
bandwidth utilization compared to ICP and maintains a 
reasonable delay. 

Keywords—Named data networking; internet of health things; 
congestion control; congestion detection 

I. INTRODUCTION 
The Internet of Things (IoT) is a collection of intelligent 

devices that can communicate, interact and exchange 
information with each other [1]. It interconnects billions of 
small devices to deliver information at any time and across the 
world [2]. IoT has been primarily applied in several domains 
like healthcare, smart home, smart cities, industries, 
transportation and logistics, etc. In healthcare, IoHT has been 
proposed as an extended version of IoT to connect people and 
smart objects in the medical field [3]. It refers to medical 
devices, healthcare sensors and intelligent biomedical 
applications that enable the exchange and treatment of various 
types of healthcare data with each other and with healthcare 
people [3], whose main objective is to transmit health data 
securely and without loss. This data can be patient monitoring 
data, patient analyses, consultations or even sensitive data such 
as heart rate and breathing. 

In the case of a medical emergency or patient vital signs 
monitoring, sensors implanted on patients detect and transmit 
vital patient data simultaneously and frequently, which 
increases the risk of congestion and consequently packet loss. 
In IoHT, congestion is highly undesirable and can lead to 
undesirable outcomes such as patient death. However, ensuring 
that packets arrive at their destination in time guarantees 
patients' safety and survival [4]. Due to the importance and 
sensitivity of the transmitted data, congestion should be 
avoided as much as possible and controlled if this is not 
possible. 

However, the IP protocol stack on which the IoT is based 
was designed for a different purpose and cannot handle the 
important challenges caused by the heterogeneity of the 
devices and the importance of the traffic generated, 
highlighting the limitations of IP. However, the current IP 
solutions are working hard to support IoT systems, but the gaps 
in IP are still hard to hide. Along with efforts to adapt IP to the 
IoT and other content-based architectures, Information Centric 
Networking (ICN) [5] promises to support IoT systems and 
emerging internet applications natively. It is a switch from a 
host-centric communication model to a content-centric system, 
caching at intermediate nodes, and the use of multiple paths 
and sources. With its features, ICN has the potential to be a 
reliable framework for IoT by connecting billions of 
heterogeneous constrained objects. Indeed, ICN provides easy 
access to data and reduces data recovery time and the load on 
data producers. NDN [6] is considered as the appropriate ICN 
architecture for IoT systems among several ICN architectures. 

NDN is a new internet architecture based on the content of 
data rather than its IP address. NDN defines three roles: 
Consumer, Router and Producer and offers two types of 
packets; the interest packet, containing the required content 
name and the data packet, containing the required content. 
There are three elements to every NDN node as shown in Fig. 
1; Content Store (CS), Pending Interest Table (PIT) and 
Forwarding Interest Base (FIB). The CS stores copies of the 
content that passes through it so that future demands for the 
same content can be satisfied. The PIT is a table that preserves 
the records of incoming and outgoing interest and data packets. 
The FIB transfers interest and data packets between nodes 
through routing protocols [7]. The data transfer process 
between NDN nodes is as follows, the consumer asks for 
content by sending an interest packet. 

*Corresponding Author. 
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Fig. 1. NDN Information Distribution in Case of IoHT Environment. 

The routers use FIBs to forward this packet to the content 
producer and create a PIT entry list on each router to define the 
reverse path. Then, the producer transfers the related content 
via the reverse path to the consumer, and the CS saves the 
content that traverses it for future utilization [8]. 

An example of the data transfer process between NDN 
nodes is shown in Fig. 1. Suppose that consumer one starts this 
process and sends an interest packet containing the requested 
name. This interest packet is transferred to the producer using 
the FIB services. The requested content is put into a data 
packet and is stored in the CS of router three and router two for 
future utilization. Subsequently, if consumer two requires the 
same content, its interest packet is locally satisfied from the CS 
of router two without the need to forward this packet to the 
original content producer. In the case of IoHT, the consumer 
can be a doctor, a patient, a nurse, a medical application, a 
hospital or any medical or IoT device that desires to obtain 
data/information concerning the health field. The producer can 
also be a doctor, a patient, a nurse, a medical application, a 
hospital or any medical or IoT device that has data/information 
concerning the health field. The router's mission is to route the 
data/information concerning the health field between the 
consumer and the producer. 

To address the problem of congestion in healthcare field, 
and as NDN congestion control mechanisms that are based on 
the estimation of RTTs as the main indication of congestion are 
not reliable in NDN-IoHT because the RTT value changes 
frequently due to caching or multipath. This paper proposes a 
new approach based on Sync-TCP [9] (which has been 
proposed to control congestion based on measurements of the 
One-way Transit Time (OTT) between senders and receivers of 
packets) to control congestion in NDN-IoHT. OTTs are more 
accurate in reflecting queue delay resulting from network 
congestion than RTTs. 

In our approach, congestion is detected by calculating the 
average queuing delay based on the one-way delay similar to 
that proposed in Sync-TCP [9]. Then according to the 
calculated value, the network is divided into three states; no-
congested state, less-congested state and heavily congested 
state. The adjustment of the congestion window size is made 
according to the state of the network. Increased in case of a no-
congested network and decreased in a less-congested and 
heavily congested network. The choice of congestion control at 
the consumer nodes comes from the fact that the method used 
for congestion detection is based on variations of OTTs which 
is more reliable at the consumer node than at the router node 
because consumers are able to estimate the one-way delay of 
the data packet using the transmission time available in its 
header and the reception time of this packet. The rest of the 
paper is organized as follows: Section II presents background 
and related work, Section III describes the proposed method, 
Section IV presents results and discussion and Section V 
concludes the article. 

II. BACKGROUND AND RELATED WORK 

A. NDN for IoT 
ICN has been proposed as a promising future internet 

architecture to fill the gaps in the CoAP/RPL/6LowPan/ 
802.15.4 protocol stack on which the IoT system is based and 
improve its deployment and data distribution [10]. Among the 
ICN architectures proposed in the literature, NDN is 
considered as the most appropriate ICN architecture for IoT 
systems. In effect, the characteristics of NDN, namely 
hierarchical naming of unique content that is independent of its 
location, caching in intermediate routers, multipath, 
multisource, name-based routing, support for user mobility, the 
use of encryption for better access control, make it a very 
suitable platform for IoT system traffic and applications. 
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Several works have been done on this topic to show that NDN 
is the most suitable and promising architecture for IoT. In [11], 
the authors suggested that NDN can meet IoT requirements and 
is the most suitable architecture for IoT scenarios. In [12], the 
authors showed that the semantics of NDN meets the 
requirements of IoT applications and its main challenges. They 
also showed that the communication model used by NDN 
"based on the content name" allows IoT networks an easy 
deployment and configuration. In [13], the authors proposed a 
comparative study of ICN architectures in an IoT context and 
concluded that NDN is an architecture most suitable for IoT 
systems. In [2], the authors proposed an NDN integration in 
IoT devices and then evaluated this proposal in a Smart 
Farming application scenario to prove that NDN is an 
architecture most suitable for IoT systems. In [14], the authors 
described the advantages of the NDN architecture compared to 
the current IP internet architecture for IoT systems and then 
explained how NDN can be included in an IoT architecture. In 
[15], the authors discussed the main characteristics of NDN in 
IoT, then they proposed an IoT architecture via NDN named 
IoT-NDN for various IoT domains. Some studies have 
discussed the requirements of IoT and how ICN architectures 
support them without examining which of these architectures is 
most appropriate for IoT. 

B. Related Work 
In NDN architecture, the problem of network congestion is 

the subject of much active research focused on minimizing 
transit delays and reducing packet loss caused by the transfer 
capability of routers. In NDN architecture, data packets are the 
leading cause of congestion because they are much larger than 
interest packets. Therefore, to control congestion, many 
research works propose controlling the sending rate of interest 
packets to limit the returning rate of data packets. Several 
congestion control mechanisms have been proposed in the 
literature, classified as receiver-based control, Hop-by-hop 
control, and Hybrid control [16]. In this paper, we present 
some NDN congestion control works. Among the first interest 
control protocols proposed for NDN is the Interest Control 
Protocol (ICP) [17], which detects congestion at the consumer 
node by measuring delay and timer expirations. The window 
size adjustment is made at the receiver level using the AIMD 
(Additive-Increase Multiplicative-Decrease) mechanism. If 
RTO (Retransmission Time-Outs) is triggered, the consumer 
decreases its congestion window by MD (Multiplicative 
Decrease). Otherwise, it increases its congestion window by AI 
(Additive Increase). The authors of [18] proposed DCP 
"Delay-based Congestion Control Protocol" based on the 
window and the receiver. DCP detects congestion based on the 
value of the queue delay. If this delay is below a given 
threshold, DCP considers that the link is not congested. 
Otherwise, DCP considers the link is congested. The 
calculation of queuing delay is done by measuring the delay 
returned by the producer or intermediate nodes along the path 
of the transmitted data packets. DCP uses a linear controller to 
adjust the congestion window. In [19], the authors proposed a 
hop-by-hop congestion control mechanism (HCCM) based on 
explicit notification of interest packet rates. This mechanism 
detects congestion by calculating the queue length of the 
interest packets of the output interface. According to the value 
found, each router between the congested node and the 

consumer can adjust the sending rate of interest packets. The 
authors used two levels in the queue, qmax and qmin, 
representing the maximum and minimum queue occupancy 
thresholds respectively. Once the queue reaches one of the 
levels (qmax or qmin), the router sends a notification to the 
downstream node to inform it of the congestion state and the 
regulation of the sending rate of interest packets. In [7], the 
authors proposed EC-Elastic, an Explicit Congestion Control 
Mechanism that detects congestion at the routers by measuring 
the sojourn time of packets in the queue using CoDel-AQM 
algorithm and then, according to this value, the router marks 
the concerned data packets to inform the consumer nodes to 
reduce their sending rate of interest packets. At the consumer 
node, if the phase is a slow start, the congestion window is 
increased by one and decreased by β1, and if the phase is the 
congestion avoidance, the congestion window is increased by 
𝑊𝑊𝐹
𝑐𝑤𝑛𝑑

 using the Window-correlated Weighting Function WWF 
of Elastic-TCP [20] and decreased by β2. In [21], the authors 
proposed the MPCC Multipath Congestion Control 
mechanism, which is based on two principles: Multipath 
discovery that tags each sub-path with a path tag in the 
forwarding process and then based on these tags, a tag-aware 
forwarding strategy has been proposed to discover and manage 
sub-paths. For multipath congestion control, the authors 
proposed a Multipath Window Adaptation Control (MWAC) 
scheme to control the congestion window. In [22], the authors 
proposed DPCCP Delay-based Path-specified Congestion 
Control Protocol based on three modules, namely: The 
congestion estimation module, which aims to measure the 
number of backlogged packets for every sub-flow using RTT 
and baseRTT, where the number of backlogged packets 
measured for a sub-flow is the product of the sub-flow queuing 
delay and the sub-flow rate. The fairness control module which 
is used to calculate the target number of backlogged packets for 
each sub-flow to equalize the aggregate queuing delay [23] and 
the flow control module, which aims to adjust the rate based on 
the queuing delay and the target number of packets in the 
queue using the Adaptive Additive Increase Additive Decrease 
(A-AIAD) algorithm. 

Different from prior works, this paper proposes a new 
approach that controls congestion by calculating the average 
queuing delay based on the one way delay similar to that 
proposed in Sync-TCP [9]. Then according to the calculated 
value, the network is divided into three states; no-congested 
state, less-congested state and heavily congested state for 
efficient and lossless deployment in an IoHT environment. The 
adjustment of the congestion window size is made according to 
the state of the network. Increased in case of a no-congested 
network and decreased in a less-congested and heavily 
congested network. 

III. THE PROPOSED METHOD 

A. Motivation 
The NDN paradigm has several features, such as caching in 

intermediate routers that serve future requests for the same 
content without going through the content producer. This 
feature reduces the content retrieval time and the charge on the 
content producer. The use of multiple paths and multisource to 
avoid congestion of one path over another and to divert 
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requests in the event of a congested path. However, the use of 
RTT (Round-Trip Time) estimates as a primary indication of 
congestion are unreliable in NDN-IoHT because the value of 
RTT frequently changes due to caching and multipath causing 
problems for congestion control mechanisms that are affected 
by RTT variation particularly in the event of large RTTs which 
are treated as losses despite having no packet losses, thus 
halving the rate of sending packets of interest and consequently 
more time to fully utilize the bandwidth. 

An explicative example of the inefficiency of this 
congestion detection method was discussed in [18]. In this 
article, the authors shows that the increase in RTT along the 
path can be caused by the PIT congestion of one of the routers 
and not by the data path congestion. In addition, when using 
caching, the content retrieved from the cache has a shorter 
RTT. This situation can lead to an erroneous increase in the 
congestion window size because a short RTT value is 
perceived as a sign of bandwidth availability, which can cause 
packet loss [18]. 

Our approach is motivated by these problems of 
considering RTT as an indication of congestion, which is not 
tolerated in an IoHT environment because the transmitted data 
are important and critical and the recovery time plays a crucial 
role in this domain. In an NDN-IoHT environment, a 
congestion control mechanism should achieve the following 
goals: Avoid congestion if possible and, in cases where 
congestion cannot be avoided, control it; Ensure delivery of 
healthy data transmitted in the network and minimize packet 
loss; Utilize available bandwidth and maintain low packet 
delivery delay. 

B. Congestion Detection 
The congestion detection method of ADCD is inspired by 

the Sync-TCP algorithm proposed in [9]. It detects congestion 
based on One-way Transit Time (OTT) measurements. OTTs 
are more accurate in reflecting queue delay resulting from 
network congestion than RTTs. In NDN, each node (router or 
producer) adds the time of its transmission in the header of 
each data packet so that the consumer can estimate the one-
way delays. When the consumer receives this packet, it can 
estimate the one-way delay of the data packet using the 
transmission time available in its header and the reception time 
of this packet by subtracting the reception time of the packet 
from the sending time of that packet as follows: 

𝑂𝑇𝑇 = 𝐴𝑇 −  𝑇𝑇               (1) 

where, 𝐴𝑇  refers to the data packet arrival time and 𝑇𝑇  
refers to the transmission time of this data packet. Similar to 
DCP [18], we are focused only on the measurement of the 
relative delay between data packets to know whether the 
content is served from a new data producer or not. ADCD uses 
changes in queuing delay of a path to detect congestion. For 
each data packet received, the consumer ADCD obtains a new 
estimate of the queuing delay and then calculates it average. 
The average queuing delay is based on the changes in the 
current queuing delay measure as follows: 

𝐴𝑣𝑔𝑄𝐷𝑒𝑙𝑎𝑦 = 0.875 ∗ 𝐴𝑣𝑔𝑄𝐷𝑒𝑙𝑎𝑦 + 0.125 ∗ 𝐶𝑢𝑟𝑟𝑄𝐷𝑒𝑙𝑎𝑦 (2) 

Where CurrQDelay is the current queuing delay, it is 
estimated by taking the minimum observed OTT and 
subtracting it from the current delay as follows: 

𝐶𝑢𝑟𝑟𝑄𝐷𝑒𝑙𝑎𝑦 = Current_delay −  𝑂𝑇𝑇𝑚𝑖𝑛            (3) 

Where Current_delay is the one-way delay incurred by data 
packets and 𝑂𝑇𝑇𝑚𝑖𝑛  is the minimum one-way delay. The 
current queuing delay CurrQDelay is calculated for each 
received data packet once the minimum OTT and 
current_delay are updated, as shown in Algorithm 1. Once 
AvgQDelay is calculated, ADCD situates it in one of the 
network states. 

Algorithm 1 AvgQDelay Estimation Algorithm 

1: Function ONDATA(DataPacket) 
2: Current_delay  CurrentTime 
3: OTTmin  min (OTTmin, Current_delay) 
4: OTTmax  max (OTTmax, Current_delay) 
5: OTTmid (OTTmin + OTTmax) /2 
6: CurrQDelay  Current_delay - OTTmin 

7: AvgQDelay  0.875 *AvgQDelay + 0.125 * CurrQDelay 
8: end function 

ADCD considers three network congestion states; no-
congested state, less-congested state and heavily congested 
state. ADCD determines these three states based on the 
changes in the received OTTs and adjusts the congestion 
window size cwnd according to the degree of congestion in the 
network. The role is as follows: 

𝐴𝑣𝑔𝑄𝐷𝑒𝑙𝑎𝑦 ≤ 𝑂𝑇𝑇𝑚𝑖𝑑 no-congested state 

𝑂𝑇𝑇𝑚𝑖𝑑 < 𝐴𝑣𝑔𝑄𝐷𝑒𝑙𝑎𝑦 < 𝑂𝑇𝑇𝑚𝑎𝑥  less-congested state 

𝐴𝑣𝑔𝑄𝐷𝑒𝑙𝑎𝑦 ≤ 𝑂𝑇𝑇𝑚𝑎𝑥  heavily congested state 

If 𝐴𝑣𝑔𝑄𝐷𝑒𝑙𝑎𝑦 ≤ 𝑂𝑇𝑇𝑚𝑖𝑑 , ADCD considers the network 
non-congested. In this status, ADCD has a low queuing delay, 
a sign of bandwidth availability. In this case, the ADCD 
consumer increases its congestion window according to the 
network phase (Slow Start or Congestion Avoidance) to utilize 
the available bandwidth. 

If 𝑂𝑇𝑇𝑚𝑖𝑑 < 𝐴𝑣𝑔𝑄𝐷𝑒𝑙𝑎𝑦 < 𝑂𝑇𝑇𝑚𝑎𝑥 , ADCD considers 
the network low congested. As the risk of packet loss is low, 
the congestion window is decreased by the factor β1. 

If 𝐴𝑣𝑔𝑄𝐷𝑒𝑙𝑎𝑦 > 𝑂𝑇𝑇𝑚𝑎𝑥 , ADCD considers the network 
heavily congested and decreases its congestion window by the 
factor β2. 

Where, 𝑂𝑇𝑇𝑚𝑎𝑥  is the maximum one-way delay and 
𝑂𝑇𝑇𝑚𝑖𝑑  is the mid-point between 𝑂𝑇𝑇𝑚𝑎𝑥  and 𝑂𝑇𝑇𝑚𝑖𝑛 . The 
values of 𝑂𝑇𝑇𝑚𝑎𝑥 , 𝑂𝑇𝑇𝑚𝑖𝑛 and 𝑂𝑇𝑇𝑚𝑖𝑑 are updated whenever 
a data packet is received by the consumer according to the 
following formulas: 

𝑂𝑇𝑇𝑚𝑖𝑛 = min (Current_delay ,𝑂𝑇𝑇𝑚𝑖𝑛)            (4) 

𝑂𝑇𝑇𝑚𝑎𝑥 = max (Current_delay ,𝑂𝑇𝑇𝑚𝑎𝑥)            (5) 

𝑂𝑇𝑇𝑚𝑖𝑑 == (𝑂𝑇𝑇𝑚𝑖𝑛 +  𝑂𝑇𝑇𝑚𝑎𝑥) /2            (6) 
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C. Adjustment of the Congestion Window 
When the consumer calculates AvgQDelay and locates the 

status of the network, it proceeds to the adjustment of the 
congestion window size. ADCD controls the congestion 
window size in two phases Slow Start and Congestion 
Avoidance. ADCD adopts the Additive Increase mechanism in 
Slow Start phase and increases its congestion window by one 
while cwnd <= ssthresh, where ssthresh is a predefined 
threshold. In the congestion avoidance phase, which 
corresponds to cwnd > ssthresh, ADCD adopts the Window-
correlated Weighting Function WWF of [20] and increases its 
congestion window by 𝑊𝑊𝐹

𝑐𝑤𝑛𝑑
. The objective of using this 

function is to improve bandwidth utilization. Its formula is as 
follows: 

𝑊𝑊𝐹 =  � RTTmax
RTT current 

∗ cwnd             (7) 

where RTTcurrent is the current RTT, RTTmax is the 
maximum RTT and cwnd is the last congestion window size. 

ADCD starts the communication with the Slow Start phase 
and increases its congestion window by one by sending an 
interest packet to the network. Once the corresponding data 
packet is received, the consumer extracts the sending time and 
calculates AvgQDelay according to equation 2. If AvgQDelay 
is less than or equal to OTTmid, the network is considered not 
congested. In this case, the consumer continues to increase the 
congestion window exponentially to use the available 
bandwidth fully. Otherwise, the network is considered less 
congested if AvgQDelay is between OTTmid and OTTmax. In 
this case, the consumer decreases its congestion window by the 
factor β1= 0.8. Otherwise, if AvgQDelay exceeds OTTmax, the 
network is considered heavily congested, and the consumer 
decreases its congestion window by the factor β2 = 0.5 and 
enters into the congestion avoidance phase to slowly increase 
its congestion window. In this phase, the congestion window 
increases by using the WFF function. If the consumer receives 
a NACK packet or TimeOut, The congestion window is 
divided by two using a multiplicative decrease. Algorithm 2 
summarizes the congestion window adjustment steps at the 
consumer node. 

Algorithm 2 CWND Adjustment Algorithm 

1: On data reception do 
2: if slow start then 
3: cwnd  cwnd + 1 
4: else  
5: cwnd  cwnd + 𝑊𝑊𝐹

𝑐𝑤𝑛𝑑
  

6: end if 
7: if NACK or TimeOut received then 
8: cwnd  cwnd / 2  
9: end if 

IV. RESULTS AND DISCUSSION 
In this section, we present the experiment's parameters and 

then evaluate the performance of the proposed mechanism 
ADCD in different scenarios using ndnSIM [24], an NS3-
based simulator that has been proposed for NDN networks. We 

compare the performance of ADCD to that of ICP [17] in terms 
of throughput, delay, and packet loss rate. 

A. Simulation Parameters 
The first scenario is shown in Fig. 2. It represents the ideal 

case of a non-congested network for evaluating the 
performance of ADCD to demonstrate the high bandwidth 
utilization that can be achieved under the optimal conditions. It 
contains a consumer, a router, and a content producer. The 
bandwidth of the consumer-router path is 60 Mbps with a delay 
of 10ms, and the bandwidth of the router-producer path is 100 
Mbps with a delay of 10ms. The second scenario is illustrated 
in Fig. 3. This scenario contains three consumers who request 
the same content, two routers, and two content producers. The 
three consumers have an equal bandwidth of 50Mbps with 
different delays, 10ms for consumer1, 5ms for consumer2, and 
10ms for consumer3. The size of the transmitted data packet is 
1024 bytes, and the simulation time was in the 30s. 

B. Throughput 
Throughput refers to the total number of packets 

successfully transmitted between the source and the destination 
every second. Fig. 4 compares the throughput between ADCD 
and ICP in the first scenario, while Fig. 5 compares ADCD and 
ICP in the second scenario. In both figures, time in seconds is 
defined on the x-axis, and throughput in Mbps is defined on the 
y-axis. 

 
Fig. 2. Topology of the 1st Scenario. 

 
Fig. 3. Topology of 2nd Scenario. 
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Fig. 4. Throughput of the 1st Scenario. 

Fig. 4 shows the ability of the proposed mechanism to use 
the available bandwidth fully in the case of a non-congested 
network. This figure clearly shows that ADCD outperforms 
ICP in terms of throughput. The ADCD consumer could use an 
average throughput of 56.33 Mbps of the link capacity, while 
ICP used 45.63 Mbps. The increase in throughput with ADCD 
compared to ICP is due to the algorithm used by ADCD for 
congestion window adjustment, which rapidly increases its 
congestion window in the slow start phase, and then in the 
congestion avoidance phase, uses a window correlated 
weighting function (WWF) which aims to increase the use of 
the available bandwidth. However, ICP uses the AIMD 
algorithm to increase its congestion window, which rapidly 
increases the congestion window in the slow start phase, but in 
the congestion avoidance phase, it increases the congestion 
window by 1/cwnd, which increases the window slowly and 
consequently, a lower throughput than ADCD. 

Similarly, in Fig. 5, which represents the throughput of the 
second scenario, we observe that the ADCD mechanism 
achieves better throughput than ICP. This is explained by the 
fact that ADCD divides the network into three states; no-
congested state, less congested state, and heavily congested 
state. When it sees an increase in average queuing delay, it 
situates this value in one of the three states and reacts quickly 
by adjusting the size of the congestion window by β1 or β2. 
However, in ICP when a timeout is detected, it divides the 
congestion window by two, dividing the amount of data to be 
transmitted in the network by two, consequently decreasing the 
throughput. 

These results demonstrate the capability of ADCD to 
manage the NDN network by transferring packets over the 
network bandwidth without causing network congestion or 
queue overflow. In the case of a congested network, ADCD 
responds quickly to the congestion problem while maintaining 
an optimal throughput. 

 
Fig. 5. Throughput of 2nd Scenario. 

C. Delay Measurement 
 Delay is an essential factor for healthcare applications. It is 

the time taken for a packet to reach its destination from the 
source. Fig. 6 presents the delay measurements of the first 
scenario, Fig. 7 presents the delay measurements of the second 
scenario, and the average delay of scenarios 1 and 2 is 
presented in Table I. 

In Fig. 6, we observe that ICP has a lower delay than 
ADCD, the consumer ICP has an average delay of 0.054s 
while the consumer ADCD has an average delay of 0.072s. In 
Fig. 7, we observe that ADCD has a lower delay than ICP. The 
consumer ADCD has an average delay of 0.26s while ICP is 
0.42s. This is explained because ICP slowly increases its 
congestion window to transmit packets with lower throughput, 
fewer packets circulate in the network, and a lower 
transmission delay. However, the method used by ADCD to 
adjust the congestion window aims to increase the use of 
available bandwidth, thus allowing medical data to be 
transmitted with higher throughput and a reasonable 
transmission delay. 

 In the second scenario, the number of consumers has 
increased, so more requests for content are circulating in the 
network. ADCD handled this situation by calculating the 
average queuing delay for early congestion detection and 
reacting before overflowing the queue, consequently an 
optimal data transmission delay. 

TABLE I. AVERAGE DELAY OF BOTH SCENARIOS 

Mechanisms  ADCD ICP 

Scenario 1 0,072 0,054 

Scenario 2 0,26 0,42 
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Fig. 6. Delay of the 1st Scenario. 

 
Fig. 7. Delay of 2nd Scenario. 

D. Packet Loss Rate 
The packet loss measurement is the difference between the 

number of packets transmitted and the number of packets 
received by the same node. It represents the number of packets 
abandoned per second. Congestion control mechanisms aim to 
reduce packet loss rate while increasing throughput and the use 
of available bandwidth. The simulation results of packet loss 
rate of the two scenarios are presented in Table II, where it is 
observed that the performance of ADCD and ICP are 
practically similar with a negligible packet loss rate. 

TABLE II. PACKET LOSS RATE OF BOTH SCENARIOS 

Mechanisms ADCD ICP 

Scenario 1 0 0 

Scenario 2 0,042 0,087 

V. CONCLUSION 
This paper proposes a new NDN-based approach, an 

Average delay-based early congestion Detection (ADCD), to 
control congestion in IoHT systems in which congestion is 
highly undesirable and can lead to undesirable results. In this 
approach, congestion is detected and controlled at consumer 
nodes by calculating the average queuing delay based on the 
one-way delay similar to that proposed in Sync-TCP, and then 
according to the calculated value, ADCD divides the network 
into three states: no-congested state, less congested state and 
highly congested state. The adjustment of the congestion 
window size is made according to the network state. The 
different simulations performed show the effectiveness of 
ADCD for early detection and control of congestion while 
improving network bandwidth utilization, maintaining optimal 
delay, and low packet loss rate. 

In future work, we envisage extending the multipath 
analysis to independently managed paths to exploit the 
capability of NDN "multipath" to manage complex 
communication scenarios in IoHT systems. 
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Abstract—Massive volumes of multidimensional array-based 
spatiotemporal data are generated by climate observations and 
model simulations. The growth in climate data leads to new 
opportunities for climate studies at multiple spatial and temporal 
scales. Managing, analyzing and processing of big climate data is 
considered to be challenging because of huge data volume. In this 
work multidimensional climate data such as precipitation and 
temperature are processed and analyzed in the Spark 
MapReduce Platform, since Spark platform is computationally 
more efficient than Hadoop-MapReduce Platform of same 
configuration. In temporal scale monthly and seasonal analysis of 
climate data has been carried out to understand the regional 
climate. The prediction of Rainfall on monthly and seasonal time 
scales is very much important for planning and devising 
agricultural strategies and disaster management, etc. As the 
prediction of climate state is very challenging, in this study an 
attempt is being made for the prediction of the rainfall using the 
time series analysis in the same framework. As a test case the 
time series approach such as Auto Regression Integrated Moving 
Average (ARIMA) has been used for the prediction of rainfall. 
The proposed approach is evaluated and found to be accurate in 
the analysis and prediction of climate data and this will surely 
guide for the researcher for better understanding of the climate 
and its application to multiple sectors. 

Keywords—Spatiotemporal; big climate data; spark; ARIMA 

I. INTRODUCTION 
Big climate data are preferably provided to scientists for 

on-demand processing and for analyzing critical problems 
which may help them to relieve from time consuming 
computational tasks. Since processing of big climate data 
requires efficient data management approaches, scalable 
computing resources and complex parallel computing 
algorithms, so dealing with this problem is considered to be 
more challenging task. To address these kinds of challenges, 
high performance computing technologies have been applied 
to climate data analysis, modeling and prediction [3]. Many 
exhaustive big data analytics applications have evolved based 
on big climate data, also the emergence of various 
technologies such as Internet of Things (IoT), cloud 
computing and many advanced Big Data analytics tools have 
begun to investigate on climate, as well as established various 
intelligent analytic platforms and new technological 
advancements have further emphasized its importance and 
potential impacts on climate science and Big data science 
development [14][15]. 

Traditional Big Data techniques are usually incapable of 
handling large amounts of spatiotemporal data. For example, 
research has added spatial indexing, spatiotemporal indexing 
[1] and trajectory analytics features to Hadoop. One of the 
basic idea of using spatiotemporal data, with respect to large 
spatial database systems, is the emergence of moving objects 
[4]. A moving object is a spatial object that varies in 
geographical position or dimensions over a time period [6]. 
For Example, Rainfall in one region differs from others; also a 
river that switches its path over a geologic time scale may be 
represented as a moving line. Moving region can also be 
indicated by a hurricane which switches its dimension and 
geographic position as it evolves [16]. Thus there is a need for 
High Performance Computing (HPC) environment to process 
big spatiotemporal data. 

The number of cores in HPC environment is persistently 
getting increased depending on the application’s requirement. 
Since these applications generate large volumes of 
spatiotemporal data, that will ultimately be stored and 
accessed in parallel [15]. The Scientific applications like 
weather prediction models use standard high-level libraries 
and data formats such as Network Common Data Format-4 
(NetCDF- 4) and Hierarchical Data Format 5 (HDF 5), which 
will helps to store and operate on the dataset that is situated 
inside a parallel file system interface. There are various file 
formats and software libraries in order to reduce the 
restrictions imposed by plain binary files. Because of which 
NetCDF file format has been introduced for systematic 
reading and writing of various kinds of scientific data, mainly 
for array data. NetCDF file is composed of various kinds of 
data, which includes BYTE, CHAR, SHORT, LONG, 
FLOAT, and DOUBLE. The main intention of NetCDF file is 
to store rectangular arrays of data such as Interactive Data 
Language (IDL) arrays [12]. NetCDF files are self-descriptive; 
that is, every file consists of the basic information required to 
read. 

Big spatiotemporal data have gained huge attention in 
recent years. Analyzing such massive amount of 
multidimensional data is one of the most common 
requirements today and processing of this data is considered to 
be most challenging task. The ability to assess global concerns 
such as climate change and natural disasters, as well as their 
influence on different sectors such as agriculture and disease, 
requires efficient data processing. This is challenging not only 
because of the large data volume, but also because of the 
intrinsic high-dimensional nature of the climate data. The 
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emergence of Apache sparks provides quicker solution for big 
spatiotemporal data analysis and processing speed has reduced 
drastically compared to the traditional way of processing 
multidimensional data with multi core processors. 

In the proposed work we have used Spark MapReduce 
Framework for processing of big spatiotemporal data at 
multiple spatial and temporal scales. In the proposed work we 
have also considered time series rainfall data, we have read 
rainfall data (precipitation) of past 11 years (2010-2020) and 
identified the Box-Jenkins time series seasonal ARIMA 
approach for prediction of rainfall for Bengaluru region on 
monthly scales. Seasonal ARIMA model(2, 0, 2) (0, 0, 0) for 
rainfall was identified the best model to forecast rainfall for 
next 5 years with confidence level of 76 percent by analysing 
last 11 year’s data (2010-2020). 

Apache Spark is an integrated platform for cluster 
computing to facilitate efficient big data management and 
analytics [13]. It is a non-proprietary, distributed computing 
scheme which enhances the MapReduce framework. Spark 
system is made of various main modules including Spark core 
and various high level libraries such as Spark’s MLlib for 
machine learning, GraphX for graph analysis, Spark 
Streaming for stream processing and Spark SQL for structured 
data processing [17]. It functions as a consolidated tool for 
Machine learning, SQL, Streaming and Graph processing and 
it supports batch, interactive and stream processing. 

Spark is considered to be one of the excellent platform for 
Data Scientists as it has number of data-centric tools which 
may assist the data scientists to move forward ahead of the 
problems that is pertinent in a single machine and also it assist 
data engineers since it has an integrated method that takes out 
the need to utilize various special-purpose tools for streaming, 
machine learning, and graph analytics [13]. More importantly 
Spark is very essential for researchers, as the platform fosters 
new opportunities and ideas to design and develop distributed 
algorithms and also to test their performance in various 
clusters [9]. 

The rest of this paper is organized as follows: Section 2 
provides overview of various research on Hadoop based 
approaches to process array-based multidimensional 
spatiotemporal data; Section 3 presents our proposed Spark-
based approach to process multidimensional spatiotemporal 
data and provides highlights on prediction of rainfall using 
ARIMA model; Section 4 describes evaluation results of our 
proposed work by performing sequence of experiments; 
finally, Section 6 gives summary of the proposed research and 
envisage on future enhancement. 

II. BACKGROUND STUDY 
Big Data analytics has evolved with advanced 

opportunities for research, development, business and 
innovation. It has been identified by four Vs: volume, 
velocity, veracity and variety and may deliver value via 
processing of Big Data [2]. The conversion of these four Vs 
into the 5th (value) is one of the magnificent challenges for 
processing capacity. The emergence of Cloud Computing as a 
new standard is to provide computing as a utility service is to 
deal with various processing needs such as on demand 

services, pooled resources, elasticity, broad band access and 
measured services. The capability of delivering computing 
capacity promotes a possible solution for the conversion of 
Big Data's 4 Vs into the 5th (value). The continuously 
increasing volume of big data has accelerated technological 
developments and practical applications. 

Earth is composed of complex dynamic system; as big data 
analytics works with vast amounts of climate data, it poses 
greater challenges in climate research than in any other field 
[3]. Climate change is the present concern throughout globe 
and also a data-intensive subject, making it one of the main 
research area for big data experts in recent decades [4][5]. The 
anomalous growth of climate data makes climate data to be a 
candidate in the Big Data research. The climate scientists have 
been exploring on historic data to understand the physics and 
dynamics, merge millions & billions of daily global 
observational records and undertake simulations of various 
climate-change scenarios, all of which leads to huge volumes 
of data [8]. 

Extremities in climate such as floods, droughts, and cold 
and heat-waves may lead to considerable impact on society, 
ecology and also on the economy globally [7]. Thus 
spatiotemporal data acquisition, analysis, management and 
processing are considered to be more important, which will be 
helpful for various sectoral applications. Spatiotemporal data 
refers to the data which is connected to both space and time 
and is considered to be at least 2-dimensional and often 3-
dimensional, such that the volume of data gets increased at 
tremendous speed [8]. Since the general database cannot 
manage such large volumes of data, there is a need of large 
database software to play a significant role in the management 
of spatiotemporal data. Big data is collected from a range of 
sources, archived, and processed in a variety of computing 
modes, including cloud computing, mobile computing, edge 
computing, and wearable computing. 

Spatiotemporal data mining is the process of identifying 
interesting patterns and critical information from 
spatiotemporal data. Discovering weather patterns, 
anticipating earthquakes and storms, exposing the progressive 
history of towns and regions, and identifying global warming 
trends are the examples of such processes. The unusual rise in 
spatiotemporal data, combined with the introduction of new 
technologies, has increased the demand for automatic 
spatiotemporal knowledge realization. Spatiotemporal data 
mining techniques are very much essential for many 
organizations which take decisions based on huge 
spatiotemporal datasets. As these data are multidimensional in 
nature, the complexities of such data and their 
interrelationships create computational and statistical 
challenges [11]. 

Researchers of climate science have been exposed to 
ample of recognized resources of Big climate data for analysis 
and prediction ,for instance, the NASA Global Climate 
Change (climate.nasa.gov), the Climate Observing System 
(GCOS), NASA Center for Climate Simulation 
(nccs.nasa.gov), Global Earth System Grid Federation 
(esgf.llnl.gov), the National Center for Atmospheric Research 
(ncar.ucar.edu), United Nations Global Pulse 
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(unglobalpulse.org), the Climate Data Guide 
(climatedataguide.ucar.edu), and many other international and 
national climate analysis and monitoring centers over the 
world. 

Multi-dimensional, array-based data model are mainly 
used to represent Climate data .The GRIB, HDF and NetCDF 
are the three most commonly used data formats to store 
climate data. HDF5/NetCDF4 was mainly developed to enable 
support for nested structures, ragged arrays, unsigned data 
types, chunking data structure, and caching techniques which 
ultimately helps to systematically organize climate science 
data and to have control over the changing computer models 
[10]. Meanwhile in order to flexibly use data as multi-
dimensional arrays, many software and libraries such as 
Panoply, h5py, and NetCDF-Java were introduced. 

These real time standard software and data formats have 
added major benefits to store, acquire, examine and exchange 
climate data. Also there are number of tools available for 
performing climate data analytics and visualization, one of 
such tool is Apache Open Climate Workbench, a Python-
based tool to carry out interpretations on climate science 
employing remote sensing rainfall data taken away from 
various sources and also using climate model outputs. 

Since the above mentioned tools and libraries deal with 
only discrete machines and have restrictions on cloud 
computing systems, compatibility with HPC and scalability. 
The absence of proper libraries leads to difficulty in dealing 
with variety, veracity, format and resolution of Big Climate 
Data that give rise to a challenge in the emergence of 
advanced computing technologies. 

1) Big climate data management and analytics: In [19] 
authors have presented a case study supervised by Deutscher 
Wetterdienst (DWD) which includes storage of array based 
multidimensional raster data with hands-on exposure on 
extraction and processing of gridded meteorological data sets. 
As the big data acquire various challenges such as 
repositioning, managing and processing with high 
computational requirements [18]. One of the key resolutions 
to this is achieved through the database system having the 
capability of parallel processing and distributed storage. In 
[19] authors have conducted a study on processing of the 
multi-temporal satellite image data using SciDB, which is an 
array-based database mainly used to accumulate, manage and 
perform computations on such data. The main goal of the 
proposed work is to provide elastic solution using SciDB to 
accumulate and execute time series analysis on multi-temporal 
satellite imagery. 

In [21] authors have illustrated the working of 
SpatialHadoop, It is regarded as one of the first capable open-
source MapReduce frameworks to support spatiotemporal 
data. The working of ST-Hadoop have been illustrated in 
[20],which has given a support for spatio-temporal data and 
considered to be one of the first proficient open-source 
MapReduce framework. In [22] authors have introduced 
SciHadoopa, a Hadoop plugin that aids scientists in 

identifying logical queries in data models based on arrays. 
SciHadoop was used to run queries as map/reduce programs 
over the logical data model. Authors have shown 
implementation of a SciHadoop paradigm for NetCDF data 
and evaluate the performance of five separate optimizations 
that address the following goals representing an integrated 
aggregate function query. 

2) Time series analysis for rainfall prediction: Time 
series analysis is a statistical technique that deals with time 
series data, or trend analysis. Time series data means that data 
is in a series of particular time periods or intervals. The data is 
considered to be in three types, such time series data which 
includes set of observations on the values that a variable takes 
at different times, Cross-sectional data which is the data made 
of one or more variables, collected at the same point in time, 
Pooled data which is a combination of time series data and 
cross-sectional data. Various research groups attempted to 
predict rainfall on a seasonal time scales using different 
techniques. Below we have discussed existing work done 
related to rainfall prediction using ARIMA. 

Climate and rainfall are highly non-linear and complicated 
phenomena, which require classical, modern and detailed 
models to obtain accurate prediction. Authors in [23] have 
considered various statistical models for prediction of rainfall 
time series data for designing a model, models such as the 
statistical method based on autoregressive integrated moving 
average (ARIMA), the emerging fuzzy time series(FST) 
model and the non-parametric method(Theil’s regression) 
were used. To evaluate the prediction efficiency, they have 
used 31 years of annual rainfall data from year 1982 to 2012 
of Ibadan South West, Nigeria. ARIMA (1, 2, 1) was used to 
derive the weights and the regression coefficients, while the 
theil’s regression was used to fit a linear model. The 
performance of the model was evaluated using Mean Squared 
Forecast Error (MAE), Root Mean Square Forecast Error 
(RMSE) and Coefficient of determination. 

To forecast future climatic data, the ARIMA model was 
utilized. The authors in [24] have proposed ARIMA based 
daily weather forecasting tool which they have considered as 
case study for predicting weather of Varanasi. The authors 
have implemented the ARIMA algorithm in R to create an 
ARIMA-based weather forecasting tool. The Indian 
Meteorological Department provided 65 years of daily 
meteorological data (1951-2015) for this study. The accuracy 
of the model was calculated according to the root mean square 
error (RMSE) estimated for each forecasting. They 
approximated future values for the following fifteen years 
using ARIMA (2, 0, 2) for rainfall data and ARIMA (2, 1, 3) 
for temperature data. The root means square error values for 
rainfall and temperature data were 0.0948 and 0.085, 
respectively, indicating that the technique functioned 
correctly. The outcome of this can be further used for the 
management of solar cell station, agriculture, natural resources 
and tourism. The error is regarded to be minimal by observing 
at the values of RMSE, indicating that the ARIMA model has 
forecasted the data properly. 
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III. RESEARCH METHODOLOGY 
In the proposed work we have considered Spark 

MapReduce framework which is considered to be one of the 
excellent platform for Data Scientists as it has number of data-
centric tools which may assist the data scientists to move 
forward ahead of the problems that is pertinent in a single 
machine. 

1) Data analysis and processing using spark map reduce: 
As weather data is considered to be multidimensional array 
based, so in the proposed work, we have considered 
precipitation and temperature data of Bengaluru region for 
rainfall prediction and also seasonal weather analysis has been 
carried out on other states of India. Various experimentation 
are carried out by reading, analyzing and processing the data. 
NetCDF data are procured from National Center for 
Environmental Prediction (NCEP) & India Meteorological 
Department (IMD) has been used. Following are the work 
carried out. 

• Initially Raw station-level NetCDF based temperature 
and precipitation data of Bangalore district which is 
located between 12o latitude and 77o longitude has 
been read in the Google Colab Environment. The data 
considered for analysis is from Jan 2010-Dec 2020 (11 
years data). Data from each year are displayed as a 
single plot and also 11 years data is also plotted as 
single graph to analyze past 11 years data and use it for 
processing to assist in future prediction. 

• Mean value has been computed for every year (Jan-
Dec) using past 11 years data and plotted as a single 
point in a graph for analysis. 

• Mean value has been computed for all 11 years using 
Spark MapReduce Platform and plotted as a single 
graph. This step is considered to be more important as 
data is effectively processed using spark MapReduce 
platform for analysis and future weather prediction. 
The detailed diagram illustrating how the data is 
processed using spark platform can be seen in (Fig. 1). 
Following are the steps 

o First step is to import and execute main library files 
for setting up Spark MapReduce functions in 
google colab environment. 

o Raw station level precipitation data (pr_wtr) of 
banglore (from Jan 2010-Dec 2020) is read 
individually and data frame for each year are 
created. 

o New data frame is created by adding years as 
columns (total No. is 12) ie from 2010-2020 and 
values of corresponding year are placed in the 
appropriate place and convert the datframe to .csv 
file. 

o Split Data: As spark MapReduce works by splitting 
the data and assigning key-value pairs (key is day 
and value is pr_wtr). In this step, we split the data 
row wise, and perform read operation using 
spark.read.option() function. Each row refers to 
daily data of every year i.e. row 1 is Day 1 data 
from 2010 to 2020, similarly next row is day 2 data 
from 2010 to 2020. Same applies till last row which 
is day 365 from the year 2010-2020. Temporary 
last column is created in data frame to hold the final 
row-wise mean value. 

o Map phase: This step computes sum of all the 
values in each row and calculate ‘n’ value, where 
‘n’ is No. of columns(2010-2020).we use the 
formula, n=lit(len(df.column)-1.0) and use the 
value of it in the next step. 

o Reduce Phase: Row mean is calculated using 
reduce function of spark ie using reduce 
((add,(col(x) for x in df.column[1:]))/n).alias(“11 
years mean”) and the same is displayed. 

o Aggregate Phase: This step Aggregates all mean 
values, place that in last column created in step 4. 

o Finally display the aggregated precipitation value as 
a single plot. 

2) Seasonal analysis: In the proposed work, we have 
considered seasonal analysis of temperature and precipitation 
data of Bangalore to analyze the state of weather during 
various seasons such as pre-monsoon (March 1-May 31), 
monsoon (June 1 to September 30), post-monsoon (October 1 
to December 31). Various graphs were shown to illustrate 
season-wise analysis of the weather of particular region such 
as Bangalore. Comparison of weather status of different cities 
is undertaken. The results of the same are discussed in 
Section IV. 

 
Fig. 1. Spark MapReduce Model to Compute Aggregated Climate 

Parameters, namely, Precipitation and Temperature. 
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3) Time series forecasting using ARIMA model: In this 
study, we have considered past 11 years data and trained them 
using ARIMA (autoregressive integrated moving average) 
model. The trained model is used for future 
forecasting.ARIMA is a class of models that predicts a given 
time series based on its own past values. An ARIMA model is 
one where the time series was differenced at least once to 
make it stationary. 

The working principle behind autoregressive (AR) model 
is that there is a relationship between the present value and the 
past values. It means that the present value is equal to past 
values adding with some random value. Moving average 
(MA) model says that present value is related to the residuals 
of the past. AR is not capable of forecasting nonlinear data; 
it can be utilized for data which are linearly related. Using AR 
and MA together will give best results. But it can be used for 
stationary weather data and forecasting short term weather. So 
the proposed work considers ARIMA model which works 
good for long-term rainfall prediction. We worked on ARIMA 
(2,0,2) for rainfall data.Following steps are used for time 
series forecasting of rainfall using ARIMA 

1) Plot the data. 
2) Make the data stationary. 
3) Identify the model technique best suited for rainfall 

forecasting. In the proposed work we have used ARIMA 
model. 

4) Build the model. 
5) Compute the mean and Root Mean Squared error 

(RMSE) value. Use the same for finding accuracy of model. 
6) Do the future forecasting based on accuracy of ARIMA 

model. 

Generalized equation used in ARIMA model is as as 
shown below (1). 

𝑌𝑡 =  𝛼 + 𝛽1 𝑌𝑡−1 + 𝛽2 𝑌𝑡−2 + ⋯+ 𝛽𝑝 𝑌𝑡−𝑝 𝜀𝑡 + 𝜙1 𝜀𝑡−1 +
𝜙2𝜀𝑡−2 + ⋯+ 𝜙𝑞 𝜀𝑡−𝑞              (1) 

Where 𝛼 is intercept term, 𝛽1  is is the coefficient of lag1 
that the model estimates, 𝑌𝑡−1 is the coefficient of lag1 that 
the model estimates. 

IV. RESULTS AND DISCUSSION 
The proposed work is executed in Google Colab 

environment. Python code is used for implementation and 
necessary libraries were imported. Following are the results. 
In Fig. 2(a-c) precipitation rainfall data is read individually 
and plotted as separate graph. Whereas Fig. 2(d-e) shows 5 
years and 11 years plot as single graph. 

Next we have computed Mean value for every year (Jan-
Dec) using 11 years data (2010-2020) and plotted as a single 
point in a graph for analysis. The same is plotted in line and 
bar graph as shown in the Fig. 3(a-b). 

Mean value has been computed for 11 years (Jan 2010-
Dec 2020) using Spark MapReduce Platform and plotted as a 
single graph. Fig. 4 shows how aggregated mean value is 

placed in new data frame and shows the final plot after 
applying to Spark MapReduce. 

The Table I shows overview of daily dataset of perceptible 
water (in mm) for rainfall prediction from the years 2010 to 
2020. These daily data of past 11 years has been processed 
using Spark MapReduce Platform which gives aggregated 
result as shown in Table II. The same result is used in the 
analysis and prediction of future rainfall. 

 
(a) 

 
(b) 

 
(c) 

 
 (d) 

 
(e) 

Fig. 2. (a-e): Raw station-level 11 Years Daily Data (of Bangalore Region) 
has been Read and Plotted Individually and also as a Single Graph for 

Comparison. 
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(a) 

 
(b) 

Fig. 3. (a-b): Mean Value for Every Year (Jan-Dec) using 11 Years Data 
(2010-2020) and Plotted as a Single Point in a Graph for Analysis. 

 
Fig. 4. Final Plot from Aggregated Mean Precipitation Values of 11 Years 

(2010-2020) using Spark MapReduce Model. 

TABLE I. DAILY RAINFALL (PRECIPITABLE WATER) DATASET FROM THE 
YEAR 2010-2020 

Days 
Pr_wtr 
2010 2011 2012 …….. 2020 

0 34.75 39.14 32.89 …….. 29.48 
1 29.5 42.82 28.85 …….. 30 
2 29.62 43.72 27.42 …….. 32.48 
…… …… …… …… …….. …… 
364 39.14 41.64 35.92 …….. 40.05 

TABLE II. AGGREGATED DAILY RAINFALL DATA (PRECIPITABLE 
WATER) RESULT AFTER PROCESSING 11 YEARS DATASET IN SPARK 

MAPREDUCE PLATFORM 

 Day Pr_wtr 
0 Day 1 23.87 
1 Day 2 22.26 
2 Day 3 22.13 
3 Day 4 22.56 
4 Day 5 21.08 
5 Day 6 20.73 
: : : 
364 Day 365 25.71 

The seasonal analysis of Bangalore weather using 
temperature data of 2012 has been shown below in Fig. 5. The 
bar plots shows pre-monsoon, monsoon and post monsoon 
temperature. 

 
Fig. 5. Seasonal Temperature Analysis of Bangalore for the Year 2012. 

The sample first five rows of precipitation dataset (pr_wtr) 
for the year 2010 is shown in Fig. 6. Time series forecasting is 
done using ARIMA model. We have worked on ARIMA (2, 0, 
2) for rainfall data. Past 11 years rainfall data is trained using 
the model and the same is used for future prediction. Fig. 7(a-
b) shows ARIMA forecasting results. Metrics used for 
evaluation are Mean error (ME) and Root Mean Squared Error 
(RMSE). Average error is calculated as shown below in 
equation (2). 

Average error=ME/RMSE * 100            (2) 

The accuracy for rainfall data considered in our work 
using ARIMA (2, 0, 2) model is found to be 76.8. 

 
Fig. 6. Sample View of First Five Rows of Precipitation Dataset for the Year 

2010. 

 
(a) 

 
(b) 

Fig. 7. (a-b): Preview and Results of ARIMA (2 ,0, 2) Model. 
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V. CONCLUSION 
Vast amounts of climate data are being generated rapidly 

by satellite observations and numerical climate models. 
Agriculture, tourism, water, electricity, wildfire management, 
and other sectors are all require climate data. The utility of 
climatic data depends on timely analysis. Existing 
technologies, such as Apache Hadoop, which are based on the 
idea of breaking problems down into smaller chunks and 
solving them on a cluster of commodity servers, have emerged 
as a possible solution for analysing huge climate datasets. 
Apache Spark has recently emerged as a viable alternative to 
Hadoop's disk-based architecture. The proposed work 
considers analysis and processing of big spatiotemporal data 
using Spark MapReduce platform. Multidimensional NetCDF 
based precipitation and temperature data from NCEP and 
CSIR-4PI are considered for analysis. Analysis shows that 
Spark platform is computationally more efficient (double the 
No. of times) than Hadoop - MapReduce Platform of same 
configuration. Monthly and seasonal analysis of climate data 
has been carried out. Time Series prediction approach such as 
ARIMA (2,0,2) model was used for forecasting future rainfall 
of Bangalore region, results shows that ARIMA performs well 
for long term weather prediction. Performance analysis of the 
model has been carried out using NetCDF data of NCEP and 
CSIR-4PI Bangalore. 
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Abstract—The Widespread use of the Internet of Things (IoT) 
has influenced many domains including smart cities, cameras, 
wearables, smart industrial equipment, and other aspects of our 
daily lives. On the other hand, the IoT environment deals with a 
massive volume of data that needs to be kept secure from 
tampering or theft. Detection of security attacks against IoT 
context requires intelligent techniques rather than relying on 
signature matching. Machine learning (ML) and Deep Learning 
(DL) approaches are efficient to detect these attacks and 
predicting intrusion behavior based on unknown patterns. This 
study proposes the application of five deep and ML techniques 
for identifying malware in network traffic based on the IoT-23 
dataset. Random Forest, Catboost, XGBoost, Convolutional 
Neural Network, and Long Short-Term Memory (LSTM) models 
are among the classifiers utilized. These algorithms have been 
selected to provide lightweight security systems to be deployed in 
the IoT devices rather than a centralized approach. The dataset 
was preprocessed to remove unnecessary or missing data, and 
then the most significant features were extracted using a feature 
engineering technique. The highest overall accuracy achieved 
was 96% by applying all classifiers except LSTM which recorded 
a lower accuracy. 

Keywords—Internet of Things (IoT); malware deletion; random 
forest; Catboost; convolutional neural network; long short-term 
memory (LSTM); XGBoost 

I. INTRODUCTION 
The Internet of Things (IoT) refers to the billions of 

connected physical devices through the Internet, for global 
storage and data exchange [1]. Recently, the IoT has been 
involved in a variety of fields in our daily life, including smart 
cities, cameras, wearables, smart industrial equipment, 
household appliances, medical devices, and even nuclear 
reactors [2]. The infrastructure of the IoT devices has limited 
storage, hardware, and battery life, making the sophisticated 
or standard security algorithms difficult to be applied in such a 
domain with limited resources it has. Furthermore, the IoT 
environment deals with a large amount of data, making it 
subject to botnets, firmware hijacking, distributed denial of 
service attacks, eavesdropping, the man in the middle, and 
other attacks. The network security of IoT devices is 
considered more critical compared to network security due to 
the large number of attacks, its small size, and multiple 
vulnerabilities of IoT tools [3]. By 2025, it is expected that 
41,600 million IoT devices will have been shipped around the 
world. According to the 2022 SonicWall Cyber Threat Report 
[4], malware decreased somewhat in 2021, indicating a third 
consecutive year of decline and a seven-year low. An increase 

in attacks during the second half of 2021 nearly wiped out the 
22 percent decline in malware that researchers observed at the 
midpoint of the year, reducing the total decrease for 2021 to 
just 4 percent, where 2022 Global Cyberattack was registered 
approximately 60,1 million IoT Malware attacks, whose 
volume increased by 6 percent in 2021. This growth indicates 
a plateau compared to the previous two years, during which 
these attacks increased by 218 percent and 66 percent, 
respectively. 

The research question behind this work is “Is it possible to 
enhance the accuracy of malware and benign detection in the 
IoT environment based on deep and ML techniques using a 
standard dataset that holds network traffic information? And 
what is the potential of deploying these techniques in end-
systems?” Hence, to solve this question, five different deep 
and machine learning approaches are suggested to be applied 
to the IoT-23 dataset. The IoT-23 dataset has 14 labels for 20 
malicious and 3 benign captures and many features; therefore, 
to reduce the computational cost of using the IoT-23 dataset, 
only the malware captures were explored, and only ten labels 
were analyzed. 

The main purpose of this study is to analyze traffic traces 
and network behavior of IoT devices by using the 23-IoT 
dataset, which consists of attributes from network traffic based 
on different protocols to identify malware. After that, using 
preprocessing stage and feature engineering to extract the 
most significant features and thereby reduce the dataset's 
dimensionality. Then applies classification techniques that 
include Random Forest, Catboost, CNN, LSTM, and XGBoost 
algorithms, to detect malware and benign traffic, which helps 
in developing a robust intrusion system capable of detecting 
different types of attacks. Finally, to accomplish the 
evaluation and better prediction, the classifier models are 
subjected to cross-validation, optimization, and comparison. 

The following is the structure of this research study: 
Section 2 depicts the related works by applying deep and 
machine learning techniques to detect malware activities 
based on the IoT-23 dataset. Section 3 outlines the suggested 
methodology in this research, while Section 4 discusses the 
various machine learning and deep learning models 
implemented. Moreover, Section 5 discusses the results of 
each model. Finally, the conclusion and future work. 

II. RELATED WORK 
The evolution of the sophisticated IoT environment has 

necessitated the development of malware and benign system 
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detection based on the recent deep and ML techniques, as 
detailed in the previous section. Many researchers have used 
various deep and ML models to achieve network traffic 
analysis to address this issue. For example, in [5], the authors 
implemented deep and ML algorithms, namely, RF, Naive 
Bayes (NB), Multi-Layer Perceptron (MLP), Support Vector 
Machine (SVM), and AdaBoost (ADA). The dataset used in 
this work was the IoT-23 dataset and the best accuracy of 
detection was achieved by using the RF model with a value of 
99.5%. 

In [6], the researchers applied four algorithms to the IoT-
32 dataset, including CNN, Decision Trees, Naive Bayes, and 
SVM. All IoT-23 dataset’s labels were analyzed in this work 
the highest accuracy achieved was 73% by using the decision 
tree model, CNN achieved 69.35%, and SVM attained 69% of 
accuracy. Based on the same dataset, another author was 
analyzing all labels of the dataset by using Decision Trees, 
RF, Naive Bayes, SVM, AdaBoost, XGBoost, CNN, and 
Multi-Layer Perceptron models [7]. The highest accuracy 
achieved was 74% by-using Decision Trees, RF, and MLP 
models. 

On the other hand, the authors in [8] achieved a better 
detection rate near 100% of the f1-score metric; however, only 
four malware types (Hide and Seek, Torii, Mirai, and Trojan) 
were involved and Okiru malware was not analyzed. Support 
Vector Machine (SVM), Extreme Gradient Boosting 
(XGBoost), Light Gradient Boosting Machine (LightGBM), 
Isolation Forest (iForest), Local Outlier Factor (LOF), and 
Deep Reinforcement Learning (DRL) classifiers were used to 
do binary classification and multiclassification. 

On another trend, a DL ensemble for network malware 
detection was proposed based on IoT-23, LITNET-2020, and 
NetML-2020 datasets [9]. Deep Neural Network (DNN) and 
Long Short-Term Memory (LSTM), and a meta-classifier (i.e., 
logistic regression) were applied. The method employed a 
two-step process for the detection of network anomalies to 
improve the capabilities of the suggested methodology. For 
the feature engineering challenge in the first stage, data pre-
processing, a Deep Sparse AutoEncoder (DSAE) was used. 
For classification in the second phase, a stacking ensemble 
learning strategy was applied. The proposed method was 
evaluated on IoT-23, LITNET-2020, and NetML-2020 
datasets, and only Benign, Mirai, Attack, 
PartOfAHorizontalPortScan, and C&C malware types are 
classified in this work. The classification type that was applied 
by the authors is binary classification to recognize normal 
from abnormal attacks and the accuracy achieved is around 
100%. 

In [3], the authors have built and performed IoT anomaly 
detection systems based on actual IoT-23 large data for 
identifying attacks based on artificial NN like Convolutional 
NN (CNN), Recurrent Neural Networks (RNN), and 
Multilayer Perceptron (MLP). As a consequence, 
Convolutional Neural Networks outperform Multilayer 
Perceptron and Recurrent Neural Networks in IoT anomaly 
detection, with a metric accuracy score of 0.998234 and a 
minimal loss function of 0.008842. The Mirai, DoS, NScan, 
Normal, and MITM_ARP attacks are classified in this work. 

An anomaly-based intrusion detection model to detect 
malware in IoT network traffic was created and implemented 
on IoT-23, IoT Network Intrusion, BoT-IoT, and MQTT-IoT-
IDS2020 datasets [10]. A multiclass classification model was 
created using CNN (Convolutional Neural Network) models 
and then uses to accomplish binary and multiclass 
classification via the transfer learning principle. Three model 
architectures were suggested by the authors, namely, 1D, 2D, 
and 3D CNN models. The utilized multiclass classifier not only 
can classify 15 different types of attacks but also efficiently 
differentiate them from normal network data [11]. The authors 
included seven attacks and one normal from the IoT-32 dataset: 
Normal, Attack, C&C, FileDownload, HeartBeat, Okiru, Port 
Scan, and Torii attacks. The proposed models achieved high 
values in the used performance metrics, where all models 
reached more than 99.89% for accuracy, precision, recall, and 
f1-score metrics. 

The authors in [12] used Bidirectional Generative 
Adversarial Networks (BiGAN) and Adversarial Autoencoders 
(AAE) to detect malware in network traffic based on the full 
IoT-23 dataset version. The proposed models outperformed 
traditional ML such as RF, by getting an f1-score of 99. 
However, not all labels were analyzed in this work, only nine 
malware types were classified. Sahu, Amiya Kumar, et al. [13] 
proposed a DL-based classifier for detecting IoT attacks. The 
CNN model is used to learn the IoT features, and then an 
LSTM-based classifier is used to classify them. The model was 
applied to eight labels on the IoT-23 dataset, which included 
Command and Control (C&C), Distributed Denial of Server 
(DDoS), File Download, Heart Beat, Part of A Horizontal Port 
Scan, Mirai, Torii, and Okiru. A 96% accuracy rate in 
detecting malicious devices was achieved but the Benign label 
was ignored. Dartel, Bram. The author in [14] suggested a ML 
technique comprising Decision Tree, RF, Support Vector, and 
an ESP32. The sub-labels of the IoT-23 dataset are judged 
irrelevant because their methodology is focused on malware 
detection rather than malware classification. The result was 
running on an IoT device that really works as an IoT device, so 
it was easy to run the device next to the malware detection 
algorithm. 

Using a similar size dataset, they divided it into two 
separate datasets. In addition, the data were randomly 
dispersed throughout them in order to limit the number of 
multiclass labels, hence the metrics showed a significant 
disparity in class size. Following this, they used the following 
ML techniques: RF, Naive Bayes, Support Vector Machine, 
and Decision Tree. 99.5 percent of the accuracy of the RF 
algorithm produced the best results [15]. They suggested using 
ML techniques like Support Vector Machine, Decision Tree, 
and RF to classify malware attacks like DDoS attacks, and 
also, a Principal. 

Component Analysis (PCA) was used to reduce the 
number of dimensions. The results of PCA were measured 
against what would have happened if PCA hadn't been used. 
When PCA was used, the algorithm ran much faster with 
fewer features than it did when PCA wasn't used. When it 
comes to classifying attacks, Decision Tree and RF are better 
than SVM [16]. 
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TABLE I. COMPARISON OF RELATED WORK 

Author & year Study Name Method Accuracy Features selected Notes 

Ullah, Imtiaz 
Mahmoud, Qusay 
H[11] 
2021 

Design and 
development of a 
DL-based model for 
anomaly detection in 
IoT networks 

1D, 2D, and 3D 
CNN 99.89% 

Normal, Attack, C&C, 
FileDownload, HeartBeat, Okiru, 
Port Scan, and Torii attacks 

They get high accuracy 
with three models by 
CNN but for 7 attacks 
classes with normal 
class 

Abdalgawad, N 
Sajun, [21] 
2021 

Generative DL to 
detect Cyberattacks 
for the IoT-23 
Dataset 

(BiGAN), (AAE), 
RF getting an f1-score of 99. 9 attacks not all labels were 

analyzed 

Sahu, Amiya 
Kumar Sharma, 
[13] 
 
2021 

IoT attack detection 
using hybrid DL 
Model 

CNN, LSTM 96% 

eight labels on the IoT-23 dataset, 
which included Command and 
Control (C&C), Distributed Denial 
of Server (DDoS), File Download, 
Heart Beat, Part Of A Horizontal 
Port Scan, Mirai, Torii, and Okiru 

8 attacks and Benign 
label was ignored 

Dr. R. 
Thamaraiselvi 
and S. Anith 
[14] 
2021 

Malware detection 
in IoT devices using 
ML 

DT, RF, SVM, and 
an ESP32 

Training model on Iot-
23. Testing was running 
on an IoT device that 
works as an IoT device 

Sub Labels of IoT-23  

R. Thamaraiselvi 
[15]- 2020 

Attack and Anomaly 
Detection in IoT 
Networks using ML 

RF, Naive Bayes, 
Support Vector 
Machine, and 
Decision Tree 

99.5 Split the dataset into two parts  

D. Nanthiya [16] 
2021 

SVM Based DDoS 
An IoT Using Iot-23 
Botnet Dataset 

SVM, DT , RF SVM is higher 
Principal Component Analysis 
(PCA) was used to reduce the 
number of dimensions 

 

Authors in [17] proposed a method for Malware Detection 
in Fog Layer. This method has three important phases for pre-
processing: feature extraction, feature selection to reduce the 
number of features, and classification. Convert the binary files 
to hexadecimal using HexDump, segmentation into 4-gram, 
features selection and reduction using Gain Ratio; decision 
tree and Component Analysis (PCA). Finally, apply decision 
tree classifier. The accuracy was Acc. 96.7. The authors [18] 
have presented a new method based on ML for detecting Mirai 
malware "NBaIoT" dataset, which data consist of features 
infected by the Mirai Malware, is used in that study. The 
Cross-Validation technique has been used for data splitting to 
overcome overfitting, and the experiment was conducted using 
ANN. The achieved accuracy is 92.8%. The Opcode dataset 
has been used in this research; it consists of 70,140 normal 
and 69,860 malicious malware. The IoT Device dataset's 
benign or malignant input is classified using a deep neural 
network (DNN). The obtained accuracy reached 99.7 % [19]. 
Table I summarize the related works and provide a 
comparison between different approaches. 

III. METHODOLOGY 
 Generally, the research methodology has been designed 

for detecting about 10 IoT malware types which will be 
explained in detail in this section. To detect IoT malware 
attacks, five ML and DL algorithms are implemented based on 
the IoT-23 dataset, namely, RF, Catboost, Convolutional 
Neural Network, Long Short-Term Memory (LSTM), and 
XGBoost. The proposed methodology has five stages to be 
accomplished to evaluate the algorithms: data collection, pre-
processing, feature selection, training and testing, and 
classification stages as shown in Fig. 1. 

A. Data Collection 
To use machine learning techniques, a dataset with a large 

number of samples that have been contextualized and labeled 
correctly is necessary. This section gives a quick overview of 
the chosen dataset in this work. The IoT-23 dataset is chosen 
since it provides a large dataset with twenty-three captures of 
various IoT network traffic that include three benign and 
twenty malware traffic captures [20]. It is a modern dataset 
that consists of more than one million network traffic of IoT 
devices and was first published by the Stratosphere Laboratory 
in January 2020, with captures spanning the years 2018 to 
2019. The main goal of creating this dataset is to create a large 
dataset under real circumstances for researchers that h valid 
malware and benign traffic labels in order to apply machine 
learning algorithms to enhance intrusion detection in IoT 
environments. 

 
Fig. 1. The Proposed Methodology in this Work. 
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This dataset has 14 labels for 20 malicious and 3 benign 
captures that include Part-Of-A-Horizontal-PortScan, DDoS, 
Attack, FileDownload, Okiru, Benign, C&C-HeartBeat-
FileDownload, C&C, C&C-FileDownload, C&C-HeartBeat, 
C&C-Mirai, C&C-FileDownload, Okiru-Attack, and C&C-
Torii. Despite this, the dataset contains 21 feature properties 
that determine the feature of the connections, one of which is 
the class label, as shown in Table II. Some of the features are 
nominal, and some features have time-stamp values, while 
others are quantitative. In this work, only the malware 
captures were investigated to reduce the computational cost of 
using the full version of the IoT-23 dataset, as well as only ten 
labels were analyzed: Part-Of-A-Horizontal-PortScan (753565 
rows), DDoS (138777), C&C-Mirai (1), C&C-HeartBeat 
(341), C&C (15100), Attack (3915), Benign (195270), 
FileDownload (13), C&C-FileDownload (43), C&C-Torii 
(30), and C&C-HeartBeat-FileDownload (8) labels. 

TABLE II. THE DESCRIPTION OF THE IMPORTANT FEATURES OF IOT-23 
DATASET [9] 

Featu
re No. 

Feature 
Name 

Data 
Type Feature Description 

1 Ts int Timestamp of the capture. 

2 Uid str The capture’s Unique ID. 

3 id.orig_h str Originating IP where the attack 
happened. 

4 id.orig_p int Source port used by the responder. 

5 id.resp_h str The destination IP address of the device 
on which the capture happened. 

6 id.resp_p int 
Destination port used from the response 
from the device on which the capture 
happened 

7 Proto str Transaction or Network protocol 

8 Service str Application protocols such as DNS, FTP, 
HTTP, SMTP, SSH, etc. 

9 Duration float The overall duration of the transmission 
between device and attacker 

10 orig_bytes int The transaction bytes from source to 
destination.  

11 resp_bytes int The transaction bytes from destination to 
source. 

12 conn_state str Represents the current connection state  

13 local_orig bool The connection is locally initiated. 

14 local_resp bool The response is locally initiated. 

15 missed_byt
es int The number of missing bytes of a 

transaction 
16 History str The connection state’s history. 

17 orig_pkts int The total packets being sent to a device. 

18 orig_ip_byt
es int The total bytes being sent to a device. 

19 resp_pkts int The total packets being sent from a 
device. 

20 resp_ip_byt
es int The total bytes being sent from a device. 

21 Label str 
Type of capture: Benign or malicious, 
alongside with Type of the malicious 
capture 

B. Pre-processing Stage 
Data pre-processing is the process that transforms raw data 

into a form that can be read, accessed, and analyzed. The pre-
processing stage is of major importance, to ensure or enhance 
the total performance or accuracy of any system before 
applying the machine learning algorithms. In this work, the 
full IoT-23 dataset is used that has around 20GB in size. When 
we extract this file into the local hard disk, in windows 11, 23 
folders are created; however, only 20 folders are utilized that 
are relevant to malware captures. To read the data from each 
folder, a ‘read_table’ function from Pandas is imported to 
extract all data from ‘conn.log.labeled’ file, this function is 
applied in the Jupyter platform that supports python 
programming language. Therefore, 20 variables are created to 
read all data from each folder, and then the ‘concat’ function 
from Pandas is applied to combine all these variables for 
creating a Dataframe that can save data to a CSV file using 
‘to_csv’. But before saving such data to the CSV file, we need 
to change the labels for some rows of the extracted data. For 
example, some rows have a ‘-Malicious PartOfAHoriz 
ontalPortSca’ label, while others have ‘(empty) Malicious 
PartOfAHorizontalPortScan’, so all these labels denote one 
attack and will be changed to the ‘PartOfAHorizo 
ntalPortScan’ label; therefore, we did the same step for all 
other labels for creating unique labels. 

C. Features Selection 
The process of selecting the features that have the greatest 

impact on the prediction outcomes is of major importance to 
increase the overall accuracy. Therefore, in this section, 
effective steps will be explained in detail. After the pre-
processing stage, all data is stored in a CSV file named 
‘iot23_combined.csv’, and this file is loaded to a Dataframe 
by using the ‘read_csv’ Panda’s function. After that, the first 
feature is removed since it represents the number of rows in 
the IoT-23 datasets. On the other hand, all labels will be 
analyzed in this work except the ‘Okiru’ label, because of the 
computational cost of the large size of the IoT-23 dataset, as 
well as we found that some researchers have done malware 
detection by using only a few labels not all of them [8], [9]. 

Furthermore, in order to delete data that is not related to 
the ‘label’ column in this dataset, a correlation matrix is 
applied to all features, as shown in Fig. 2. The correlation 
matrices show the strength of correlation by using a scale from 
dark blue to yellow. The negative correlation is represented by 
dark-blue, while yellow represents the positive correlation, 
and green denotes to the weak correlation. From the figure, the 
yellow color indicates that the features are strongly correlated 
while the dark blue indicates that the features are weakly 
correlated. Furthermore, the repeated features should be 
removed when any exist by applying the 
‘get_duplicate_features’ function from the ‘fast_ml’ library, 
and now the data is ready for the training and testing stage. 
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Fig. 2. The Correlation Matrix for All IoT-23 Dataset’s Features. 

D. Training and Testing 
The process of training and testing the proposed machine 

learning models will be explained in this stage. This process 
depends on the prepared dataset in the previous stage to train 
and test five machine learning algorithms (CNN, LSTM, RF, 
XGBoost, and Catboost) until these models can distinguish the 
malware from the benign captures. However, there are a few 
steps that should be taken into consideration such as splitting 
the data into test and train data by applying the 
‘train_test_split’ function from the Sklearn library, which is a 
function to split the matrices into random train and test 
subsets. Sklearn is a free python library, and being created to 
perform some techniques in the machine learning field such as 
classification, regression, and grouping. Applying the 
‘train_test_split’ function is very important for an unbiased 
evaluation of all suggested machine learning models and 
checking the final accuracy not only in the training data but 
also in the test data that have not been seen or trained before 
in such models. In this work, the size of training data is 80%, 
while the test data is 20% of all the prepared data. After all 
these steps, all the models are ready to be trained and tested 
with different parameters depending on the requirements of 
the model being run at the time of execution. 

E. Classification 
Classification is a supervised learning perception that is 

responsible forsplittings data into separate classes, and can be 
applied in various classification issues such as facial detection, 
speech recognition, handwriting recognition, and document 
categorization. In this work, after the proposed models are 
trained on the IoT-23 dataset, and then a set of data isolated 
from these models are used to check the accuracy of the 
trained models to correctly separate all data according to their 
labels. Accuracy, Precision, F1-Score, and Recall are the 
measures used to evaluate the algorithms' efficiency, and their 
definitions are as follows: 

• Accuracy: is the percentage of correctly labeled classes 
in relation to the total number of classes and is given 
by the next equation: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 𝑇𝑃+𝑇𝑁
𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁

             (1) 

Precision: how many of the positive class 
classifications made by the model are correct? and is 
given by the next equation: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑇𝑃
𝑇𝑃+𝐹𝑃

             (2) 

• Recall or Sensitivity: how many of the positive class 
scenarios with expected values are correct? and is 
given by the following equation: 

𝑅𝑒𝑐𝑎𝑙𝑙 = 𝑇𝑃
𝑇𝑃+𝐹𝑁

              (3) 

• F1-score: is a harmonic average that combines 
precision and sensitivity into one measure, and the 
following equation shows how to calculate this 
measure: 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 = 2∗𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙

            (4) 

Where TP (True-Positive) means the model classifies 
malware cases as positive (malware cases classified as 
malware correctly). Whereas FN (False-Negative) represents 
mistakenly classified malware as negative (malware classified 
as normal or benign but the truth is that malware has existed). 
Moreover, TN (True-Negative) denotes correctly current cases 
classified as negative or no malware that has existed in the 
current cases. Finally, FP (False-Positive) means mistakenly 
classified malware as positive (malware classified as malware 
but the truth is that no malware exists). 

IV. EXPERIMENTAL RESULTS 
In this section, various experiments were carried out 

intending to check the accuracy of detection of the proposed 
models in this work. To effectively identify the IoT malware 
and benign captures, Random Forest (RF), CatBoost, 
XGBoost, LSTM, and CNN were implemented. The measure 
performances used in this work include confusion matrix, 
classification report (precision, recall, f1-score, accuracy), and 
ROC curves, for comparing the different performance of the 
proposed models. 

A. Random Forest Classifier’s Experiments 
As mentioned in the implementation section, a random 

forest classifier is used because of its accuracy is higher, due 
to this classifier takes the final prediction based on the forecast 
from each tree, not from a single decision tree. The random 
forest achieved the highest detection accuracy for 
differentiating malware and benign captures with a value of 
89% as portrayed in Fig. 3. Besides, in this figure, three 
measure metrics ((precision, recall, f1-score) are appeared for 
each label, while the overall accuracy is presented to show the 
total detection accuracy for all labels included in this work. 
The highest precision attained is for C&C-Torii and DDoS 
with a value of 100% for both of them, the highest recall was 
100% for FileDownload and PartOfAHorizontalPortScan, and 
the highest f1-score was 99% and 93% for Attack and 
PartOfAHorizontalPortScan, respectively. The f1-score is 
more important than precision and recall because it can assist 
balancing the metric between positive and negative samples. 
Additionally, two malwares (C&C-HeartBeat-FileDownload, 
C&C-Mirai) have not appeared in the classification report 
because the small number of samples they have: 1 for C&C-
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Mirai and 8 samples for C&C-HeartBeat-FileDownload. 
Furthermore, this the figure has micro-averaging and macro-
averaging curves, where the micro-averaging is used to score 
each prediction equally and the macro- averaging is used to 
examine the overall performance of the classifier based on the 
most common class labels. 

 
Fig. 3. The Classification Report of Random Forest Model. 

To draw a ROC (receiver operating characteristic curve) 
curve for these labels, we need to encoded them to integers 
ranging from 0 to 8: Attack=0, Benign=1, C&C=2, C&C-
FileDownload=3, C&C-HeartBeat=4, C&C-Torii=5, 
DDoS=6, FileDownload=7, and labels 
PartOfAHorizontalPortScan=8. These labels were numbers 
according to their appearance in the classification report in 
Fig. 3. The ROC curve shows the performance of the 
classification of the model, as shown in Fig. 4. Additionally, 
as we see this graph has classes that range from 0 to 8, where 
class 0 = Attack, class 1= Benign, and so on. The best ROC 
curves area values were 100% for the Attack and 
FileDownload. 

 
Fig. 4. The ROC Curve of Random Forest Model. 

B. XGBoost Classifier’s Experiments 
The XGBoost classifier achieved the same total accuracy 

as the random forest with a value of 89% as shown in figure 5. 
The highest precision attained is for C&C-Torii, C&C-
HeartBeat-FileDownload, and DDoS with a value of 100% for 
all of them, the highest recall was 100% for Attack and 
PartOfAHorizontalPortScan, and the highest f1-score was 
100% and 93%, for Attack and The ROC curve of Random 
Forest model, PartOfAHorizontalPortScan, respectively. 

We notice also that ‘C&C-HeartBeat-FileDownload’ is 
presented in this model, so the encoding process is changed 
starting from 0 to 9 according to the order that these labels 
appear in the classification report as shown in Fig. 5, 
Attack=0, C&C-HeartBeat-FileDownload=5, so on. 

 
Fig. 5. The Classification Report of XGBoost Model. 

The highest ROC curves area values were 100% for the 
Attack and 91% for both C&C-FileDownload and DDos labels 
as shown in Fig. 6. 

 
Fig. 6. The ROC Curve of XGBoost Model. 

C. CatBoost Classifier’s Experiments 
CatBoost classifier reached the same overall accuracy as 

the Random Forest and XGBoost with a value of 89% as 
depicted in Fig. 7, but it takes more time than both of them. 
The ‘C&C-HeartBeat-FileDownload’ label does not appear in 
the classification report of this model since the very small 
number it has. The highest precision got is 100% for both 
C&C-Torii and DDoS, and also 96% for the Attack label. 
Furthermore, the highest recall was 100% for FileDownload 
and PartOfAHorizontalPortScan, 99% for the Attack, while 
the highest f1-score was 98%, 93%, 90%, for Attack, 
PartOfAHorizontalPortScan, and DDos labels, respectively. 

On the other hand, the ROC curve was drawn for this 
model, where the highest area values were 100% for both 
Attack and FileDownload and 91% for the DDos label as 
shown in Fig. 8. 
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Fig. 7. The Classification Report of CatBoost Model. 

 
Fig. 8. The ROC Curve of CatBoost Model. 

D. CNN Classifier’s Experiments 
CNN classifier is a deep learning algorithm is built based 

on many dense layers, as we explained in the methodology 
section. The proposed CNN model has ten layers and before 
train this model, the data is transferred into integers by 
applying ‘MinMaxScaler’ from the Sklearn library, and also 
the ‘get_dummies’ function from the Panda’s library is 
applied to all used labels in this model, to change categorical 
variable into dummy/indicator variables. Unlike XGBoost, 
Random Forest, and CatBoost models, the classification report 
of the CNN model shows all used labels even if some labels 
have 0% for precision, recall, and f1-score metrics. However, 
the overall accuracy got by this model is lower than these 
models with a value of 84%, as shown in Fig. 9. The encoding 
numbers for this model is as follow: Attack=0, Benign=1, 
C&C=2, C&C-FileDownload=3, C&C-HeartBeat=4, C&C-
HeartBeat-FileDownload=5, C&C-Mirai=6, C&C-Torii=7, 
DDoS=8, FileDownload=9, and 
PartOfAHorizontalPortScan=10. The C&C-Mirai label has not 
appeared in the classification report since it has only one case, 
while C&C-Torii, C&C-HeartBeat, C&C-HeartBeat-
FileDownload, and FileDownload labels have appeared, but 
the measure matrices have 0%. The highest precision achieved 
is 100% for DDoS and 98% for Benign. Furthermore, the 
highest recall was 100% for PartOfAHorizontalPortScan, 97% 
for the Attack, while the highest f1-score was 90%, 89%, 
87%, for DDos, PartOfAHorizontalPortScan, Attack labels, 
respectively. 

 
Fig. 9. The Classification Report of CNN Model. 

On the other hand, the ROC curve was drawn for this 
model, where the highest area values were 100% for 
FileDownload, C&C-FileDownload, Attack, and C&C-
HeartBeat-FileDownload classes, 93% for DDos class as 
shown in Fig. 10. Moreover, the micro-average ROC curve 
achieved the highest area value with 98% as compared to the 
previous models, they only attained 94%. Furthermore, the 
macro-average ROC curve has a ‘nan’ value because of 
including the C&C-Mirai label data, when we remove this 
label from being trained, this value change to 82%, which is 
the highest value compared to the mentioned models. 

 
Fig. 10. The ROC Curve of CNN Model. 

E. LSTM Classifier’s Experiments 
LSTM model is applied using various LSTM cells starting 

from 50 to 2000 cells, but the results were not good as the 
previous models. The highest overall accuracy is 78%; 
however, only DDoS and PartOfAHorizontalPortScan showed 
better results in the classification report of this model, while 
the rest had 0% for the used measure matrices, as depicted in 
Fig. 11. The encoding numbers for this model is exactly as in 
the CNN model. 

On the other hand, the ROC curve was drawn for this 
model, where the highest area values were 99% for C&C-
HeartBeat-FileDownload and C&C-FileDownload, 89% for 
C&C-Torii, 82% for DDoS, and 88% for 
PartOfAHorizontalPortScan label, as depicted in Fig. 12. 
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Fig. 11. The Classification Report of LSTM Model. 

These values are the lowest among all other used models. 
Furthermore, the micro-average ROC curve achieved an area 
value of 88% and the macro-average ROC area reached 57% 
when we removed class number 6 from being calculated. 

 
Fig. 12. The ROC Curve of LSTM Model. 

However, an experiment was conducted for all the 
classifiers used in this paper. First, by using the CNN model, 
the accuracy of this model reached 96% when the Okiru and 
benign labels were excluded from being trained and tested, as 
shown in Fig. 13. 

Furthermore, the RF model when Okiru and benign labels 
were removed and achieved the same accuracy results as 
CNN, as depicted in Fig. 14. 

 
Fig. 13. The Classification Report of the CNN Model without Okiru and 

benign Labels. 

 
Fig. 14. The Classification Report of the RF Model without Okiru and benign 

Labels. 

Additionally, by applying the same experiment as in CNN 
and RF model, the XGBoost model got the same accuracy as 
presented in Fig. 15. 

 
Fig. 15.  The Classification Report of the XGBoost Model without Okiru and 

benign Labels. 

Finally, the same accuracy was achieved too by using the 
Catboost classifier, as shown in Fig. 16, while the LSTM 
classifier got the lowest accuracy among all others, with a 
value of 95%, as depicted in Fig. 17. 

 
Fig. 16. The Classification Report of the Catboost Model without Okiru and 

benign Labels. 

 
Fig. 17. The Classification Report of the LSTM Model without Okiru and 

benign Labels. 
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V. DISCUSSION 
First, only 100000 rows from the twenty-malware traffic 

captures were loaded, in which 11 malware labels and one 
benign label have existed. We have done this way to use a 
balanced dataset that includes all labels. However, some steps 
must be carried out before using the classifiers, a 
preprocessing step was applied to remove irrelevant or 
missing data from the dataset, and then a feature engineering 
technique was performed to extract the most significant 
features and thus reduce the dataset's dimensionality. Three 
experiments have been done to investigate the best accuracy 
of detection based on multi-class classifications. The first one 
was to include all existed labels but the best accuracy achieved 
is not exceeded 74%. In the second and third experiments, one 
or more labels are removed from being classified. According 
to the experiments' outcomes done in the second one, RF, 
Catboost, and XGBoost models achieved the highest accuracy 
with 89% for all malware labels except the Okiru label. The 
CNN results were lower than RF, Catboost, and XGBoost 
algorithms, with a value of 84%. The worst accuracy was 
attained by using LSTM with a value of 78%, and we have to 
improve the parameters of cells size up to 4000 but not 
enhance. Furthermore, to enhance the accuracy more than the 
ones recorded in the first and second experiments, a third one 
was conducted. Furthermore, when we remove the benign and 
Okiru labels from being trained, the accuracy of RF, Catboost, 
and XGBoost algorithms raised to 96%. Besides, the CNN 
results recorded lower accuracy than RF, Catboost, and 
XGBoost algorithms, for all labels except Okiru; however, 
when we excluded the benign label data from being trained, 
the overall accuracy increased to 96% based on the 
classification report outcomes. 

When comparing our methodology outcomes, almost the 
same accuracy of detection has been achieved as the authors 
had in [6] and [7], where the best-recorded accuracy was 74% 
for the best model by including all labels of the IoT-23 
dataset. However, the model achieved a higher accuracy of 
detection reached 89% for the best model by including all 
labels except Okiru malware. 

 Moreover, some studies achieved a higher accuracy more 
than 96% which was attained by the best models of this work. 
However, these studies are not analyzed all existed labels of 
the IoT-23 dataset. For example, the authors in [8] involved 
detection for four malware types, while in [9] and [10] papers 
only five malware types were classified, and eight and nine 
malware types were analyzed in [11] and [12], respectively. 
Finally, in ML context RF and boosting algorithms are the 
best candidates for the proposed security system. Based on the 
performance of the RF in this paper it performs the training in 
less time. The authors [22] recommend Catboost for better 
prediction in their model. They have less consumed of time 
cost and high performance to embed in IoT devices to detect 
in real-time. Table III shows the comparison our models with 
other work. 

TABLE III. COMPARISON OUR MODELS WITH OTHER WORK 

Dataset Number 
of labels Technique Accuracy 

A. K. Sahu [13] 8 CNN 96 % 

Dr. R. 
Thamaraiselvi 
[15] 

binary 

RF, Naive Bayes, 
Support Vector 
Machine, and 
Decision Tree 

99 % 

B. Roy et al. [23] 5 LSTM and BRNN 72 % 

H. 
HaddadPajouh et 
al. [24] 

CC LSTM and BNN 84 % 

Amiya Kumar 
Sahu[25] 

9 without 
benign CNN and LSTM 96 % 

Our models all 
labels 12 

RF, CatBoost, 
Xgboost, CNN, and 
LSTM 

74 % 

Our models 
without okiru 11 

RF, CatBoost, 
Xgboost, CNN, and 
LSTM 

89 % except 
CNN 84% and 
LSTM 78% 

Our models 
without benign 10 

RF, CatBoost, 
Xgboost, CNN, and 
LSTM 

96 % except 
LSTM 95% 

VI. CONCLUSION 
The IoT environment deals with massive data that must be 

protected from being modified or stolen by attackers. This 
research paper proposed the application of five deep and ML 
algorithms to detect malware in network traffic based on the 
IoT-23 dataset. RF, Catboost, Convolutional Neural Network, 
Long Short-Term Memory (LSTM), and XGBoost classifiers 
are implemented and evaluated. Three experiments have been 
conducted for each classifier, to evaluate the best performance 
matrices that can be recorded among all classifiers. In the first 
evaluation task, the best accuracy achieved is 74% by using 
RF, Catboost, and XGBoost models for classifying all labels 
of the IoT-23 dataset. While the second experiment was to 
detect all labels except Okiru malware, the same models 
achieve the highest accuracy with a value of 89%. Finally, the 
last one was done without Okiru and benign labels, all models 
except LSTM get an accuracy of 96%. 

In conclusion, machine and DL models can perform 
detection tasks with a high degree of accuracy and reliability. 
Analysis of a huge amount of traffic data can be accomplished 
to detect various types of intrusion. The paradigm of 
distributed detection can provide a deep analysis functionality 
particularly if the device operating pattern is involved. 
However, the available datasets in the literature are intended 
for central traffic characterization. 

VII. FURTHER WORK 
The work applied in this paper is limited to using malware 

traffic captures and only reading the first 100000 rows from 
each capture, which leads to unbalance data, especially for 
C&C-Mirai (1 one row), C&C-HeartBeat (341 rows), 
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FileDownload (13), C&C-FileDownload (43), C&C-Torii 
(30), and C&C-HeartBeat-FileDownload (8). Therefore, to 
enhance the overall accuracy, we can remove the small size 
malware types from being classified. Besides, extra datasets 
can be used such as IoT Network Intrusion, BoT-IoT, and 
MQTT-IoT-IDS2020, to collect more balanced data for 
creating a big dataset to improve the detection accuracy, 
especially in DL techniques. Moreover, using more advanced 
CNN models such as vgg16 or vgg19 can be an avenue for 
further evaluation. Finally, the available datasets for 
evaluation consider centralized methodologies; the research 
community demands other datasets involving end-system 
operating patterns which may detect novel attack. 
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Abstract—With the transformation from smart grid to power 
Internet of Things, new power businesses such as power grid 
automation and power quality monitoring are constantly 
emerging. The load environment of power grid is changeable. In 
order to meet the needs of multi-service, the integrated access 
scheme for power grid resources in power enterprises is 
gradually diversified, which brings challenges to the unified 
management and control of power grid communication network. 
In this paper, SDN technology is used to improve the operation 
and maintenance management and control of power 
communication network, which aims at the integration scheme of 
power grid resources in power enterprises. Based on the 
controller cluster technology, combined with the new power 
business requirements, this paper designs a software-defined 
network centralized control architecture of the new business of 
power communication network. The architecture realizes the 
operation and maintenance management of network resources 
under the centralized control architecture of typical enterprise 
scenarios, such as power grid enterprises. The convergence speed 
is improved by 27%. The minimum value of iterative 
convergence is 31% better than that of other methods. The 
system requirement is reduced by 13.5%, which is helpful to 
improve the efficiency of node dynamic allocation and ensure the 
need of large-capacity data transmission of smart grid. The 
research in this paper can realize the two-way interaction, real-
time expansion and unified deployment of power business in the 
future, and promote the intensive and lean development of power 
communication network. 

Keywords—Power grid enterprises; SDN; power grid resources; 
centralized control architecture; power communication network 

I. INTRODUCTION 
Under the environment of orderly release of new policies, 

such as power generation, consumption plan and incremental 
business of power grid, all kinds of users will actively 
participate in the related industries of power distribution and 
consumption side. At the same time, with the development of 
sensing, edge computing, big data processing and other 
technologies, the transformation from smart grid to power 
Internet of Things is accelerating. The information exchanges 
with things and things, people and things is more frequent [1]. 
The power grid resource business center cooperates with the 
customer service center. The data center and the IOT 
management center to jointly support the power grid business 
applications, such as power outage analysis, accurate fault 
research and judgment, and line loss analysis in the same 
period [2]. It can arrange enterprise-level business services to 

solve the problems of non-standard business services, difficult 
precipitation and insufficient sharing. 

Resource aggregation in China and abroad has also been 
widely concerned and discussed by experts and scholars. The 
author in [3] uses the panoramic theory to integrate a variety of 
micro grid resources, which takes into account the 
complementarity of various distributed generations. micro grid 
aggregation not only minimizes the damage to the power grid 
caused by the output fluctuation of the micro grid, but also 
improves the security of the system and ensures the 
optimization of its own economic benefits. The author in [4] 
considers the uncertainty of EV behavior characteristics of 
Load Aggregator (LA), and uses this method to integrate 
discrete EV energy storage. The author in [5] puts forward the 
resource evaluation system and resource quality distinction 
criteria for demand response, and builds a demand response 
resource integration model for multiple user load groups. In [6], 
Virtual Power Plant (VPP) is introduced into the wind power 
and EV, with power balance as the constraint. Taking the 
highest comprehensive economic benefit of its discharge as the 
goal, the mathematical model of the power generation plan is 
constructed. 

The research proposes a scheme for fast recovery of the 
power communication network after a fault occurs. To make 
the time delay of the power business meet the provisions of the 
standard IEC 61850, a new network calculus method is 
proposed. Author proposes an SDN platform, which is suitable 
for the large-scale intelligent meter reading system, and can 
balance the load of power communication network through 
flow monitoring, load assessment, active control and path 
selection. However, with the gradual expansion of the 
distribution communication network, there are some problems 
such as low efficiency of network management and control, 
lack of rationality of the architecture, and lack of reliability. 
The research proposes an algorithm, which can realize the load 
scheduling of the QoS. Meanwhile, in order to reduce the delay 
of service transmission, the algorithm adopts the scheme that 
the multiple SDN controllers cooperate to manage the traffic of 
power communication network, but there is still the problem of 
complex protocol conversion between different communication 
media. The research innovatively introduces the SDN 
centralized control architecture into the power wide area 
communication network, and proposes a new fair resource 
allocation algorithm for power services, which is used to 
ensure that high-priority services are allocated to the shortest 
path for transmission and maximize throughput. Considering 
the burden of communication network, it affects the operation 
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and maintenance management and control of power 
communication network. 

The main innovations of this paper are: 

1) This paper proposes to use the NFV technology to 
complete the software of various terminal hardware functions 
of general hardware. 

2) Improve all kinds of power distribution and 
consumption monitoring and control equipment, centralize the 
proprietary hardware into a general hardware, and use software 
to realize its functions. 

3) Based on the analytic hierarchy process (AHP), a multi-
objective decision-making algorithm is proposed to the multi-
domain communication network of power business, which 
takes the performance of the enterprise middle station network 
as the judgment index. 

II. RELATED WORK 

A. The Overall Structure of the Enterprise 
In the environment of power Internet of Things, the 

information transmission between power users and power grid 
becomes more frequent. The demand for power consumption 
quality, real-time and reliability of information is higher and 
higher. The safe and efficient power communication network is 
the key link to cope with this demand. The comprehensive 
control function of the power communication network is the 
most important one [7]. This paper is based on the architecture 
of the resource control system of enterprise middle station as 
shown in Fig. 1. 

The architecture covers three parts: power business data 
forwarding layer, SDN cluster control system and software-
based power business layer. The first layer mainly includes 

passive optical network, wireless private network, industrial 
Ethernet and other hardware devices. The NFV technology is 
used to transform the switches and other equipment of the 
multi-domain accesses network. The OpenFlow general 
protocol is used to realize the integrated management and 
control of the cluster control system over the underlying 
equipment routing, bandwidth allocation, inter-domain 
switching and other functions. The underlying switch only 
needs to complete simple information forwarding and flow 
table matching tasks [8]. The southbound interface, which is 
responsible for the communication with the terminal, is 
responsible for providing a channel for information interaction 
with the control system. At the same time, distribution 
transformer videos surveillance, power consumption 
information acquisition and other services are connected to the 
data forwarding layer through the underlying hardware devices 
so that the control system can flexibly monitor and control 
them. 

B. Power Communication Network SDN Operation and 
Maintenance Control 
Realize the centralized operation, maintenance, 

management and control of power communication network, 
optimize the allocation of resources, and increase the flexibility 
and compatibility of the network. The idea of applying the 
SDN to the current power communication networks operation 
and maintenance management is shown in Fig. 2. 

This paper uses the method of operation and maintenance 
management and control for reference to improve various 
power distribution monitoring and management and control 
devices. It concentrates the proprietary hardware on a general 
hardware, uses software to realize its function, and makes it 
support programmable network interface. 
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distribution
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controller 
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Fig. 1. Enterprise Mid-stage Control Architecture. 
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Fig. 2. Network Operation and Maintenance Control based on SDN Technology. 

III. SDN HIGH RELIABILITY CONTROL SCHEME BASED ON 
CLUSTER TECHNOLOGY 

In the SDN control architecture, the controller is in the core 
position and is the basis of realizing the control function. How 
to deploy the controller and how to achieve the function is the 
key to realize the centralized management and control of the 
power communication network. This paper chooses the 
relatively mature and perfect controller cluster technology in 
the industry to complete the flexible deployment of various 
controllers in the architecture control layer, and realizes the 
operation and maintenance management and control functions 
of the power communication network through software [9]. 
The network realizes the data interaction between different 
functional controllers through a unique cluster communication 
process. The SDN control architecture based on the controller 
cluster is shown in Fig. 3. 

The architecture is divided into three layers from top to 
bottom. The first layer is the cluster management layer, which 
mainly completes the functional task allocation of the root 
controller and the information synchronization between them. 
The root controller layer is responsible for ensuring the 
consistency of the overall state of the network and processing 
the corresponding business in time. The third layer is the local 

controller layer, which is responsible for handling complex and 
diverse local services. At the bottom are some switches, which 
are used to forward and process the underlying information 
[10]. 

The application of cluster technology to the control system 
can make the centralized control architecture reduce the risk of 
single point failure of control equipment under the original 
control mode, which increases the good scalability. It also 
copes with tens of thousands of switch traffic, significantly 
shorten the transmission delay of southbound interface protocol 
packets, and optimize the network transmission quality [11]. 
For any network G, there are three parts, namely network node 
devices, communication links, and topology [12]. The 
reliability R of the network G mainly depends on the reliability 

nL  of the node equipment. The reliability of the link 1L  and 
the topology N.’s Functional relationship is as follows: 

( )1, ,nR L L N∈               (1) 

Formula 1 shows that the network reliability is directly 
proportional to the reliability quality of the three network 
factors. 

Root controller Root controller

Local software Local software

switch switch

Cluster 
controller

Cluster 
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Fig. 3. SDN Control Scheme based on Cluster Technology. 
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IV. INTERDOMAIN SWITCHING ALGORITHM BASED ON THE 
ANALYTIC HIERARCHY PROCESS 

When choosing the algorithm, we need to use the 
appropriate algorithm according to the actual needs. In the 
evaluation of multi-type resource characteristics of the multiple 
users participating in the aggregation by the analytic hierarchy 
process (AHP), the dimension of the clustering vector is low, 
so this paper analyzes the inter-domain hierarchical switching. 

The analytic hierarchy process (AHP) analyzes various 
influencing factors of things from different perspectives. Its 
main steps are shown in Fig. 4. 

1) Construct multi-index decision matrix: Firstly, on the 
basis of analyzing the target of the problem, the scheme set X 
to be selected and the index matrix S to make judgment are 
obtained. 

Where 1 2{ , , , }mX x x x=   represents that there are m 
alternatives. 1 2 ,{ , , }nS s s s=   indicates that there are n 
evaluation indicators. Then, a multi-index evaluation matrix is 
constructed: 

11 12 1

21 22 2

1 2

( )

n

n
ij mn

m m mn

a a a
a a a

A

a a a

α

 
 
 = =
 
 
 





   

             (2) 

Where ija  represents the result of alternative plan ix  
relative to the judgment index is . 

2) Vector normalization method 

The matrix A is normalized. 

2 2
 , 1,2, ,

ij

n
n

ab i m
a a

= = 

            (3) 

Where, matrix b is the benefit matrix, matrix a is the 
allocation matrix, i is the set of nodes accessible to ants other 

than the elements in the tabu list, and na  represents whether to 
allocate a frequency band to n users. 

3) The characteristics of different parameters are analyzed 
and compared to establish the corresponding comparison 
matrix. 

Compare each parameter of the candidate scheme. Take the 
relative importance of the impact factors as the standard. 
Conduct pairwise comparison. Finally, evaluate different levels 
according to Table I [13]. 

4) Perform pairwise comparison on the parameters of 
different levels, wherein the comparison result forms a 
judgment matrix ( )ijC c=

.
 As shown in the formula (4), the 

parameter i in the matrix 0ijc >
 
is more important than the 

parameter j. 

11 1

1

( )
n

ij n n

n nn

c c
C c

c c
×

 
 = =  
  



  

             (4) 

For the comparative decision matrix C: 

( )max C NCI
RI

λ −
=

             (5) 

Where CI represents the consistency index, RI represents 
the average random consistency index, and CR represents the 

random consistency ratio, and  is the increment of the 
solution converted into pheromone. 

CICR
RI

=
              (6) 

Where n denotes the order of the comparison matrix.
( )max cλ  represents the largest eigenvalue of the comparison 

matrix C[14]. 

Start

Parameter properties 

Establish judgment matrix 

Calculate values vector 

QoS parameter analysis 

Construction weight matrix 

End
 

Fig. 4. Power Resource Hierarchical Analysis Process. 

TABLE I. A COMPARISON TABLE OF THE IMPORTANCE OF DIFFERENT 
PARAMETERS 

Comparison of the importance of i and j The value of ija  

Equal 1 

A little important 3 

Important 5 

Very important 7 

Very strong importance 9 
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When CR < 0.1, it indicates that the consistency check of 
the comparison matrix C constructed by AHP is qualified. 
When CR > 1, it indicates that the consistency check of the 
comparison matrix C constructed by AHP is unqualified. At 
this time, the judgment matrix A needs to be reconstructed 
until the consistency check is qualified [15]. 

5) The calculation judgment index is the weight of each 
factor: Assume that the characteristic vector corresponding to 
the maximum eigenvalue ( )max Cλ  of the comparison matrix C 
of the decision index is shown in Table II. 

According to the comparison matrix of different candidate 
schemes under each index, the respective weight matrix is 
calculated as follows: 

1 2{ , }nW w w w′′ ′ ′′ ′=               (7) 

1 2{ , }P p p p
nW w w w=               (8) 

Finally, the distribution coefficients of the different 
alternatives can be obtained by multiplying PW  and W ′ . For 
weight sorting, the scheme corresponding to the maximum 

weight is the best scheme at the total level. The decision 
function is expressed as: 

( )max p
AHPf W W ′= ×

             (9) 

The flow chart of the decision algorithm is shown in Fig. 5. 

TABLE II. THE RI VALUE OF THE ORDER COMPARISON MATRIX 

m RI 

1 0.00 

2 0.00 

3 0.58 

4 0.90 

5 1.12 

6 1.24 

7 1.32 

8 1.41 

9 1.45 

10 1.49 
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Y

start

Detect network connection

End
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Y

Normalized

Input comparison 
moment

Calculate consistency 
indicators

Collection domain 
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Calculation factor sort

Current best domain 
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Fig. 5. AHP Algorithm Flow Chart. 
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V. SIMULATION EXPERIMENT ANALYSIS 

A. Contrast Solution 
In order to verify the performance of the algorithm in this 

paper, the following algorithm is used as a comparison scheme. 

1) RAR _ RS _ BiG: according to the algorithm idea, first 
perform augmentation operation on each SFC (Service 
Function Chain), that is, add backup VNF (Virtualised 
Network Function） in each SFC chain to meet the availability 
of the whole chain. Where: RAR is the file attribute. 

2) JDBS _ s: all VNF instances in the JDBS _ s algorithm 
are implemented based on the single-tenancy technology. 

3) GREP: The core idea of GREP to improve the 
availability of AHP is to provide backup for the VNF with the 
lowest availability in its corresponding SFC. Then, gradually 
provide backup for the less reliable VNF until the availability 
requirements of SFC are met. 

B. Parameter Settings 
For AHP, the number of VNFRs contained in each AHP is 

an integer randomly selected from the list [3, 4, 5, 6]. The 
CPUDRC, memory DRC and bandwidth resource requirements 
of each VNFR follow the uniform distribution of (10, 50) units. 
There are 10 kinds of VNFs in the simulation. The initial 
availability of each original VNF and the availability of each 
backup VNF are subject to the uniform distribution of (0.99, 
0.999). The number of AHP to be mapped, the availability 
requirements of AHP, and the CPU BRC and memory BRC 
required to instantiate a VNF will be used as variables in 
different simulation scenarios 

C. Simulation Results and Performance Analysis 
1) Comparative analysis of processing ability: In order to 

reduce the impact on errors, each set of results is based on the 
statistical values obtained from 10 experiments. The error bar 
to the figure represents the 95% confidence interval. In the 
simulation, enough resources are set for the data center so that 
all AHPs can be mapped to the network. Therefore, in each set 
of experimental results, the final number of servers started, the 
amount of CPU and memory backup resources consumed and 
the BRC can be used as indicators to measure the performance 
of each algorithm. The final performance comparison between 
the changed AHP availability Fig. 6 shows the resource 
consumption comparison and the final BRC comparison of 
each algorithm under the changed AHP availability. 

In the experiment of this scenario, the number of AHP to be 
mapped is 1000. The CPU BRC and memory BRC required for 
instantiating a VNF are both set to 20 units. 

As shown in Fig. 4.2(a), it is a comparison of the final 
number of servers used by each algorithm. From the results, it 
can be seen that the number of servers used by the algorithm in 
this paper is the least. Compared with RAR _ RS _ BiG, JDBS 
_ s and GREP, they can use up to 29%, 29% and 42% of the 
servers respectively. JDBS _ s is the single-tenancy version of 

the roBS algorithm, that is, except for the difference in the 
implementation of VNF and IJ, other algorithms, such as AHP 
mapping algorithm, resource reservation algorithm, and VNFR 
merging algorithm of the same type, are the same as the 
method in this paper. By comparing the algorithms, it can be 
seen that when the availability requirement of AHP is lower 
than the initial availability of VNF, that is, the experimental 
scenarios with availability requirements of 0.90 and 0.99, the 
two algorithms have similar performance. This is because in 
this case, the availability of the current VNF can meet the 
needs of AHP. There is no need to reserve a backup for each 
original VNF. 

2) Comparative analysis of algorithm performance: In this 
paper, based on the AHP algorithm, Matlab2014b is used as 
the simulation software to select the multi-domain network for 
the integrated automatic business of power grid resources in 
the enterprise middle station. The selection results are recorded 
for comparative analysis. 

The electric power communication system requires high 
network security. There are many video surveillance services, 
which are interactive. The bandwidth is the key to ensure high-
quality video streaming, so it requires a large communication 
bandwidth and a relatively high transmission delay. The 
demand for packet loss rate is weaker than the former two. The 
comparison matrix is shown in Table III. 

The maximum eigenvalue ( )max Cλ  and eigenvector γ  of 
the matrix C are obtained by using the eig function in 
MATLAB. It can be concluded that the CR value is less than 
0.1 through formulas (10) and (11). The decision matrix meets 
the consistency requirements and can be used to calculate the 
weight vector. The weight vector is normalized to obtain the 
single factor and weight coefficient combination of service 1: 

1 2 3 4{ , , , } {0.0469,0.0926,0.3641,0.4964}W w w w w′ = =  (10) 

1 2 3 4

1 2 3 4

, , ,
, , ,

P w w w w
W

w w w w
 

=  ′ ′ ′ ′             (11) 

According to the decision function, the distribution 
coefficient of the total hierarchy is calculated. The simulation 
results are shown in Fig. 7. 

The results are: 

( )0.2715,0.7285ts = ( )1 max 0.7345f ts= =  

Where 0.7285 represents the utility value 1f  of the best 
access domain 2 of the service, i.e., the distribution transformer 
video surveillance service in the current environment. 
Similarly, 0.2715 represents the utility value 1f  of the best 
access domain 1 of the service in the current environment. For 
the service 1f , domain 2 shall be selected as the best handover 
target network. 
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Fig. 6. Resource Consumption Comparison of each Algorithm and the Final BRC Comparison. 

TABLE III. DISTRIBUTION VIDEO SURVEILLANCE SERVICE COMPARISON MATRIX 

Comparative indicators Time delay Bandwidth Packet loss rate Hop count 

Time delay 1 1/3 5 5 

Bandwidth 3 1 8 9 

Packet loss rate 1/5 1/8 1 2 

Hop count 1/5 1/9 1/2 1 
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Fig. 7. Simulation Results. 

366 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 7, 2022 

In the aspect of electric power business, this paper selects 
typical business to study. In view of the intelligent electric 
power business, the analysis of its demand for the electric 
power communication network is more conducive to practical 
application. In addition to the control system, the intelligent 
electric power equipment is also an important component of 
the electric power communication network. Based on the 
analysis of the overall control system, this paper carries out a 
more in-depth and comprehensive study of the control system 
of the electric communication network. 

VI. CONCLUSION 
In this paper, the key technologies of the future electric 

power data Wan communication are studied. Through the 
research of network intelligent operation and maintenance and 
business scheduling strategy in enterprise platform 
environment, the research of resource elastic configuration and 
integration technology for IP network and optical transmission 
network, the efficient use of the IP layer and the optical layer 
network resources is realized, and the reliable operation of 
business is ensured, which is beneficial to that access of new 
equipment of a subsequent network and the rapid open of new 
services. Main work is as follows: 

1) Design the overall framework of software defined 
network centralized control for the new business of electric 
power communication network. 

2) The realization of network resource operation, 
maintenance management and control under centralized control 
architecture combined with typical application scenarios such 
as virtual power plant is done. 

3) The simulation software is used to verify the realization 
of typical functions of SDN centralized control system. 

The intelligent power equipment is also an important 
component of the electric power communication network. This 
paper is only based on the overall control system, and does not 
conduct in-depth research and design of intelligent power 
equipment. In the future, the optimization objectives and 
constraints in the construction of resource aggregates can be 
further improved, for example, the aggregation degree of 
resources can be optimized when considering spatial 
differences to achieve the simultaneous optimization of the 
characteristics and regions of resource aggregates. 
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Abstract—COVID-19 disease can be classified into various 
stages depending on the severity of the patient. Patients in severe 
stages of COVID-19 need immediate treatment and should be 
placed in a medical-ready environment because they are at high 
risk of death. Thus, hospitals need a fast and efficient method to 
screen large numbers of patients. The enormous amount of 
medical data in public repositories allows researchers to gain 
information and predict possible outcomes. In this study, we use 
a publicly available dataset from Springer Nature repository to 
discuss the performance of three machine learning techniques for 
prediction of severity of COVID-19: Random Forest (RF), Naïve 
Bayes (NB) and Gradient Boosting (GB). These techniques were 
selected for their good performance in medical predictive 
analytics. We measured the performance of the machine learning 
techniques using six measurements (accuracy, precision, recall, 
F1-score, sensitivity and specificity) in predicting COVID-19 
severity. We found that RF generates the highest performance 
score, which is 78.4, compared with NB and GB. We also 
conducted experiments with RF to establish the critical 
symptoms in predicting COVID-19 severity, and the findings 
suggested that seven symptoms are substantial. Overall, the 
performance of various machine learning techniques to predict 
severity of COVID-19 using electronic health records indicates 
that machine learning can be successfully applied to determine 
specific treatment and effective triage. 

Keywords—Severity prediction; COVID-19; random forest; 
Naïve Bayes; gradient boosting 

I. INTRODUCTION 
Research has shown that electronic health records (EHR) 

are becoming increasingly valuable to predict health outcomes 
or disease diagnoses [1]. For many years, researchers have 
been analysing EHR with statistical and machine learning 
techniques for prognostic evaluations. Statistical techniques 
are designed to determine relationships between variables, and 
machine learning techniques are designed to make the most 
accurate predictions based on EHR. Although both techniques 
play an important role in research, previous analysis has 
shown that machine learning outperforms statistical 
techniques because of the recent advancement of tools for data 
analytics and large quantity of data humanity has access to 
since the information explosion [2]–[4]. 

A significant number of prediction models utilising EHR 
have been proposed in the literature over past years, including 
in the recent COVID-19 pandemic [1]. The COVID-19 
pandemic presented massive data for examining social, 

behavioural, public health, and economic impacts [5]. Many 
recent studies have conducted data mining analysis using 
various available datasets that focus on the occurrence of 
confirmed, fatal and recovered COVID-19 cases globally to 
understand the threats and predict the subsequent planning of 
containment activities [6]–[9]. 

The severity of COVID-19 disease varies from mild to 
critical stages. Screening of positive COVID-19 patients at 
primary care clinics is used as the initial triage to determine 
the severity stage and admission to hospital [10]. With use of 
the conventional methods, the process to manage COVID-19 
patients in the initial triage is not efficient because of long 
waiting times for screening [11]. It has previously been 
observed that limited hospital resources and staff during the 
COVID-19 pandemic makes it important to decide which 
patients require more urgent treatment and which patients that 
can wait [12]. Therefore, a timely clinical decision is 
important to help in early detection of serious disease and 
provide effective treatment for the individual patient, which is 
important for reasonable allocation of medical resources. 

In recent years, machine learning techniques have attained 
popularity in the health area because of their capability to deal 
with enormous, complex and unbalanced data, and yield 
outcomes such as prediction [6]. Many machine learning 
techniques have been employed in forecasting the potential 
spread of COVID-19 [5], [11], [13], [14]; however, few 
studies have reported on the severity prediction of COVID-19 
patients [15], [16]. 

This study discusses the initial prediction of the severity of 
the COVID-19 stage by clinical information in EHR using 
machine learning techniques. Early prediction of severity of 
the COVID-19 stage allows the healthcare organization to 
develop an effective disease management approach, which 
may help prevent the progression of the disease. It also helps 
overcome the limited number of staff in the hospitals by 
enabling frontliners to help the screening process. By 
classifying COVID-19 patients into the stage of severity, it 
helps doctors to prioritized critical patients thus making the 
screening process more efficient. Further, it may improve the 
quality of life of the patient. This study also examines the 
significance of the 21 variables of COVID-19 in the study 
population. The scope of this study covers the design of the 
screening system application and the development of machine 
learning model for the system. 
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II. METHODOLOGY 

A. Project Methodology 
We used a hybrid methodology (Fig. 1) which combine 

waterfall and agile methods. The hybrid methodology model 
consists of five phases: Requirement, Design, Develop, Test 
and Evaluation. The requirements and evaluation phases are 
from the waterfall methodology and the design, test and 
develop phases are from the agile methodology. 

In the requirement phase, we collected the project 
resources such as dataset, tools and machine learning 
techniques. We designed the high-level system designs, 
flowchart and graphical user interfaces in the design phase. In 
the develop phase, we developed the predictive models using 
machine learning techniques and we test the predictive models 
until the best results were achieved. We evaluated the models 
in the evaluation phase using performance metrics such as 
accuracy, precision and sensitivity. 

B. Model Training Flow 
Fig. 2 shows the model training flow that we implemented 

in the development phase to train and test the machine 
learning techniques. We used the raw data for data 
preprocessing, feature selection, train model with training and 
testing data, and evaluate the model. The data preprocessing 
involves removing some irrelevant features that does not 
relevant, removing missing values, removing outliers, data 
transformation and data balancing. After obtaining the cleaned 
data, it will be split into two parts which is training data and 
testing data. The model will learn from the training data while 
testing data will be used to evaluate the model performance. 

 
Fig. 1. Hybrid Methodology Model. 

 
Fig. 2. Model Training Flow. 

C. High-Level Screening System Design 
The screening system (Fig. 3) consists of two main 

components: a) system and b) model. The system component 
requires an input from user to make a screening prediction 
using the predictive model derived from the model 
component. The system will response with output (prediction 
results) and store the results in the database. 

D. System Flowchart 
The flowchart of the screening system describes the way 

how the proposed system should work. As shown in Fig. 4, the 
flow begins with user login. Users need to register their 
username and password to use the system. When they enter 
their credentials, the system will verify the user and only 
allows authenticated users to login into the system. If they fail 
to verify themselves, the user must input the username and 
password again. There are two types of users for this system 
which is the doctor and the nurse. When nurse login, they can 
enter patient’s information and predict the severity of the 
COVID-19 patient. The system will display the predicted 
outcome and the score of the severity prediction. The input 
entered by the nurse will be stored in the database so that 
doctors can view the data. When the doctor login, the system 
will show the record of patients and their status. Doctors can 
keep track of patients’ status so that they know which patients 
are still waiting to be examined and which have been 
examined. 

 
Fig. 3. High-Level Screening System Design. 

 
Fig. 4. System Flowchart. 
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E. Graphical user Interface Design 
Fig. 5 shows graphical user interface (GUI) for the 

screening system that will serve as a way for medical 
practitioners to interact with the system. The GUI consists of 
seven web pages with forms for inputs and tables and graph 
for outputs. 

 
Fig. 5. Proposed Graphical user Interface. 

III. DEVELOPMENT OF MACHINE LEARNING MODEL 

A. Dataset 
The dataset was obtained from the Springer Nature data 

repository and consists of 478 patients (https://springernature. 
figshare.com/articles/dataset/Data_associated_with_the_articl
e_Epidemiological_and_clinical_characteristics_of_imported_
cases_with_COVID-19_infection_a_multicentre_study/12159 
918). The dataset contains the epidemiological and clinical 
characteristics of COVID-19 cases in China, and consists of 
21 variables, including the patient’s demographic profile, 
epidemiological characteristics, clinical data, contact history, 
case cluster, outcome and type of case. The performance of 
machine learning models depends upon the quality of the data. 
Thus, pre-processing was conducted on the dataset to handle 
missing values, outliers and data generalisation. 

After the pre-processing, only eight independent variables 
that is relevant to COVID-19 symptoms that will be used to 
predict the dependent variable (type) with three class labels. 
Table I illustrates the description for each variable. 

The original dataset distributions of each class in the target 
variable are disproportionate which may result in a poor 
predictive accuracy over the minority class [17] and bias 
towards the majority class. Thus, to rebalance the data, this 
study used the synthetic minority oversampling technique 
(SMOTE) which will increase the minority class to match 
with majority class. This data balancing technique aims to 
avoid imbalanced classification in developing predictive 
models on the dataset. The results before resample and after 
resample using the SMOTE technique are shown in Fig. 6. 

B. Tools 
We developed the predictive models using python 

programming language that provide useful libraries such as 
Scikit-learn for feature extraction and model training and 
testing. We designed the GUI forms with text fields and 
buttons using HTML and CSS. We stored the data in a 
MySQL database. 

C. Pre-processing and Feature Extraction 
We analysed and compared the accuracy of three feature 

selection methods to identify the features or variables that 
most likely contribute to the severity of illness. The feature 
selection methods are Pearson Correlation, Random Forest 
Importance and Recursive Feature Elimination (RFE). Fig. 7 
shows the accuracy comparison of feature selection methods 
applied with the Random Forest model. 

TABLE I. VARIABLE DESCRIPTION 

Variable Description 

Gender The gender of the patient. 

Age The patient’s age in years. 

Fever Whether the patient have fever. 

Cough Whether the patient have cough. 

Fatigue Whether the patient have fatigue. 

Dyspnea Whether the patient have dyspnea. 

Headache Whether the patient have headache. 

H-Temperature The patient’s highest temperature. 

Type The type of cases or the level of severity for the COVID-
19 case. (1=Asymptomatic, 2=Mild, 3=Severe) 

 
Fig. 6. Original Dataset vs Synthetic Minority Oversampling Technique 

Dataset. 

 
Fig. 7. Comparison of Feature Selection Methods. 
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The results show that the Random Forest model produces 
the highest accuracy of 76.92% when using RFE, compared 
with 76.44% for Random Forest Importance and 73.08% for 
Pearson Correlation. Thus, RFE was used to determine the 
importance of the eight features or variables according to the 
contribution in COVID-19 illness. We used RFE with cross-
validation to remove features or variables iteratively and find 
the most relevant features or variables that contribute to the 
severity of illness and have strong correlations between the 
selected features or variables. Fig. 8 shows the accuracy of the 
model obtained with cross-validation using different numbers 
of features. 

Based on the line chart in Fig. 8, the accuracy of the model 
is at the highest (78.0%) when the number of features selected 
is seven. Thus, we used those seven features in this study, 
which are Gender, Age, Fever, Cough, Fatigue, Dyspnoea and 
H-Temperature. 

D. Model Training 
We applied three machine learning techniques: Random 

Forest (RF), Naïve Bayes (NB) and Gradient Boosting (GB). 
The brief methodology, working procedure and differences are 
provided below. 

1) Random forest: RF is an ensemble method that 
combines multiple decision trees (DTs) together in a single 
forest. It is a powerful supervised machine learning algorithm 
that is capable of performing both classification and regression 
tasks with high accuracy [18]–[20]. Various studies in the 
medical area have used RF algorithms to, for example, 
diagnose diabetes mellitus [21], [22], identify cervical cancer 
[23]–[25], or predict the risk of severity for COVID-19 
patients at hospital admission [26]. 

In predicting COVID-19 severity, the RF technique will 
choose random samples from a given dataset and build an 
individual decision tree for each sample. One single RF model 
will have many DTs. Each DT will generate a prediction 
based on RF technique. As can be seen in Fig. 9, each 
prediction result contains a vote and the majority votes will be 
chosen as the final result. 

2) Naïve bayes: The NB algorithm works on the Bayesian 
theorem whereby the probability of a class depends on the 
probabilities of its variables [27]. The NB classifier is used to 
maximise the probability of the target class given the features. 
Previous studies reported that NB can be used to solve the 
classification problems with multiple classes [28], [29]. In this 
study, NB can be utilised in the type of COVID-19 severity. 
Fig. 10 shows the equation used in NB. 

3) Gradient boosting: GB is a method to develop 
classification models by optimising known techniques, such as 
DT, by adding new learners in a gradual sequential manner 
[30], [31]. This algorithm is also helpful as a prediction model 
as it has been used in past research [32], [33] to predict 
COVID-19. Individually, DT might give a weak prediction 
ability. However, when combined in an ensemble method, it 
can improve the accuracy by sequentially upgrading its 

performance. Fig. 11 shows how boosting in an ensemble 
method works. 

 
Fig. 8. Accuracy of Model by the Number of Features Selected. 

 
Fig. 9. RF Tree. 

 
Fig. 10. Equation in NB Classifier [27]. 

 
Fig. 11. Boosting Method. 
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As shown in Fig. 11, although the GB classifier is part of 
an ensemble method, this method is different from RF in that 
it does not take the majority vote from each tree. In contrast, it 
generates the results at a single tree and improves them 
sequentially until it obtains a good result. The RF, NB, and 
GB models were run using python software with the 
abovementioned independent variables or features (Gender, 
Age, Fever, Cough, Fatigue, Dyspnoea and H-Temperature) 
and dependent variable (Type), with three class labels. 

E. Evaluation Method 
We evaluated the performance of machine learning 

techniques according to evaluation metrics: accuracy, 
precision, F1-score, recall, sensitivity and specificity. These 
evaluation metrics used four basic attributes based on 
confusion matrix which are: True Positive (TP), True 
Negative (TN), False Positive (FP) and False Negative (FN). 
We calculated the accuracy values using Eq. (1). 

Accuracy = TP + TN/(TP + FP + TN + FN)            (1) 

We used precision, recall, F1-score, sensitivity and 
specificity to support the accuracy values. The method for 
these metrics is described in Eq. (2), Eq. (3) , Eq. (4) , Eq. (5) 
and Eq. (6), respectively. 

Precision = TP/(TP + FP)             (2) 

Recall = TP/(TP + FN)                (3) 

F1-score = 2 × (Recall × Precision)/(Recall + Precision)      (4) 

Sensitivity = TP/(TP + FN)               (5) 

Specificity = TN/(TN + FP)             (6) 

IV. RESULTS 
Our main objective is to compare the three machine 

learning models based on the accuracy performance in this 
section. In order to analyze the differences, we compare the 
performance accuracy using the five-fold cross-validation with 
stratification as a testing method to derive the best predictive 
model for optimal results. We measure the performance using 
various metrics including classification accuracy, precision, 
F1-score, recall, specificity and sensitivity to ensure the 
predictive model was fit to produce accurate results. Table II 
shows the performance of the three machine learning models 
that have been investigated in this study. 

Overall, results show that all the machine learning models 
can be used for predicting the severity of COVID-19 patients. 
However, the RF model produced the highest accuracy value 
of 78.4. This may be because of advantages of the RF model, 
such as building each tree independently and averaging the 
votes. The averaging method may be advantageous when 
dealing with multiclassification that aggregates individual 
predictions into a collective prediction. 

The RF and GB models recorded the same values for 
precision, specificity and sensitivity, which are 91.0, 94.7 and 
98.6, respectively. The NB model obtained perfect recall and 
sensitivity values of 100. 

TABLE II. RESULTS OF RF, NB AND GB FOR COVID-19 SEVERITY 
PREDICTION 

Performance 
measures 

Machine learning model 

Random Forest Gradient Boosting Naïve Bayes 

Accuracy 78.4 77.5 76.1 

Precision  91.0 91.0 89.0 

F1-score 95.0 95.0 94.0 

Recall 99.0 99.0 100 

Specificity 94.7 94.7 93.3 

Sensitivity 98.6 98.6 100 

 
Fig. 12. Visualising Significant Features for COVID-19 Severity Stage 

Prediction Produced by RF Model. 

We conducted another experiment using the RF model to 
determine the significant features or symptoms in predicting 
the severity stage of COVID-19 patients. The result is 
illustrated in Fig. 12, in which the most significant feature is 
H-Temperature. 

V. DISCUSSION 
This study set out to report on the performance of machine 

learning techniques in predicting the severity of COVID-19 
patients by using a publicly available dataset from the 
Springer Nature repository that contains clinical information 
of COVID-19 patients. Machine learning techniques provide 
an additional effective way of early screening of patients and 
do not replace the clinical evaluation. 

In our study, results showed that the three machine 
learning techniques had similar average predictive accuracy in 
classifying severity of COVID-19 patients (accuracy >0.75). 
This is consistent with prior findings using an RF model in 
clinical data [15] and other prior findings using RF, GB, and 
ensemble learning algorithms in primary care [34]. The RF 
model outperformed the other machine learning models with 
the highest accuracy to predict the severity stage of COVID-
19. 

Despite the similar accuracy, this study found minimum 
variations for other performance values between the machine 
learning models. The specificity values were regularly high 
for RF and GB models, which indicate that the proportion of 
patients without severe COVID-19 symptoms was correctly 
classified. The sensitivity and precision values were also 
consistently high for RF and GB models, indicating that the 
models identified most of the COVID-19 patients with mild, 
severe and critical disease severity stages. 
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The findings of this study have important implications for 
developing a COVID-19 severity screening system to assist 
doctors to manage COVID-19 patients before they are 
examined. Since the outbreak of COVID-19, hospitals have 
been struggling to keep up with the number of patients 
because of limited staff. Patients need to be screened so that 
doctors can prioritise the severe patients as they are at high 
risk of death. Therefore, more efficient ways to screen the 
patients are needed because manual screening can be time 
consuming. By using a COVID-19 severity screening system 
powered by machine learning models, hospitals can deploy 
frontliners who are not medical experts to help screen the 
patients before they undergo actual examination by the 
doctors. Thus, the time to screen the patients can be shortened. 

VI. CONCLUSION 
Machine learning techniques help to reduce the effort and 

time for medical practitioners to conduct early predictions for 
healthcare management purposes. As the number of deaths 
due to COVID-19 increases, a COVID-19 severity screening 
system is essential to reduce the progression of the disease. In 
this study, a comparison of three machine learning techniques, 
RF, NB, and GB were performed, and RF was found to 
achieve the best performance score. The results of our study 
show the potential of applying machine learning techniques in 
the early predictions of a COVID-19 severity screening. Using 
RF algorithm, body temperature (H temperature) has been 
found to be important criteria for diagnosing COVID-19 
severity level. This may call further investigation to explore 
temperature data visualization for temperature monitoring of 
COVID-19 patients. Other than that, a hybrid of machine 
learning techniques with optimisation algorithms with more 
data will be examined to further improve accuracy. 
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Abstract—ePHR (Electronic Personal Health Record) is not a 
new concept in the era of electronic health information. The 
advantages of ePHR in improving health outcomes through 
patient empowerment have been recognized globally and almost 
all countries that implement electronic health records (EHR) 
have created ePHR. This study identifies the components of the 
ePHR implementation study methodology that has been 
conducted throughout the country. The types of ePHR studies 
selected were adoption studies, acceptance studies, readiness 
studies, and evaluation studies. This study’s systematic literature 
review process is identification, screening, eligibility, data 
abstraction, and analysis. A total of 16 final journals were 
analyzed from 173 journals identified from 5 databases (Science 
Direct, WoS, Scopus, JMIR, and PubMed) regardless of the year 
of publication until April 1st, 2021. Among the findings based on 
the four objectives of the study, there are two findings that are 
considered important and interesting by the author; first, the 
existence of 22 additional variables to the evaluation model by 
almost all studies in this study which shows a clear need to 
improve the evaluation model which is the TAM Model. Second, 
although the proposal of conducting a scientific study to evaluate 
the perspective of ePHR stakeholders before ePHR is developed 
only appeared once, based on this study and the knowledge of the 
authors, it is a starting point for the successful implementation of 
ePHR. These two findings contribute to the recommendations for 
the best design of the ePHR implementation study described in 
this paper. 

Keywords—Personal health record; ePHR; ePHR evaluation 
variable 

I. INTRODUCTION 

A. PHR (Personal Health Record) 
PHR is part of health information. Health Information can 

provide five supporting powers to individuals, namely 
prevention, treatment, protection, health service and resource 
planning [1]. A physician knows the more knowledge about a 
patient, the higher the patient’s chances of receiving the best 
possible health care. Patients also need adequate health 
resources to recover more quickly while receiving fewer 
complications from the optimal treatment [2]. The increasing 
population equipped with new and complex health treatments 
has increased the demand for better and more efficient health 
services around the world. Complicated health problems have 
created more complex health care processes. The need for 
complete health information for better treatment is also 
increasing. Now, it can be seen that the increase in Electronic 
Health Record (EHR) initiatives is one of the methods of 

winning this issue [3], [4]. PHR emerges from an EHR and is 
defined as a health record related to a patient-administered 
treatment [5]. PHR is a general data set of individual lifelong 
health information that the public understands that can be 
securely [6] accessed at any time for the purpose of treatment 
(illness) and wellness. PHR is owned and managed entirely by 
the individual or a party appointed by that individual. PHR can 
exist in the form of electronic health records that comply with 
recognized interoperability standards and can be sourced from 
a various sources while accessed, shared, and operated by 
individuals [7]. EHRs are generated throughout the patient’s 
engagement with healthcare-related parties. This information 
consists of patient demographic data, patient progress records, 
patient problems, patient medications, patient health reading 
level information, patient medical history, patient 
immunizations, laboratory test result data and patient x-ray 
report. EHRs automate the workflow of physicians. EHR has 
some limitations because its records are based entirely on data 
reported by healthcare providers [8], [9] resulting in the 
existence of a trend that allows patients to gain access to their 
health data and makes them the owners of such data called 
PHR [10]. Based on the literacy study [10], PHR and EHR 
have different purposes, namely PHR is for the personal 
domain and EHR is for the organizational domain. The PHR is 
used for self-health management and monitoring that can be 
collaborated with the patient's digital device. At the same time 
PHR can integrate with EHR, EMR and other systems such as 
health insurance systems. PHR and EHR also can be integrated 
to exchange relevant patient health information [10]. Electronic 
Medical Record (EMR) is an application that consists of a 
repository of clinical data, clinical decision support, medical 
terminology, order requests by staff and medical practitioners 
and clinical documentation applications [7]. This environment 
supports patients’ EMR in inpatient and outpatient 
environments and is used by healthcare practitioners to 
document, monitor, and manage health delivery services. 
Individual health information can be created, collected, 
managed and consulted by physicians and staff of healthcare 
organizations [7]. 

B. PHR Implementation 
Based on this studies, it was found that PHR has existed 

since 1973 [11] and ePHR has existed since 2001 [12]. PHR is 
classified based the on health service provider, user type and 
system channel [5]. PHR user profiles are patients/individuals, 
health professionals and authorized third parties (patient/ 
individual families and government parties) who perform the 
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process of consultation, monitoring and maintenance of 
individual health [10]. PHR exists in the form of paper, and 
computer systems integrated between several health facilities 
and hybrids (computer systems that can be accessed anywhere) 
[10]. There are 20 types of data (Allergies, Demographic, 
Documents, Evolution, Family History, General, Genetic, 
Home Monitor, Immunizations, Insurance, Laboratory Results, 
Major Illness, Medications, Prescriptions, Prevention, 
Providers, Scheduling, Social History, Summaries and Vital 
Signs) that exist in the PHR and half of them (Documents, 
Evolution, Immunizations, Insurance, Laboratory Results, 
Medications, Prescriptions, Scheduling, Summaries and Vital 
Signs) exist in the EHR [10]. 

C. Implementation of ePHR in Malaysia 
Until April 1st, 2021, its shows that Malaysia has not yet 

conducted any ePHR acceptance study. Referring to the 
Information Technology Strategic Plan of the Ministry of 
Health Malaysia 2016-2020 [13], ePHR is not listed as one of 
the initiatives to be implemented. However, there is a journal 
[14] that shows the production of variable models (UTAUT2 
and PMT) to study of ePHR acceptance in Malaysia. Still, the 
authors found no references to show the results of studies using 
such models. Next, there is a study [15] prepared for the 
Ministry of Health Malaysia (MoHM) to develop a Lifetime 
Health Record (LHR) system [13]. The study yielded the 
structure of the LHR dataset. This dataset is prepared for the 
MoHM based on the clinical consultation process and the use 
of patient demographic records in the clinic. This LHR dataset 
is provided according to the needs of healthcare professionals. 
The proposed LHR has three components namely Patient 
Master Information, Health Condition Summary and Episode 
Summary. This research concludes that ePHR needs to be 
developed by taking into account the structure and components 
of LHR records according to the needs and perspectives of 
Malaysians. Also, there was last finding a study [16] about 
LHR in hospital and clinic of Ministry of Defense Malaysia. 

D. Need for the Review 
According to Alsahafi [5] the implementation of the health 

record computer system is moving from a service provider 
control information system to a patient/individual control 
information system, namely, ePHR (electronic PHR). He also 
noted that several countries such as the United States, England 
and Australia have chosen to implement globally integrated 
ePHR to improve the quality of health service delivery. The 
results of his study concluded that, although the advantages of 
ePHR are agreed almost worldwide, the acceptance rate of the 
implementation of ePHR is still at a low level. The authors 
have agreed with HS Park's suggestion that research is needed 
before ePHR is developed to identify the real needs and 
concerns of those interested in ePHR [17] and thus be one of 
the ways to solve the problem of low ePHR acceptance rate. 
Based on the reading of the journal until April 1st, 2021, the 
authors have agreed that a systematic review of the literature 
on the methodology of existing ePHR implementation studies 
(readiness, adoption, adaptation and evaluation) is needed to 
determine the best study design for ePHR studies. 

II. OBJECTIVE OF STUDY 
The objectives of the study to be archived sequentially are 

as follows: 

1) To identify the scope of the ePHR implementation 
study: The authors define the meaning of the scope of ePHR 
implementation as a study of two research boundaries, namely 
studies before or after the implementation of ePHR and the 
categories of ePHR study respondents such as patients, public, 
health professionals and others. 

2) To identify ePHR implementation research 
methodology: The methodological component chosen in this 
study is the method of collecting and analyzing research data 
which is qualitative, quantitative or mixed methods. Next, the 
authors want to see, the method is categorized according to the 
scope of the study that has been identified when achieving the 
first objective. 

3) To identify ePHR implementation acceptance models 
and the results: The authors want to identify the models that 
exist in ePHR implementation studies including the variables 
that exist in those studies. Next, the authors wanted to obtain 
all results from all selected studies. 

4) To identify ePHR implementation study 
recommendations: The authors want to get specific 
improvement suggestions for the implementation of ePHR that 
exist and are not bound to the scope of the study that has been 
identified in the achievement of the first objective. 

III. METHODOLOGY 
Referring to systematic literature review study by 

Mohamed Shaffril [18], the systematic literature review 
process used for this study follow the same process which are 
identification, screening, eligibility, data abstraction and 
analysis. 

A. Identification 
To identify the journal topic for this study, the search was 

made based on the review searching topic map as in Fig. 1. 

 
Fig. 1. Review Searching Topic. 
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Journal searches based on the topics in Fig. 1 were made in 
the databases of Science Direct (SD), World of Science (WoS), 
Scopus, Journal of Medical Internet Research (JMIR) and 
PubMed. As of April 1, 2021, the number of journals obtained 
based on the selected keywords and databases are as shown in 
Table I. The total number of a document identified was 173. 
The keywords used throughout this study are as follows: 

1) Keyword A = “Personal Health Record” AND 
“Acceptance” 

2) Keyword B = “Personal Health Record” AND 
“Adoption” 

3) Keyword C = “Personal Health Record” AND 
“Readiness” 

4) Keyword D = “Personal Health Record” AND 
“Evaluation” 

TABLE I. NUMBER OF JOURNAL BY KEYWORD AND DATABASE 

 SD WoS Scopus JMIR PubMed Total 

Keyword A 0 12 11 1 3 27 

Keyword B 3 30 41 3 9 86 

Keyword C 0 1 1 0 0 2 

Keyword D 2 23 21 1 11 58 

Total 5 66 74 5 23 173 

B. Screening 
The first screening is a review of the title and author of the 

document. Duplicate documents will be removed from the list. 
Next, a second screening was made by selecting published 
documents as journals and published in English. The journal is 
also a journal that is in the final stages. The screening results 
are as in Table II. Since the document identification results 
show that studies on the implementation of PHR are still 
lacking, this study does not specify the year of publication of 
the journal. The final number of journals after the second 
screening was 53. 

TABLE II. NUMBER OF JOURNAL BY KEYWORD AFTER SCREENING 

Keyword Journal Total 

Keyword A [19], [17], [20], [21], [14], [22], [23], [24], 8 

Keyword B 

[25], [26], [27], [28], [29], [30], [31], [32], 
[33], [34], [35], [36], [37],  [38], [39], [40], 
[41], [42], [43], [44], [45], [46], [47], [48], 
[49], [50] 

26 
 

Keyword C [51] 1 

Keyword D 
[52], [53], [54], [55], [56], [57], [58], [59], 
[60], [61], [59], [62], [63], [64], [65], [66], 
[67], [68] 

18 

Total Journal N=53 

C. Eligibility 
At this stage, the journal abstract is read carefully to 

identify the scope, methodology, evaluation model, results and 
recommendations of the study. If such information is not 
available in the abstract, a reading will be performed on the 
main document of the journal. Journals containing incomplete 

information are removed for further processing. Finally, a total 
of 16 articles as in Appendix I were selected for analysis. The 
percentage of the selected journal that provides sufficient 
information for the study is described in Table III. It shows 
only 9% of the journals found could be analyzed. 

TABLE III. NUMBER AND PERCENTAGE OF SELECTED JOURNAL FOR THE 
STUDY 

Identification Screening Eligibility 

Keyword A 

27 
Y 8 

8 
Y 6 

6 
N 19 N 2 

Keyword B 

86 
Y 26 

26 
Y 8 

8 
N 60 N 18 

Keyword C 

2 
Y 1 

1 
Y 0 

0 
N 1 N 1 

Keyword D 

58 
Y 18 

18 
Y 2 

2 
N 40 N 16 

173 
Y 53 (31%) 

53 
Y 16 (30%) 16 

(9% of journal 
found) N 120 (69%) N 37 (70%) 

Notes: 

Y = Selected journal after certain review process 

N = Rejected journal after certain review process 

D. Data Abstraction and Analysis 
The methods of analysis used in this study are as follows: 

1) Data extraction: Data related to the five major themes 
were extracted from the journal’s primary documents. The 
themes are the scope, methodology, evaluation model, results 
and recommendations of the study. 

2) Data grouping: Data for the scope, methodology and 
evaluation model were consolidated and grouped according to 
sub-themes as in Appendix I. The original data for the results 
and recommendations were summarized and grouped 
according to the themes of the data as in Appendix II. 

IV. FINDINGS 
The findings of the study were compiled based on the 

objectives of the study. 

A. Study about the Scope of the ePHR Implementation 
Based on the analysis, it was found that 9 (56%) studies 

were implemented before ePHR was implemented. 8 (50%) 
studies were conducted before ePHR was implemented. 10 
(62%) studies made patients as respondents, 5 (31%) studies 
used health professionals, 3 (19%) studies used the general 
public and 1 (6%) studies used health organization 
management staff. Only 1 of the 16 studies incorporated 3 
groups of respondents: patients, health professionals and 
management staff of health organizations and the study was 
conducted before the implementation of ePHR. All studies (3 
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studies) involving the general public were evaluated before 
ePHR was implemented. Meanwhile, 6 out of 10 studies 
involving patients were evaluated after the implementation of 
ePHR. 

B. Study about the Research Methodology for ePHR 
Implementation 
It was found that 11 (69%) studies were conducted with a 

quantitative method, 3 (19%) studies with mixed-method and 2 
(12%) studies with qualitative method. For the studies 
conducted before implementation of ePHR, only 7 (78%) 
studies were conducted quantitatively and the remaining 2 
(22%) studies were conducted qualitatively. Furthermore, for 
the studies conducted after the implementation of ePHR, 4 
(50%) studies were conducted quantitatively, 3 (38%) studies 
with mixed methods and 1 (12%) studies were conducted 
qualitatively. It is found that all studies that make the public as 
respondents use a similar method that is quantitative methods. 
Meanwhile, 6 (60%) studies on patients were conducted 
quantitatively, the remaining 3 (30%) studies were conducted 
qualitatively and 1 (10%) studies were mixed method. 

C. Study about the Acceptance Models and Results for ePHR 
It was found that eight (50%) studies adapted the TAM 

(Technology Acceptance Model) model as the evaluation 
model, two (12%) studies used the UTAUT (Unified Theory 
and Use of Technology) model and 6 (38%) studies used the 
SDT (Self-Determination Theory) model. Of the 16 studies, 
only 1 study used the TAM model completely without 
additional variables. The remaining 15 (94%) studies selected 
additional variables based on researcher’s knowledge named 
SDT. Of the 15 studies, 7 (47%) studies were combined with 
the TAM model, 2 (13%) studies were combined with the 
UTAUT model and the remaining 6 (40%) studies used the 
SDT model entirely. TAM combined variable model developed 
by Fred Davis in 1989 based on TRA (Theory of Reasoned 
Action) by Ajzen and Fishbein [24]. TAM contains two main 
factors of acceptance of a technology: Perceived Usefull (PU) 
and Perceived Ease-of-Use (PEOU). Venkatesh developed 
UTAUT in 2003 due to the integration of 8 models [69]. 
UTAUT has three factors that influence Behavioral Intention 
(BI) Factors: Performance Expectancy, Effort Expectancy, and 
Social Influence. Two factors that influence Use Behavior 
Factors are BI and Facilitating Conditions. There are four types 
of moderators, namely, Gender, Age, Experience and 
Voluntariness of Use. The SDT variables that has identified by 
this study are as shown in Table IV. 

Referring to Appendix II, the results of the study are 
summarized into thhree themes, namely, all IVs have an effect 
on DV, some IVs do not have an effect on DV and the number 
of themes produced. It was found that almost all studies gave 
the same results, that is, all the variables (IVs and themes) 
studied have been scientifically proven to affect the 
implementation of ePHR. 

D. Study about Recommendations for ePHR Implementation 
Appendix II contains recommendations from 16 studies 

summarized into 8 themes and taken the total frequency of the 
recommendations were raised. Table V shows the list of 
suggestions arranged according to most frequently mentioned. 

A summary of all the findings categorized according to the 
first three objectives of the study is as in Appendix III. 

TABLE IV. SDT VARIABLE BY QUALITATIVE STUDY 

SDT Variable (Quantitative Study) Journal 

1. Confidentiality 
2. Privacy [27] 

3. e-Health Literacy [19] 

4. Physician Autonomy Support 
5. Autonomous Causality Orientation 
6. Basic Needs Satisfaction 

[32] 

7. Health-care technology self-efficacy [31] 

8. Perceived data privacy  
9. Security protection  
10. Perceived health-promoting role model 

[22] 

11. Subjective Norm,  
12. Security & Privacy 
13. Computer self-efficacy 

[43] 

14. Task Technology Fit 
15. Patient Activation Measure [33] 

16. Physician-patient Relationship [23] 

17. Technology Barriers [24] 

18. Perceived Risk  
19. Facilitating Conditions [17] 

20. Compatibility 
21. Communicative [70] 

22. Impact on current workflow [38] 

TABLE V. LIST OF RECOMMENDATION 

Percentage of 
frequency Recommendation 

62% 1) Increase ePHR awareness or education among 
stakeholder 

50% 
2) The health proffesional should play a central role to 

improve utility and consequently the adoption of 
the ePHR 

31% 3) Design ePHR application acording to stakeholder 
need and concern 

19% 
4) Policymakers, and health-care providers must pay 

additional attention to increasing individuals 
conviction and confidence in using the ePHR 

6% 
5) Conduct sufficient study to identify  stakeholders’ 

perspective and need before ePHR development/ 
implementation. 

6% 
6) Healthcare policy-makers, physicians, and 

developers must consider actions to improve the 
usability of ePHR in the future 

6% 7) Some legal and ethical issues also need to be 
considered for ePHR adoption 

6% 8) Improve the quality of the physician-patient 
relationship 
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V. DISCUSSION OF RESULT 
Based on the findings of the study, the matters to be 

discussed of result are divided into three, namely the 
improvement of the evaluation model, the selection of key 
recommendations and the best design for ePHR 
implementation study. 

A. Improvement of ePHR Evaluation Model with SDT 
Referring to Appendix I, 69% (11 out of 16) of the studies 

were carried out quantitatively using the popular model that is 
TAM or UTAUT and 91% (10 out of 11) of the studies created 
an additional variable (SDT) that was combined with the 
existing model. These additional variables are scientifically 
proven to impact ePHR implementation. This shows that there 
is a need for improvement of either TAM or UTAUT models 
to evaluate health digital initiatives and researchers cannot wait 
for these improvements and are forced to develop their own 
SDT. The scientific selection of SDT was not addressed clearly 
in most of the research paper. It was found that the additional 
variables used by the researchers were based on the knowledge 
of the researchers [27], [31]. 

Based on the findings of this study, it can be concluded that 
there is a significant scenario of adding variables to the TAM 
and UTAUT models. Therefore, researchers who want to study 
the implementation of ePHR and want to identify the 
appropriate evaluation model, the authors suggest that they 
refer to the list of SDT variables in Table IV to get broad ideas 
for determining additional variables that want to be combined 
with the TAM or UTAUT model. All SDT variables listed 
have been scientifically proven by researchers and almost all of 
these variables have been evaluated from the patient's point of 
view. Researchers who want to improve the TAM or UTAUT 
Model or want to create a new model, researchers can also 
refer to Table IV to develop the most suitable model to 
evaluate the implementation of digital health initiatives so that 
the initiative is finally accepted and used fully. 

B. Selection of Key Recommendation of ePHR 
Implementation 
Although the awareness program is the most frequently 

mentioned recommendation, but the authors strongly agreed 
that the fifth recommendation in Table VI is the main and best 
recommendation that should be considered by all parties 
involved in the implementation of ePHR. Directly, the fifth 
recommendation is the first step to the success of the third 
recommendation expressed by 31% of the study. The fifth 
recommendation can indirectly help implementation the 
remaining recommendations. 

C. The Best Design for ePHR Implementation Study 
From these two findings, 9/16 studies (56%) were 

conducted before the ePHR was implemented and 6% 
conducted sufficient studies to identify the perspectives and 
needs of stakeholders before the development/implementation 
of the ePHR, the authors argue that although the studies before 
and after did not show significant differences in the pattern of 
results and percentage of the population, there are research 
recommendations before the development/implementation of 
ePHR that are selected as key recommendations as described in 

previous sub topic that can be taken seriously by ePHR 
implementation researchers. 

It was found that seven out of nine (78%) studies conducted 
before the implementation of ePHR, were carried out 
qualitatively, since the majority of studies carried out before 
the implementation of ePHR were carried out qualitatively, this 
study uses the same approach. It is in line with the concept of 
research design [71] which is exploratory towards the 
perspective of the general public, patients and health 
professionals towards the development/implementation of 
ePHR which is more suitable to be carried out qualitatively. 

As explained in sub-topic V(A), the ePHR implementation 
study is thought to be most suitable to be carried out by using 
the TAM model which is improved with SDT variables as in 
Table IV which can be studied on patients, the public and 
health professionals together or separately. 

VI. LIMITATION AND RECOMMENDATIONS 
From the point of view of digital initiative evaluation 

theory, this study only focuses on the evaluation of ePHR 
implementation. The authors chose to identify the components 
of the research methodology specific to ePHR before 
answering the question of whether the components of the 
ePHR evaluation model are similar to the digital initiative 
evaluation model in other areas such as finance, transportation 
and so on. Before comparisons can be made, a review of digital 
initiative evaluation studies in other fields must be conducted. 
The next question that may be studied is the model of 
evaluating health digital initiatives from the point of view of 
the public, patients, health professionals and health service 
providers as health digital initiatives have now changed from 
professional-centric to patient-centric. 

VII. CONCLUSION 
It is hoped that the results of this study can help those who 

want to develop, implement and evaluate ePHR. The authors 
believe that the new variables listed are realistic and up-to-date 
variables as well as recommendations that have been identified 
as relevant to be implemented for the successful 
implementation of ePHR. 
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Appendix. I. LIST OF JOURNALS WITH METHODOLOGY INFORMATION FOR ANALYSIS 

Journal (N=16) Country 
Period of Study Respondent Methodology Evaluation Model 

BFR AFT PB P O HP QTY QLY MM TAM UTAUT SDT 
ePHR Acceptance Study 
(n=6)              

[19] Saudi Arabia             

[17] Korea             

[21] Canada             

[22] USA             

[23] Taiwan             

[24] USA             

ePHR Adoption Study (n=8)              

[27] Iran             

[30] UK             

[31] Taiwan             

[33] North America             

[32] Canada             

[35] Canada             

[38] USA             

[43] Taiwan             

ePHR Evaluation Study (n=2)              

[53] German             

[60] USA             

% of sub theme  56 50 19 62 6 31 69 12 19 50 12 94 
Note: 

Period of Study : BFR=Before ePHR Implementation; AFT=After ePHR Implementation 

Respondent : PB=Public, P=Patient, O=Organization, HP=Health Professional 
Methodology : QTY=Quantitative, QLY=Qualitative, MM=Mix Method 

Evaluation Model : UTAUT=Unified Theory Of Acceptance And Use Of Technology, TAM=Technology Acceptance Model, SDT=Self-Determination Theory 

Appendix. II. LIST OF JOURNALS WITH RESULTS AND RECOMMENDATIONS FOR ANALYSIS 
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[19]            

[17]            

[27]            

[30]   3         

[31]            

[70]            
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[53]   4         

[32]            

[33]            

[35]   5         

[22]            

[23]            

[60]   3         

[24]            

[38]   4         

[43]            

Percentage of sub theme 89% 6% NA 62% 6% 31% 50% 19% 6% 6% 6% 

Appendix. III. SUMMARY OF FINDINGS 

No. Objective of 
Study Category Findings 

1. 
Scope of ePHR 
Implementation 
Study 

• Study Time Category 
• Before the implementation of 

ePHR 
• After ePHR Implementation 

• Respondent Category 
• Patients 
• Public 
• Organization 
• Health Professionals 

• 9/16 studies (56%) were conducted before ePHR was 
implemented 

• 8/16 studies (50%) were conducted after ePHR was implemented. 
• 10/16 studies (62%) were conducted on patients 
• 5/16 studies (31%) were conducted on health professionals 
• 3/16 studies (19%) were conducted on the general public 
• 1/16 studies (6%) were conducted on management staff. 
• 1/16 studies combined 3 groups of respondents (patients, health 

professionals and management staff) conducted prior to ePHR 
implementation. 

• 3 studies involving the public were evaluated before the ePHR 
was implemented 

• 6 of the 10 studies involving patients were evaluated after ePHR 
implementation 

2. 

Metodology of 
ePHR 
Implementation 
Study 

• Methodology Category 
• Quantitative 
• Qualitative 
• Mixed Methods 

• 11 studies (69%) were conducted using quantitative methods 
• 3 studies (19%) were conducted with mixed methods 
• 2 studies (12%) were conducted with qualitative methods 
• 7 out of 9 studies (78%) conducted before the implementation of 

ePHR, were carried out quantitatively. 
• 7 out of 9 (78%) studies conducted before the implementation of 

ePHR, were carried out qualitatively. 
• 4 out of 8 studies (50%) conducted after the implementation of 

ePHR, were carried out quantitatively. 
• While 3 studies are mixed methods and the remaining 1 study is 

carried out qualitatively. 

3. 

Assessment 
Model of ePHR 
Implementation 
Study 

• Assessment Model Category 
• Technology Acceptance Model 

(TAM) 
• Unified Theory of Acceptance 

and Use of Technology 
(UTAUT) 

• Self Determination Theory 
(SDT) 

• 8 studies (50%) used TAM 
• 2 studies (12%) used UTAUT 
• 15 studies (94%) established additional variables (SDT) 

• 7 out of 15 studies (47%) combined SDT with TAM 
• 2 out of 15 studies (13%) combined SDT with 

UTAUT 
• 6 out of 15 studies (40%) used SDT without TAM / 

UTAUT combination. 
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Abstract—This work deals with the importance of 
experimental practice in the teaching of physical sciences. By 
practice, we rarely mean practical work carried out in the 
laboratory. We examined the relationship between students' 
knowledge of physical science and how practice may or may not 
help them understand chemical and/or physical concepts. What 
emerges from a survey distributed to our students is that they are 
very favorable of the use of the practice. The problem posed in 
this work consists in identifying the impact of experiments on the 
acquisition of knowledge and in responding to the problems of 
learning through experience in the short and medium term. The 
analysis of the answers allowed us to conclude that the 
experiment in class, by the teacher, helps to understand the 
physical and chemical phenomena and can be done before or 
after the study of the theory. The length and difficulty of 
practical work sometimes worry students, trying to follow the 
protocol step by step. This fact underscores the importance of 
clarity of purpose, through which students can be guided toward 
questioning what is expected of them, such as knowing how their 
knowledge has increased. 

Keywords—Experimental practice; physical sciences; students; 
practical Work PW 

I. INTRODUCTION 

A. Contexte and Problematic 
Support for the conduct of experiments and the 

manipulation of devices by high school students qualifying 
during practical work has been a long-standing need for 
teaching the physical sciences: “Physics and chemistry are 
experimental sciences must be taught as such” [1], could be 
read in recent official instructions. 

From an educational point of view, the goal of the plan is 
for students to question themselves, act logically and 
communicate, and build their learning by being representative 
of scientific activities [2]. Numerous dissertations highlight the 
advantages of experience in terms of developing transversal 
skills and increasing the attractiveness of students for the 
physical sciences, but few are interested in its role in the 
acquisition of short or medium scientific knowledge term in 
students. For this reason, it seems interesting to us to study the 
impact on the students of the manipulation during the 
experimental phases on the acquisition of scientific knowledge: 

the realization of experiments allows the students to acquire 
better knowledge in the short and medium-term? 

School instructions regularly evoke the links between 
theory and experimental practice which plays various roles [3], 
for example when they recall that experimental activities 
"constitute the very foundation of physics and chemistry" [4]. 

There is a large debate around experimental practice to 
which several researchers have tried to answer. Should theory 
be taught before practice, or should theory be based on 
practice? 

For Duhem (2016) [5], to say that the theory is built by 
relying directly on the facts is a mistake, since the theory is not 
based on experience; it is rather controlled by experience. In 
other words [6], the physical theory does not start from the 
experimental facts; it seeks what are the fundamental properties 
that must be attributed to things and the relations that must be 
established between the changes of these properties in order to 
be able to deduce relations from them equivalent to those given 
by observation. 

If we say that theory precedes experience, the best example 
to cite is that of general relativity proposed by Einstein in 1915. 
A beautiful, revolutionary theory that nothing could prove at 
the time. The first experimental verification did not come until 
1919 with the Eddington experiment. On the other hand, if we 
say that experience precedes theory, we have the example of 
King Frederick II of Denmark who had funded an astronomical 
research center in the 16th century, which enabled unpublished 
and precise observations made by Tycho Brahe. 

And it is thanks to these observations that Kepler was able 
to propose his laws on the movement of stars [7]. 

Constantly concerned about "how" to improve our 
classroom practice, we have researched, at various levels of our 
professional curriculum, the difficulties experienced by 
students in learning physical sciences. We sought, among other 
things, to know the conceptions of Moroccan high school 
students qualifying on the role of experience in 
teaching/learning in physical sciences. 

To answer this problem, we will first look at the place of 
experience in the teaching of physical sciences and then, 
secondly, we will discuss the methodology used. We will 
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present and analyze the results collected, in order to answer the 
questions of the problem. 

B. Place of Experience in Teaching Physical Sciences 
Experimental activities allow the learner to practice the 

experimental process, criticize, formulate hypotheses, design 
experiments, to interpret results. We consider that the 
experimentation helps in a good understanding of the concepts 
in physical sciences or initiates the construction of knowledge 
and know-how among the students. 

The practical experience can thus be used to consolidate the 
acquired knowledge and to fill the various gaps of the 
theoretical course, in order to avoid any type of failure. 

 Different approaches combine to identify the real factors of 
failure, by pointing out the gap between saying and doing, 
between concepts and their uses [8]. 

Other factors can thus directly influence the decision to act 
towards such an educational system or a style of learning, in 
particular in practical work: (a) self-confidence, (b) the need to 
refer to others, (c) the need to use one's experience, and finally, 
(d) instilling the training model [9]. 

The learner profile defined by the program requires that the 
learner be able to carry out simple scientific experiments 
capable of highlighting certain facts and detecting the causes. 
The learner must therefore handle, observe [10]. 

Experimental activities are carried out in three forms [11]: 
The first form called "Practical Work" (PW) is a session 
devoted to manipulations made by students outside the class 
and guided by the teacher: verification of law, determination of 
a physical quantity, preparation of solutions, etc. 

The other two consist of integrated activities during the 
course: 

• In "course experiments", manipulations are usually 
done by the teacher, but the teacher sometimes allows 
the students to manipulate. 

• In PW - courses, the manipulations are done primarily 
by the students. 

Putting students in different learning situations allows them 
to diversify their approaches to a concept. In [12], the more 
they are confronted with different situations, the more they can 
discuss this concept and the easier it will be for them to 
memorize a given concept. 

Other experimental learning situations exist, namely the 
integration of virtual environments for the simulation of 
various practical works, such as in physics-chemistry [13, 14, 
15]. 

The development of the scientific spirit among learners has 
thus become more than ever a major objective of science 
education [16]. 

The steps to carry out practical work are specified by Joris 
Deguet and Guillaume Piolle, research professors in their 
research who specified that the method for doing a practical 
work takes place schematically in four phases represented in 
Table I. 

TABLE I. PHASES FOR CARRYING OUT PRACTICAL WORK 

Phases for carrying out practical work 

Preparation of 
the 
experimental 
protocol 

Carrying out the 
experiment 

Collection of 
results 

Interpretation 
and conclusion 

It is provided in 
the subject of 
the practical 
work, and it can 
be recalled in 
the report to 
make it easier 
to read, or to 
specify the 
stage that the 
student is 
describing. 

The actual 
manipulations. 
They follow in 
practical sessions 
in the laboratory. 

Detail all the 
experimental 
results collected 
during the lab, 
as well as their 
precise context. 
The results are 
linked to the 
protocol, to the 
experiment, and 
await 
interpretation, 
and they do not 
in themselves 
constitute a 
concluding 
element in a 
practical report. 

This is the key 
phase of the 
experimental 
method, the most 
important of the 
report. At this 
stage, 
conclusions are 
drawn, and 
above all 
variations in 
results when the 
experimental 
protocol is 
modified. It is at 
this stage, by the 
quality of the 
writing, that the 
understanding of 
the problem is 
assessed. 

C. Obstacles to the Physical Science Experiment 
On the practical level, obstacles sometimes stand in the 

way of the experience, in the case of the educational actors 
questioned, the lack of equipment and chemicals (silver nitrate 
for example), the lack of a preparer in the laboratory, and the 
time allotted for finding equipment and preparing (rehearsing) 
pose a problem for subject teachers. In [17], the creation of 
virtual modeling environments can be a good alternative to 
solve these obstacles. 

II. MATERIALS AND METHODS 

A. Research Approach 
We opted for a quantitative study based on the exploration 

and description of the data collected, as well as the comparison 
with related studies for discussion. The objective of our chosen 
approach is to get a set of concrete ideas of our research 
problem and objective. 

We chose to use a quantitative method instead of a 
qualitative one, because: 

• it reassured the interviewee and increased the response 
rate; 

• it clarifies ambiguous answers; 

• it allows us to transmit the questionnaire to the person; 

• it allows the questionnaire to be passed on to the person 
who is competent to answer it; and 

• suitable for questionnaires with "drawers". 
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B. Sample 
The surveys are conducted, during the 2018-2019 school 

year, in two provincial directorates of the Ministry of 
Education and National Training; Sidi Bernoussi and Moulay 
Rachid belonging to the Casablanca-Settat regional. The choice 
of these directorates is related to reasons of facilitation of the 
research process. 

Our sample consists of n = 300 qualifying secondary school 
students (common core and first year of the baccalaureate), 
94% of the students responded because the questionnaire was 
given to them in class and they had time to answer it. Indeed, 
simple random sampling (SRS) was used in our study. 

C. Method of Data Collection 
We opted for the anonymous questionnaire as our data 

collection instrument. The questionnaire items were divided 
into four parts: 

• Organization of the practical sessions: determine if the 
organization of the practical sessions and the objectives 
are clear enough. 

• Theory and experience: determine if one is separable 
from the other. 

• Role of experience: determine how the student 
perceives learning through experience. 

• Progress of the practical work sessions: determine how 
the pupils perceive the availability of the teacher. 

And finally, a section where students could freely answer 
three open questions: 

• In your opinion the practical sessions allow us to 
acquire new knowledge and skills? 

• In your opinion, what are the strengths and weaknesses 
of TPs? 

• Did the practical sessions help you understand the 
course in physical sciences? 

III. RESULTS AND DISCUSSION 
After the collection of data by the questionnaire, we 

proceeded to a statistical treatment using Excel software. The 
results were shown in the various figures below. 

A. Organization of Practical Work Sessions 
Fig. 1 gives the results of the two questions relating to the 

teacher's explanation and the clarity of the objectives of the 
practical sessions as answered by the respondents: 

 
Fig. 1. Organization of Practical Work Sessions. 

It turns out that: For 80% of the students questioned, the 
teacher's explanations help to better understand what is 
expected of them, and 75% declare the clarity of the objectives 
of the practical sessions. 

Work on effective teaching practices [18-29], show that the 
teaching activities of efficient and equitable teachers are 
characterized by the principle of clarity, clarity in the 
presentation of tasks and instructions to be performed by 
students, clarity in the general organization of activities 
teaching. The explanation of concepts and concepts is done 
simply and logically. 

What we noticed during the exercise of this profession of 
professor of physical sciences, is that, even if it is certain that 
the pupils should not be left in ignorance of the objective of 
practical work, they have a relative lack of autonomy. Indeed, 
as soon as part of the work is left to their judgment, we can say 
that they do not feel comfortable and ask a lot of questions. 

Among the stated goals of good practical work in numerous 
publications are the familiarization of students with the 
scientific process [30]; [31], cognitive and psychomotor skills 
(Galloway et al., 2016) [32] and a better understanding of how 
science works [30, 31], without forgetting that there is a strong 
link between a learner's motivation and his results (Deci, 
Vallerand, Pelletier, Ryan, 1991) [33]. 

B. Theory and Experience 
In Fig. 2, we have presented the results of the student 

survey concerning their opinion on the theory of experience. 

87% of students believe that theory must precede 
experience, which again shows a relative fear of the student 
facing the unknown, a lack of self-confidence and autonomy. 

In conclusion, for the pupils, it is useless to see the 
experiments before the theory; consequently, they prefer to 
already know the subject on which they must concentrate. 

According to the literature many experiments were carried 
out without being guided by a well-established theory but were 
instead undertaken to explore new areas. Let's look at some 
illuminating examples: The development of electromagnetism 
is a good example: many electrical phenomena were 
discovered by physicists such as Charles Dufay, André-Marie 
Ampère, and Michael Faraday in the 18th and 19th centuries 
through experiments that did not have been guided by no 
developed theory of electricity. 

 
Fig. 2. Theory Vice Versa Experience. 
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Another example to cite: is the constant and laborious 
experimental effort that characterized the field of particle 
physics, especially the fundamental constituents of the proton 
and neutron, which were discovered through several 
exploratory experiments at the end of the 1960s to the Stanford 
Linear Accelerator. 

For the second question of this item, we find in Fig. 3 that 
Almost 89% of students think that experience helps them 
understand the theory. When we analyzed the results, we could 
read that assisting or experimenting helps them build an image 
of the theory and keep it in mind. 

The practical work during which the student is supposed to 
think, act and manipulate is always preceded by theory, where 
the knowledge at stake in these labs is already in place, which 
leads to reinforcing the lack of autonomy among the students 
of the second qualifying. 

These results do not mean that experience should not have 
a close relationship with theory; in the end, there is only one 
physics, and it must ensure unity [7]. So, we can deduce that it 
is up to the teachers to clarify to the students the importance 
and the complementarity between the theory and the 
experiment whatever the first one. 

For the last question in this section, we find in Fig. 4 that 
70% of students think that the physical sciences cannot be 
taught without carrying out the experiments and also that the 
description of the experiment alone is not enough to understand 
the theory (76%). On the other hand, they need theory and 
practice to understand physical and chemical concepts. 

The teachers want the PW to develop scientific attitudes as 
well as a creative and critical dimension in the pupils, the latter 
for their part, are much more reserved about the achievement 
of the objectives characterizing scientific attitudes. 

They perceive the practical work under an aspect linked to 
the manipulative techniques and the illustration of the course 
[34]. On the other hand, we can find a part of the teachers who 
declare that the physical sciences can be taught without 
experimenting, in particular, at the forefront of national 
concerns and priorities in the discourse of the main political 
actors in Morocco [35]. 

C. Role of Experience 
76% of the pupils think that the pupil learns more from the 

experience than he did than that of the teacher, 77% prefer the 
experiences which were made in the group. All this is linked to 
the previous question, which asks them if practical work helps 
them to better understand the physical sciences (Fig. 5). 

The learning of manipulation techniques is facilitated, 
according to the literature and the teachers, by precise 
descriptive protocols, supplemented by illustrations and 
diagrams of the technique to be understood for the labs carried 
out by students in groups [36]. 

The teachers, for their part, emphasize their role to play in 
this learning as a student guide, in particular by validating or 
correcting the student's actions during the practical work [37]. 

 
Fig. 3. Theory and Experience. 

 
Fig. 4. Physical Sciences can be Taught without Experience. 

 
Fig. 5. Types of Experience that Students Learn Best. 
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D. Progress of the Practical Work Sessions 
For students, the lesson must be flexible enough to 

integrate the discussion on a topical subject if the opportunity 
arises; for this, we asked the student’s opinions on the course 
of the practical sessions (Fig. 6). 

It appears that: 

• The majority of the students questioned affirm that the 
teacher helps to build knowledge and overcome the 
difficulties encountered in understanding physical and 
chemical concepts. 

• Most students are very interested in experimental 
activities; with the majority finding that the teacher 
helps them better understand the course. 

• The results of this document have shown that the use of 
experience (under the guidance of the teacher), as an 
educational means in the teaching of the physical 
sciences and plays an important role among learners in 
the plan of acquisition of correct knowledge and 
concepts related to the program. 

The teachers, for their part, emphasize their role to play in 
this learning as a student guide, in particular by validating or 
correcting the student's actions during the session. 

For the last part concerning the three open questions, is not 
discussed in this report. The reason is that the majority of 
students surveyed did not answer these questions. 

 
Fig. 6. Role of the Teacher in the Practical Work Sessions. 

IV. CONCLUSION 
Our work aimed to explore the role played by experience 

from the students' point of view. The results obtained 
according to the statistics were favorable and benevolent and 
go to achieve the objective of the research and respond to the 
problem raised. The results that we can draw from our brief 
experience allowed us to raise many points of interest in our 
opinion: 

• The importance of the physical sciences comes through 
experimentation, whether it is a demonstration in the 
classroom or the form of practical work, carried out in 
groups by the students themselves. 

• The classroom teacher’s experiment helps to understand 
physical and chemical phenomena and can be done 
before or after studying the theory. 

• Try to vary as much as possible in the practical work 
sessions, showing the theory before the experiment or 
letting them discover the theory. We could see that they 
preferred to know the theory before applying it to the 
labs. 

• Practical work PW helps students to visualize the 
concepts taught, explore and develop their critical 
thinking skills. 

We can recommend to information and communication 
technologies, in particular carrying out practical experiments 
using digital tools in environments which depend on certain 
factors which seem to influence these practices.  

Indeed, the reflection on the modalities of digital use by 
students gives rise to several debates [38]. 

In addition, and a context of virtual experiential learning, 
several pedagogical approaches can reinforce the playful 
learning approach, particularly at a distance, which thus 
represents a powerful vector for promoting socio-professional 
skills [39].  

To this is added the importance of the educational act and 
the effective role played by the school in the construction of 
society based on solidarity and equal opportunities in different 
social and environmental environments [40]. 

V. RECOMMENDATIONS 
For research in didactics, this study can serve as a support 

for various didactic reflections on experimental practice and in 
particular, the development of practical work in physical 
sciences taking into account the opinions of learners. It can 
allow a reflection on an interaction between pupil and teacher 
and, between groups of pupils to promote their autonomy and 
participation in the construction of their knowledge. 

An interesting avenue for future research would be to seek 
to confirm these results by using a larger sample by conducting 
more similar experiments in other scientific disciplines to be 
able to draw a more general conclusion. 

In addition, we can identify in future research the 
constraints and obstacles hindering the integration of 
information and communication technologies for practical 
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laboratory work (lack of training, software, appropriate 
materials, assistance administrative, etc.). 

We can thus take advantage of the learning difficulties 
often detected when learners do not reach the level required for 
their age groups. They can take the form of poor motivation, 
limited memorization or concentration, inability to solve 
problems, maladaptive social behaviors, etc. [41]. 

The concepts of evaluation and oral communication are 
also important, making it possible to gradually improve 
learners' communication techniques and skills, while 
maintaining minimum stress and keeping the oral 
communication project in its persuasive dimension [42]. 

We can refer to the various works of educational 
researchers, such as those of Fallon in 2019 who explained that 
the first research focused on understanding scientific concepts 
using physical equipment, but technological advances mean 
now that there are new options for introducing this learning, 
through the use of technology and simulation. 

Indeed, the results indicate that the students developed a 
solid foundation of procedural knowledge about building 
different circuits and functional knowledge about circuit 
components which they applied to different circuit designs. 

Adding that teachers need to be very vigilant and work 
closely with learners, to ensure that accurate understanding is 
developed [43]. 

We can thus appeal to the research of Yardley's 2012 [44], 
research aim to introduce readers to the theories underlying 
experiential learning, which considers the theoretical basis of 
experiential learning from a learning perspective social and 
constructionist and applies it to three stages of medical 
education: the first experience in the workplace, internships, 
and residency. 

Another study investigated the level of usefulness of e-
module based on experiential learning in the physical sciences. 
The authors worked on Research and Development (R&D). 
The method used is a descriptive method with data collection 
instruments, namely the usefulness questionnaire of the 
electronic module evaluated by the teacher. 

The results showed that e-modules based on experiential 
learning were very useful in learning physics [45]. 

The results obtained can be exploited in future attempts to 
ensure better integration of the experience in the Moroccan 
education system, the main actors must collaborate to 
overcome the obstacles that prevent this integration, namely: 
the Ministry of Education and of training, and the teacher. 

VI. LIMITATIONS 
Although this study yielded important results in the 

quantitative database dealing with the importance of 
experimental practice in the teaching of the physical sciences, 
it has certain limitations. 

Indeed, the research is limited to a small sample belonging 
to two provincial directorates of the Ministry of Education and 
National Training; Sidi Bernoussi and My Rchid belonging to 
the Casablanca-Settat regional academy in Morocco. 

We did not consider the rural environment. This was due to 
the lack of equipment and resources available to the research 
team, which forced us to work only in the Casablanca-Settat 
region. 

Another limitation is that we have relied solely on the 
physical sciences, rather than other important scientific 
disciplines that are meant to be incorporated and generalized in 
this study. 
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Abstract—Enterprise Resource Planning (ERP) system has 
been defined as a configurable Commercial Off-The-Shelf 
(COTS) system integrated into multiple business functions. For 
most companies, adopting ERP has become necessary to maintain 
market competitiveness. However, ERP implementation is still 
critical because project success depends on multiple parameters 
and involves several stakeholders. This article deals with the Fit-
Gap analysis stage, which is an essential step in ERP 
implementation. This study was carried out through a literature 
review and interviews with experts to gather information and 
support stakeholders toward a successful Fit-Gap phase. It 
presents a set of recommendations for clients and consultants to 
consider before starting the Fit-Gap Analysis phase, and it 
presents an approach, with a decision support model represented 
as Business Process Modelling Notation (BPMN) based on several 
parameters to be used during the Fit-Gap Analysis stage to 
bridge gaps.  The results obtained are intended for clients and 
consultants to make the most rational decision to bridge gaps 
based on the recommendations found, the approach and the 
decision support models presented. 

Keywords—ERP systems; misfit; customisation; fit-gap 
analysis 

I. INTRODUCTION 
Information systems are at the company’s core [1]. Indeed, 

an information system is composed of workers, processes, 
systems, applications, databases, and rules. It is accountable for 
storage and information processing. It provides information to 
the employees [1]. Successful company management is 
attainable by providing the right information to the right 
person. However, an efficient information system helps to have 
a productive and competitive company. Many enterprises have 
and use an Enterprise Resource Planning (ERP) system for its 
managerial characteristics. 

ERP is a software package that automates and integrates a 
company’s business processes [2]. Nowadays, Small and 
Medium-sized (SMEs) and Large Enterprises are adopting 
these systems for their many organisational advantages. 

Scientific research has focused on ERP implementation 
since it is a significant phase in its life cycle. Researchers have 
also emphasised some key success factors, given the high 
degree of failure rate cited in previous research and observed in 
the field [3] [4] [5] [6]. 

Several success factors for the implementation project have 
been mentioned in the literature, among which we found that 
the ERP was not adapted to the company’s business processes. 
Indeed, the ERP does not always meet the customer’s needs. 

Here, we notice a gap, or what is also known as a misfit, 
between the system and the company’s business process. 
Therefore, this gap can be bridged in several decision-making 
[7]: 

• Entirely adopt the ERP standards and completely 
abandon its processes (we called this the vanilla 
method) through the Business Process of Re-
engineering (BPR). 

• Waive some of its established requirements. 

• Find workarounds to bridge this gap (this may be 
achieved by introducing other applications or manual 
work). 

• Customise the ERP system to fit the company’s 
processes. 

The company should decide the strategy to align the ERP 
systems with the customer needs and business processes, which 
will inevitably be a project success factor. Leading and 
evaluating this decision-making is an interesting aspect to 
consider. Therefore, it is going to guarantee the project’s 
success. Making the right decision is a key factor to avoid 
falling into a standard problem of ERP systems implementation 
i.e., over-customisation. 

ERP over-customisation is a classical issue. Several 
research pathways have approached the issue from different 
angles to address it, in a theoretical or empirical way. 
However, the tools and methods that have been developed only 
propose a partial solution to the problem. Hence, the need to 
develop a new study includes a solution to solve the entire 
issue. Even though scientific research has a keen interest in this 
problem, it is still topical to find companies that do not handle 
having a system set up correctly to meet their needs. The cause 
is often because of unsuccessful management of gaps. 

This article deals with the Fit-Gap Analysis phase by 
presenting first, the literature review concerning this phase; 
Second, recommendations to be taken into consideration before 
starting the Fit-Gap Analysis stage. And finally, an approach 
and decision support model to address gaps. 

II. LITERATURE REVIEW 
To define this study and understand the proposed problem, 

the following section discusses some points that are directly 
related to the subject through a literature review i.e., ERP 
misfit, misfit types, Fit-Gap Analysis, ERP customisation, and 
synthesis. 
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A. ERP Misfit 
ERP misfit is a derivation of a broader concept called Task 

Technology Misfit (TTF) to explain the gap between  ERP 
systems in terms of technology and the organisation’s 
requirements [2]. Fig. 1 explains it in an illustration form [8]. 
Indeed, several studies have used this concept to have 
improved clarification regarding ERP misfit [9] [3] [10]. 
Therefore, it would be wise to learn more about the TTF and 
investigate the topic to have a better understanding of ERP 
misfit. 

The TTF theory shows the degree of Information 
Technology (IT) capability to support user requirements. It is 
important to state that information systems can only have 
positive effects on the system or the user performance if they 
align with the user requirements in terms of tasks [11]. It is, 
therefore, clear that TTF is an excellent system performance 
indicator and even better than user satisfaction or technology 
use [12]. 

The projection of the TTF theory on ERP systems is, 
therefore, being the ERP misfit. To have an efficient ERP and 
better use of it, it is important to have a high degree of fits and 
consequently a very low degree of misfits. The primary cause 
of failure in implementation projects reports this ERP misfit 
with the customer’s requirements [13]. This is a real problem to 
be taken seriously when implementing an ERP in a company. 
This is because it could cause much more damage than poor 
performance or reduced flexibility and agility [14]. It could 
also lead to large financial losses on the scale of hundreds of 
millions of dollars, or even near-bankruptcy [15]. 

B. Misfit Types 
Many studies have classified misfits according to several 

categories and different angles, ranging from broad categories 
to subcategories. There are perceived misfits and real misfits 
[16]. It remains significant to distinguish the two misfits to 
know how to solve them [17]. 

Perceived misfits are misfits that do not cause any difficulty 
in the business or taxes. They are usually caused by ERP 
systems functioning ignorance, unrealistic customer 
expectations, and resistance to change. No matter how well the 
ERP technically works, it can still face opposition. So having 
motivated users and cooperation from the business team is 
crucial [18]. 

Real misfits are the true inadequacy of the ERP systems 
with the customer needs, including imposed misfits and 
voluntary misfits [15]. The imposed misfits are therefore due to 
either an obligation set by the authorities or by industrial 
standards [19], contrary to the voluntary misfits, which are 
company choices to distinguish itself in the market [7]. 

There are two other misfit types that can be considered 
subcategories of the previous types, “deep structures” and 
“surface structure” [20]. The deep structure type is at the core 
of misfits. They occur when things, properties, states, or 
transformations are erroneous or represent deficiencies in the 
system [21]. In addition, surface misfits can cause mismatches 
if the software does not offer the proper format for reports, 
provide the appropriate roles to access information, or have a 
suitable user interface [7]. 

 
Fig. 1. Task Technology Misfit Diagram. 

There is another misfits classification made by Soh et al. by 
grouping the most common mismatches into three categories: 
input, processes, and output misfits [21]. 

Input misfit is the inability of the ERP systems to capture 
different objects, attributes, or documents in the ERP database 
[22]. It is a misfit concerning the data entries and the diverse 
relationships between the entities in the data model [21]. It is 
natural that the absence of certain elements, in terms of data, 
will lead to severe software deficiency and will affect its 
performance [2]. Therefore, input misfits can be included in the 
deep misfit category [16]. 

Process misfit refers to, the incompatibility between the 
business requirements and the ERP systems in terms of 
required processes and procedures [21]. ERP is supposed to 
represent the workflow activities of the enterprise as they are in 
the real world. This inability to model them in the ERP system 
is a process misfit. Typically, that will affect information 
quality, presenting the user with poor quality or illogical 
information [2]. This misfit category is also included in the 
deep misfit [16]. 

Output misfit is the incompatibility between the ERP 
systems and the business requirements, in terms of information 
format presentation, interface content, or reports. The 
information which is poorly presented to the user will take an 
extended amount of time to be understood and could 
eventually be misinterpreted [23]. Therefore, output misfits can 
be included in the surface misfits [16]. 

Another category can be added to the three other types. 
Established by Soh et al, it is the latent structure [20] 
containing three additional categories proposed by D.M. Strong 
and O. Volkoff, i.e., role misfit , control misfit, and 
organisational culture misfit. In this article, only input, process, 
and output misfits are treated. Fig. 2 represents misfit  types 
according to Eli et al., Joost A. A. van Beijsterveld and Willem 
J. H. van Groenendaal and Tan Shiang-Yen et al. [7] [16] [2]. 

C. Fit-Gap Analysis 
Fit-Gap Analysis is a critical phase in the ERP life cycle. It 

is used for ERP systems selection and to generate inputs for the 
design phase [24]. Therefore, we note high-level Fit-Gap 
analysis in ERP pre-implementation and detailed Fit-Gap 
Analysis during implementation projects [25]. Fit-Gap 
Analysis is conducted by several stakeholders: ERP vendors, 
consultants in charge of the implementation project, and 
customers who will implement the ERP systems [26]. 
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Fig. 2. Misfits Type. 

In high-Level Fit-Gap Analysis, the aim is to select the 
most suitable ERP systems for the company [8]. It is based on 
a fit between the customer requirements and the ERP systems 
capability. It is, therefore, a matter of minimising the gap 
between the ERP systems and the customer needs by selecting 
the ERP that best meets these criteria. The right choice will 
increase the chances of successful project implementation. 

The high-Level Fit-Gap Analysis can be done by following 
these steps [11]: 

• a review of customers’ business needs and ERP systems 
capabilities. 

• the selection of a comparison approach. 

• a comparison of business needs with ERP systems 
capabilities and the documentation of fits and gaps. 

Once the most suitable ERP is selected, the company can 
move on to the next phase, which is the detailed Fit-Gap 
Analysis. Indeed, this phase is critical. It is about collecting all 
the misfits and fits between the ERP and the customer 
requirements. As soon as the set of gaps is determined, it 
should be resolved by a successful implementation of the 
project [24]. The gap resolution can be done either by 
customising the ERP system or by adjusting to business 
processes. The detailed Fit-Gap Analysis is therefore used to 
determine the degree of change that needs to be made to both 
the softwares and the company [27]. 

D. ERP Customisation 
Customisation is a term used to refer to ERP modification 

to align with customer needs [28] [29] [30]. The customer 
specifies his business requirements. If the ERP meets them, 
there will be no need to customise the system. Otherwise, the 
client is left with several alternatives, among them, ERP 
customisation [31]. To make such a decision, several 
parameters come into play. We often find the cost-benefit 
aspect as key [32]. However, some important parameters are 
not always taken into consideration by stakeholders. For 
instance, S. Koch and K. Mitteregger insist on the study 
maintenance and its costs to decide whether to customise ERP 
systems or not [33]. 

Despite the many benefits that ERP customisation can 
bring, such as increasing the local efficiency of the company 
[34], and user satisfaction [35], most scientific research 

remains categorical about minimising customisation to achieve 
a successful implementation project [36] [37]. Indeed, 
customisation increases the duration of the implementation 
project. It can generate bugs and update issues. One can even 
say that it can jeopardise the many benefits that ERP can bring 
[2] [38]. However, it is still usually necessary. The question 
one might ask is, what limit must never be exceeded to not 
sway towards over-customisation? 

E. Synthesis 
In the literature there are various studies proposing several 

techniques and methods to provide a solution to ERP misfit, 
several evaluation methods have been proposed to treat the 
issue partially. 

Numerous studies proposed to study the relationship 
between ERP customisation and system maintenance.  S. Koch 
and K. Mitteregger conducted a study to evaluate the 
relationship between customisation degree and support effort 
[33]. While B. Light presented, two cases, describing 
customisation performed and the maintenance implications 
[28]. 

S. Parthasarathy and S. Sharma realised the research on the 
customised ERP efficiency. They adopted a quantitative 
method using Data Envelopment Analysis model [37]. The 
purpose is to examine customised ERP efficiency and the 
relationship between customisation degree and ERP package 
efficiency [37]. 

Customisation can also impact ERP quality. S. 
Parthasarathy realised an empirical study based on framework  
and advanced a set of hypotheses to establish the relationship 
between the customisation carried out by ERP vendors and 
ERP resulting quality [31]. 

Customisation has also to take into account different types 
of ERP systems. Elin Uppström et al. proposed different 
options for Cloud ERP and One-premise ERP and discuss the 
difference between there [39]. 

C. S.-P. Ng treated the relationship between ERP alignment 
types, operational characteristics, degree of system use, user 
satisfaction, and system benefits [35]. 

Hustad et al. have described the different types of misfits 
and types of tailoring [7]. 

Table I (Appendix) is a synthesis of these studies carried 
out in the previous research about the Fit-Gap Analysis phase, 
ERP misfit, and ERP customisation. 

Based on the research related to ERP misfit, Fit-Gap 
Analysis, and ERP customisation, it is clear that there is a need 
for a study that takes into account all of this research to support 
consultants and clients during the pre-Fit-Gap Analysis phase 
and the Fit-Gap Analysis. 

III. RESEARCH METHODOLOGY 
This study aims to avoid redundant errors in previous 

projects in the Fit-Gap Analysis phase. A set of 
recommendations are presented concerning Fit-Gap Analysis. 
This recommendation should be reviewed before starting this 
stage. Later in this paper, an approach and a support model are 
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presented as Business Process Modelling Notation (BPMN) to 
support stakeholders in this phase. These two main objectives 
can be formulated as three questions: 

RQ1: What are the recommendations that should be 
reviewed before starting the Fit-Gap Analysis phase? 

RQ2: What are the parameters to consider during the Fit-
Gap Analysis phase? 

RQ3: Which decision support model should be used to 
address the gap? 

Furthermore, this study was conducted based on a literature 
review. It uses Kitchenham et al. methodological guidelines 
[40] [41]. The relevant literature on the Fit-Gap Analysis stage, 
ERP customisation, and ERP misfit were reviewed, 
summarized and supplemented with information available from 
case studies and surveys. We also identified the 
recommendations to be considered before the Fit-Gap Analysis 
stage and the most important parameters to bridge gaps through 
the literature. We could establish this study by following three 
main steps: planning, conducting, and reporting. 

Moreover, theoretical findings related to Fit-Gap Analysis 
were combined with ERP practical recommendations to derive 
insights. 

Subsquently, we conducted interviews with experts in ERP 
systems: consultant in the digital transformation of financial 
services, legal services, and HR management, SAP BO Project 
Manager, and Associate Manager SAP – S/4HANA certified. 
The interviews were based on a questionnaire (Appendix). 

Fig. 3 explains the methodology followed in diagram form. 

 
Fig. 3. Illustration of the Methodology Followed. 

To establish a model for companies and consultants, some 
key indicators need to be defined: 

• accessible and understandable, 

• easy to understand and implement, and 

• representative of reality and adaptable to 
implementation projects. 

IV. RESULT AND DISCUSSION 
 After the literature and experts recommendations, Pre-

Fit-Gap Analysis recommendations are established to consult 
and consider before initiating the Fit-Gap Analysis. An 
approach and a decision support model to support stakeholders 

during the Fit-Gap Analysis are conceptualised using BPMN. 
Fig. 4 presents the study results. 

This study will support the consultants and the customers 
throughout the Fit-Gap Analysis phase consequently the failure 
rate of the implementation project will be reduced. The first 
step is to give them recommendations to consider before 
starting the Fit-Gap Analysis stage to avoid redundant mistakes 
in previous implementation projects. The second step is to 
present an approach and a decision support model to prepare 
them for the Fit-Gap Analysis phase to bridge gaps. 

A. Pre-Fit-Gap Analysis Recommendations 
Pre-Fit-Gap Analysis recommendations are intended for 

both the customer and the consultants. They will be handy to 
prepare the stakeholders for the Fit-Gap Analysis phase and 
support them in making the most rational decisions, thus, 
avoiding mistakes that could lead to failure. Pre-Fit-Gap 
Analysis recommendations are presented and discussed in the 
eleven recommendations below. 

1) Minimise customisation while trying to realise that 
there is a trade-off between effort and value: As mentioned, 
several times in the literature, customisation generates an 
additional cost and increases the implementation project 
duration. Studies have converged on a single result: 
customisation should be minimised to succeed [42] [43] [3]. 
T. Sommers and K. Nelson analysed the responses of 86 
organisations, confirming this result [3]. 

S. Parthasarathy and S. Sharma have shown through their 
studies that low customisation would increase ERP efficiency. 
According to this study, the best situation for better system 
efficiency in terms of productivity is adopting the ERP 
standards, with minimal customisation [37]. 

 
Fig. 4. Illustration of the Study Results. 
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Customisation risks are that it introduces errors into the 
system, making updates more difficult and increasing 
maintenance costs [2] [33]. A study result made by S. Koch 
and K. Mitteregger shows that there is a correlation between 
customisation and ERP support effort. Therefore, increasing 
the customisation degree will increase the support effort 
specifically for the help desk [33]. 

It is clear from the previous studies regarding ERP 
customisation and the success factors of the implementation 
project that minimal customisation would be the most 
appropriate for ERP implementation success. Therefore, before 
starting the Fit-Gap Analysis phase, both the business team and 
the consultants should be aware that customisation should be 
minimised. It should be used only in case of extreme necessity 
and in exceptional circumstances, such as losing 
competitiveness in the market [37]. 

It is, therefore, making a compromise between effort and 
benefit by trying to minimise the ratio between effort and 
benefit. However, the effort has been defined in several ways 
and estimated with different methods. S. Koch and J. Mitlöhner 
proposed a study reviewing the literature on effort estimation 
methods for ERP projects, their validations, and limitations 
[32]. 

2) Train the internal team on the operation and ERP 
systems functionalities: Several studies have investigated the 
Critical Success Factors (CSF) of the ERP implementation 
project [3] [4] [5] [6]. Given the number of failures that have 
occurred over the years, Muscatello et al. reported that 40% of 
the implementation projects are partially successful while 20% 
fail [44]. 

Among the CFSs found in the literature that leads 
implementation projects to success, there is training [45]. This 
is a vital component of the project. However, there are two 
stages of training. A training session for the business team 
before starting the Fit-Gap Analysis phase, and another training 
session for end-users. Both steps are crucial for the 
implementation project to be successful. However, this article 
is more concerned with the first one. 

Training can also increase user satisfaction. It is an 
investment that brings individual benefits and advantages to 
the entire company [5]. Indeed, this concerns SMEs and large 
organisations. Laukkanen et al. reported in their study that 
SMEs have poor knowledge of the ERP systems and that this 
should change [46]. 

The Business team should be trained on the ERP  systems 
and their functionalities before starting the Fit-Gap Analysis 
phase to have a positive attitude towards its implementation. 
This would increase its acceptance by project stakeholders and 
end-users [47]. And therefore, training is an excellent approach 
to reducing resistance to change [46], thus avoiding over-
customisation. It is also a way of involving the users and the 
business team in the implementation project, especially the Fit-
Gap Analysis phase, that leads to better system optimisation 
and consequently a better use of the system [48]. 

3) Ensure operational departments’ involvement: 
Department managers should be involved in the 

implementation project and especially Fit-Gap Analysis. It is 
not the consultants who have to decide on ERP customisation. 
The internal experts of the company should also be involved 
in this decision. The idea is not to rely heavily on the 
consultants, but to lead the project together by engaging the 
internal team more [43]. 

The operational department’s involvement would conduct 
to a better ERP acceptance. This would lead to project 
ownership and participation in the organisation's improvement 
and subsequently reduce resistance to change. The company 
will ensure that the project is both technical and managerial 
success. 

4) Work in harmony between internal and external teams: 
A Fit-Gap Analysis is carried out in teams by several 
stakeholders. To succeed in the Fit-Gap Analysis and achieve 
the fixed goals, it is essential to have cohesion within the 
team. 

It is challenging to build the client’s trust in external 
experts especially when client believes that they will maximise 
customisation to increase implementation cost since it is billed 
by the hour [43]. However, trusting the consultants is essential 
because they know the ERP systems better and can suggest 
improvements to the business. 

Trust can only be established between internal and external 
teams by following certain aspects: 

• having greater transparency of both parties, and 

• making sure that the consultants have enough 
experience and knowledge of the business.by putting in 
place business team training. 

Conflict management is also an important factor in Fit-Gap 
Analysis success. It allows for better group cohesion and better 
trust between stakeholders which opens the possibility for 
several solutions to the problems [49]. 

G. Chen et al. considered three approaches to conflict 
management: cooperative, competitive, and avoiding [50]. The 
cooperative approach allows better teamwork based on mutual 
help and spontaneous communication between team members. 
This approach also permits an exchange of ideas that stimulates 
creativity and innovative solutions [49]. 

The competitive approach is another alternative used when 
leaders expect very high performance. They prefer to use 
conflict to choose the best-performing ideas. This approach 
creates a competition between the stakeholders which limits 
the Fit-Gap Analysis phase’s success [49]. 

The avoiding approach is based on solving problems early 
before they become serious issues. Leaders who use this 
approach tend to pay special attention to the professional needs 
of their subordinates. This is a conflict prevention approach. 
However, this method does not resolve the conflict but 
dissipates it [49]. 

It is better to adopt the cooperative approach that will push 
for better cohesion and communication and stay away from the 
avoiding approach that limits stakeholder’s productivity. This 
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way, leaders will have high expectations; hence they will 
employ the competitive approach which can be beneficial if 
used moderately [49]. 

5) Know the technical implementation type desired by the 
client: After selecting the solution that will best fit the 
customer's needs, a selection of deployment options is then 
made. The company faces several deployment options that 
highly depend on the system’s location and other criteria 
chosen by the client. These criteria can be IT footprint 
reduction, customisation degree estimated, or update 
frequency (SAP Consultant). It is, therefore, crucial to be 
aware of deployment options chosen by the company before 
starting the Fit-Gap Analysis phase, as it has a direct 
relationship with it. But before explaining this point further, 
we need to get acquainted with the existing deployment 
options by taking the example of a leader in the ERP market, 
which is SAP. 

There are three types of deployment options that SAP 
offers to its customers, on-premise, hosted private cloud, and 
public cloud. With an on-premise deployment, the customer 
deploys the licensed SAP software in its on-premise data 
center, i.e. the ERP is loaded and runs on the company’s 
infrastructure, such as servers, networks, computers, etc. [46]. 
The customer opts for perpetual user rights for the software. He 
also becomes responsible for the associated hardware, 
implementation, and ongoing operations. Besides, on-premise 
ERP offers freedom of customisation [46] [51]. 

The second option is hosted private cloud, which is an 
environment entirely dedicated to the system and data of a 
single customer but managed by SAP. It is a deployment either 
through a perpetual license or a subscription commitment. That 
means the company can have its license or buy it from SAP 

and host it at SAP. SAP, in this case, also offers management 
and application service. Alternatively, the company may opt 
for a subscription but still decide to have its dedicated 
environment. In this deployment option, the company also has 
freedom of customisation (SAP Consultant). 

The third option is the public cloud. This is a shared 
environment between several customers, and the software is 
present as Software As A Service (SAAS). SAAS is accessible 
through a browser [5]. Here, the company opts for a 
subscription-based commitment while SAP manages the 
software. In this deployment, the customer does not have much 
freedom of customisation because the source code is shared 
between several customers (SAP Consultant). 

We have seen that some deployment options present more 
freedom of customisation, namely on-premise and hosted 
private cloud deployment, while SAAS offers less flexibility in 
terms of customisation. That’s why it is important to know 
what deployment type the company has opted for before 
starting the Fit-Gap Analysis phase. There is no point in 
considering source code customisation if it is not possible with 
a SAAS deployment. Fig. 5 explains the different deployment 
options offered by SAP. 

6) Evaluate the time and budget required for the 
implementation project: A project is a set of actions to be 
carried out in a predetermined time, putting in place human 
and material resources, that are budgeted for, and resulting in 
a pack of deliverables [2]. 

In any project, it is a question of time and budget. Before 
starting the Fit-Gap Analysis phase, it is essential to know the 
pre-defined time and budget to not exceed them. It is a 
question of ensuring that the solutions were chosen in the Fit-
Gap Analysis phase regarding these two criteria. 

 
Fig. 5. Deployment Options. 

396 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 7, 2022 

Customisation may be seen by some as a solution that does 
not require an enormous cost in the short term. But it is a 
tremendous investment in the long- term compared to a BPR. If 
the company cannot implement BPR, it commits to allocating 
resources in the long term after the ERP is implemented [52]. 
To control the Total Cost of Ownership (TCO), the company 
should follow a structured framework to justify the radical 
changes that the ERP imposes [52]. 

Before considering any solution to bridge the gap, it is 
required to evaluate its cost and duration. It is, therefore, 
necessary to know the time and cost in the short and long term 
that each solution will generate to respect and best utilise the 
client’s resources. 

7) Learn about the standards proposed by the vendor: 
ERP systems are integrated software composed of business 
processes that are recognised as best practices in the industry 
[44]. It is critical to be aware of these standards that the ERP 
offers to aim at improving the company’s business. 

Indeed, these standards can improve business processes 
because they are the best practices identified across many 
industries. It is not only a matter of avoiding costly and risky 
customisation, but about improving the company’s 
performance by adopting these practices. For this reason, it is 
decisive to choose the ERP that contains the standards that best 
fit the company’s business. This is done by implementing an 
ERP systems selection strategy. For instance, ERP selection 
criteria using critical  decisions analysis [53]. 

Before starting the Fit-Gap Analysis phase, it is essential to 
determine all possibilities offered by the chosen system, 
especially if it improves the company’s performance. 

8) Know flexibility degree of the system: Flexibility has 
been a multidimensional construct, representing the ability of 
a system to make the necessary readjustments to respond to 
environmental changes without making significant sacrifices 
to the company’s performance [54]. Then, it is simply up to 
the adaptability of the system to change. 

M. W. Mudie and D. J. Schafer studied ERP flexibility as 
an information system and not just its technical aspect [55]. 
They, therefore, cited two of its major components, the 
technical infrastructure, and the human infrastructure. The 
technical infrastructure is composed of applications, data, and 
technological configuration, while the human infrastructure is 
composed of knowledge, and skills required for the effective 
management of information technology resources in the 
organisation [56]. 

This article focuses on the technical aspect of flexibility as 
an element to be considered before the Fit-Gap Analysis phase. 
According to Byrd and Turner, the technical infrastructure 
flexibility includes integration and modularity [56]. 

Thus, before starting the Fit-Gap Analysis phase, it is 
crucial to evaluate the modularity aspect of the system. Duncan 
defined modularity as the ability to add, change and remove 
any software, hardware, or infrastructure data component with 
ease and without overall damage [57]. The idea is to evaluate 
what options the system offers in terms of configuration in case 

of a gap before considering source code modification. Once 
again, it is about studying all the possibilities available to 
resolve the gap before considering source code customisation. 

9) Know the company’s information technology 
infrastructure (IT infrastructure): IT infrastructure is the 
portfolio of resources that are used and shared by the 
company, whether at a technical or organisational level [58], 
allowing data to be exchanged within and with other 
companies. The company’s IT infrastructure enables data 
development and use and the anticipation of future business 
requirements [55]. 

It is, therefore, significant to determine the IT infrastructure 
that the firm has to recognise the company’s resources in 
human and technical capital before starting the Fit-Gap 
Analysis phase. This would affect solution selection to bridge 
the gap. Sometimes, the company cannot consider a BPR 
solution if it does not have certain human resources. This is 
also the case for the ERP customisation that requires some IT 
knowledge that the company should have or seek to have. 

10) Know the Fit-Gap Analysis phase impact on the system 
maintenance: Before discussing the relationship between 
system maintenance and the Fit-Gap Analysis phase, it is 
important to define what system maintenance is. After the 
ERP systems implementation, it then moves to the next phase, 
the operation, and maintenance phase. According to Stefan 
Koch and Kurt Mitteregger, system maintenance begins with 
the vendor and first version delivery and ends with the entire 
product retirement. It comprises all changes to the system after 
it is operational. However, a distinction should be made 
between corrective, adaptive, and product care maintenance 
[33]. 

There is an unavoidable link between maintenance and 
ERP implementation projects. Hence   there is a relationship 
between the Fit-Gap Analysis phase and maintenance [52]. The 
annual maintenance cost can reach up to 25% of the 
implementation project. This is partly because of 
customisation, which causes additional long-term maintenance 
costs. ERP vendors neither encourage this practice nor support 
any customisation requested by the customer [29]. The 
maintenance is costly because of customisation and is entirely 
borne by the customer  [52]. 

It is essential to know that with each update or 
improvement applied to the ERP systems, all customisation 
should be reviewed, reapplied, and retested [59]. This becomes 
more complex when the person who built the customisation is 
not available to review, reapply or retest it. If the customer 
decides not to apply these updates, he may be held responsible 
for all the bugs in the system [52]. 

The literature has also emphasised the importance of 
communicating and collaborating with external stakeholders, 
especially the ERP system’s vendor, to maintain the system 
successfully [33]. 

The customer should not forget that even with successful 
implementation, improper management of its maintenance can 
be costly, and can even prevent the customer from realising 
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ERP systems benefits. It  can also cause daily transactions to 
fail [60]. 

Before starting the Fit-Gap Analysis phase, it is important 
to know the maintenance cost, the strategy to deal with it, and to 
consider it when choosing a solution during the Fit-Gap 
Analysis phase to estimate long-term TCO. 

11) Know the company’s operational characteristics 
complexity: The company’s operational characteristics have 
been defined as the quantity and/or data complexity to be 
processed, the reports produced, the databases, and the 
operational processes interacting with other operational 
processes of different departments. For a multinational 
company, operational characteristics complexity increases. 
This is normal given data size and the frequent interaction 
with other business units, customers and supplier numbers 
[35]. 

Ragwusky and Gefen have shown that ERP systems for 
large structures are better suited and adjusted for 
multinationals, hence companies with high operational 
characteristics’ complexity [61]. This was confirmed by the 
study conducted by Celeste See-Pui Ng. It showed that when 
operational characteristics complexity increases, this is 
associated with a better fit with the ERP systems, whether it is 

in terms of processes, interfaces, or data [35]. This result 
should be taken into consideration by the stakeholders. Before 
starting the Fit-Gap Analysis phase, it would be interesting to 
know the company’s operational characteristics complexity to 
estimate the fit between the ERP systems and the customer’s 
needs. 

Fig. 6 lists all the pre-Fit-Gap analysis recommendations 
according to the different stakeholders. 

B. Approach to be followed during the Fit-Gap Analysis 
Phase 
To assist stakeholders to manage the Fit-Gap Analysis 

phase, we designed an approach based on the findings of D. 
Pajk and A. Kovačič [8] and Gattiker & Goodhue [17] (Fig. 7 
and Fig. 8). 

First, a comparison between the customer business need 
and ERP systems capability to identify a set of misfits and the 
fits should be done. We are not going to treat the fit case 
because it does not pose a problem. We are going to deal with 
the misfit case. It is a question of categorising it into perceived 
misfit or actual misfit. In case it is a perceived misfit, i.e., 
either resistance to change, wishful thinking, or ignorance of 
how the ERP works, it should be solved through training and 
human resource management. If it is a real misfit, the proposed 
model should be as follows. 

 
Fig. 6. Pre-Fit-Gap Analysis Recommendations according to the Stakeholders. 
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Fig. 7. An Approach to Identify the Misfit according to D. Pajk and A. Kovačič. 

 
Fig. 8. The Proposed Approach to Selecting the Appropriate Method to resolve the Gap. 

Fig. 8 shows the approach to be followed in the Fit-Gap 
Analysis phase according to D. Pajk and A. Kovačič [8] and 
Gattiker & Goodhue [17] and subsequently proposed model 
application to bridge the gap. 

C. Decision Support Model 
We conceptualised a decision support model to support the 

stakeholders to manage gaps (Fig. 9, Fig. 10, Fig. 11 and, 
Fig. 12 in Appendix). It is based on the misfit type, the 

development cost, the implementation project time, the 
vendor’s roadmap, the uniqueness of the business processes, 
the criticality, frequency of the tasks, human infrastructure, and 
finally the data compatibility with the partners. 

To apply the model, we require categorising the identified 
misfit. First, we need to know whether the misfit is perceived 
or real. Once in front of an actual misfit, it needs to be sub-
categorised as either imposed misfit or voluntary misfit. 
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1) Imposed misfit: We are going to initially deal with the 
first case, which is the imposed misfit (Fig. 9 in Appendix). 
This misfit is what the authorities or industry standards 
impose. The company should comply with its requirements. 
However, customisation should be minimised. Therefore, 
before considering it, they should to look for other alternatives 
like consulting the vendor’s roadmap, which may contain the 
imposed requirements. 

If customisation is required, it should be analysed in terms 
of cost and time. It can be kept if it fits with the project 
duration and project budget. If not, a workaround can be 
proposed. It could be a third application or manual work. Fig. 9 
(Appendix) explains the process to follow in the case of a 
real misfit imposed. 

2) Voluntary misfit: When it is a voluntary misfit, i.e., a 
misfit chosen by the company not imposed, the stakeholders 
should move on to another sub-categorisation and see if it is a 
surface misfit or a deep misfit (Fig. 10, Fig. 11, and Fig.12 in 
Appendix). If it is a deep misfit, it is then a misfit input or a 
misfit process. 

In case it is an input misfit (Fig. 10 in Appendix), the 
vendor's roadmap should be consulted to see if it contains the 
requirements desired by the company. In case it does not, the 
task frequency and criticality concerned should be assessed. 
Assuming that the tasks are critical and frequent, customisation 
should be considered. Supposing not, the organisation should 
adapt to the system. Fig. 10 (Appendix) explains the model to 
be followed in the case of an input misfit. 

Assuming that it is a misfit process (Fig. 11 in Appendix), 
then the vendor's roadmap should be consulted. If it does not 
contain the customer's requirements, the uniqueness of the 
business process in the market should be assessed. Supposing 
that it is a unique business process, customisation should be 
considered. If it is not, the company can start BPR while 
ensuring there is an adequate human infrastructure and no 
resistance to change. Fig. 11 (Appendix) explains the model to 
be taken in the process misfit case. 

In the surface misfit case, it is, then, a question of misfit 
output (Fig. 12 in Appendix). The importance and coordination 
of the data format concerning the partners should be assessed. 

In case the company's data format is already coordinated 
with the partners, customisation should be considered. Where 
the data format is not coordinated with the partners, the cost 
and time needed for the customisation should be discussed. 
And it may be possible to change the system and adapt it to the 
client's current format if this does not need an enormous 
investment. In case the company's data format is already 
coordinated with the partners, customisation should be 
considered. Fig. 12 (Appendix) explains the process to solve 
the gap in the misfit output case. 

V. CONCLUSION AND FUTURE WORK 
The Fit-Gap Analysis is a crucial phase in the ERP 

implementation project. Identifying all the points leading to the 
success of the Fit-Gap Analysis is essential to technical and 
managerial success. Through the literature and business expert 

recommendations, we were able to collect a set of 
recommendations to be considered before the Fit-Gap Analysis 
phase. These recommendations should be consulted by both the 
consultants and the internal team. 

These recommendations address the key points to consider 
before starting the Fit-Gap Analysis phase. They cover 
technical aspects, such as knowledge of the software's 
flexibility, technical implementation, system maintenance, 
minimisation of customisation, and the company's IT structure. 
Furthermore, a managerial aspect such as training, involvement 
of internal stakeholders, trust between consultants and internal 
team through improving communication, a better 
understanding of the standards proposed by the ERP, and a 
deeper insight of the company's functioning. 

To assist the stakeholders in the implementation project to 
make the most rational decision in solving the gap based on the 
misfit type, we proposed a decision support model considering 
several parameters to bridge the gap: the development cost, the 
time of the implementation project, the vendor's roadmap, the 
business processes uniqueness, the adequate human 
infrastructure, the criticality and tasks frequency, and lastly 
data compatibility with the partners. 

This model minimised customisation while respecting the 
company's resources. Therefore, before considering the system 
customisation, it is necessary to search for other ways to bridge 
the gap, such as consulting the vendor's roadmap, as it may 
contain the requirements requested by the customer. If 
customisation is considered, it is necessary to study its cost and 
time aspect before applying it. It is therefore improving the 
company's performance while bridging the gap. 

This study can be improved by conducting a case study in 
the field to merge it. We can also address another aspect of the 
Fit-Gap Analysis phase. This is the evaluation of the chosen 
solution to bridge the gap through performance indicators and a 
post-Fit- Gap Analysis risk management study. 

This study can also be refined by discussing the 
introduction of other technologies that can complement the 
ERP system and then solve ERP system issues, especially gaps. 
One such technology can be the blockchain. However, it is 
necessary to do an in-depth study of the blockchain technology 
since this technology is still in its early stages and requires 
seeing how it can complement the ERP system. 
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APPENDIX 

TABLE I. CENSUS OF ARTICLES 

Articles Research Questions addressed by the articles 

[35] 

Does ERP system alignment influence system usage, user satisfaction, and system benefits? 

Do operational characteristics types influence the alignment of the ERP system, the degree of customisation, and system use? 

How does ERP system quality and/or service quality affect the relationship between ERP alignment types, operational characteristics, and degree of 
customisation in terms of system use, user satisfaction, and system benefits? 

[33] Does the degree of customisation have an influence on the maintenance and the degree of support? If so, is the influence positive or negative? 

[8] How do the reference models contribute to the Fit-Gap Analysis? 

[16] 
How do recognize the real misfit from those that are perceived? 

How to manage and understand the implementation of an ERP? 

[31] What impact does customisation have on ERP quality? 

[37] 
What is the relationship between ERP customisation and efficiency? 

How we can measure ERP system efficiency? 

 [62] How can we know the degree of customization required for an early ERP implementatio 

[7] 

What are the different types of misfits? What are the types of tailoring? 

Is there a relationship between tailoring types and misfit types? 

What are the internal factors influencing making decisions process? 

[39] 

What changes need to be made to existing customisation options? 

What new ERP customisation options are available? 

Are the existing ERP customisation options viable for Cloud ERP? 

[24] What is the company's customisation impact preferences on the gap resolution strategy? 

[63] How we can establish customisation choices using nominal group technique and analytical hierarchy process? 

[43] 

Why do some companies adopt a very high level of customisation? 

What are the factors that drive ERP customisation? 

How do these factors lead to customisation? 

[17] 
What are the needs of consultants and software engineers in terms of requirements elicitation in the ERP domain? 

Can we provide a tool-based approach to requirements elicitation in the ERP domain? 
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Can the tool-based approach support the daily work of consultants? 

[28] 

What customisation types are carried out to ERP software? 

Why do organisations undertake ERP software customisation? 

How might customisation impact future maintenance of the ERP software? 

[33] What is the relationship between the amount of customisation and the resulting support effort? 

[15] 

What are package-organisation misalignments? 

Why do package-organisation misalignments arise? 

When do organisations customise packages and when do they adapt to the package instead? 

[43] 
What are the factors that push ERP system customisation? 

How do these factors lead to ERP system customisation? 

[49] How do different transformational leadership behaviors influence the adoption of different conflict management methods and, consequently, 
influence the performance of ERP customisation projects? 

 
Questionnaire: 
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Fig. 9. Resolving Imposed Misfit. 
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Fig. 10. Resolving Voluntary Misfit (Input Misfit). 

 
Fig. 11. Resolving Voluntary Misfit (Process Misfit). 
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Fig. 12. Resolving Voluntary Misfit (Output Misfit). 
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Abstract—Due to its tasty and spicy fruit with nutritional 

qualities, chili is a demanding crop widely farmed around the 

world. Hence, it is essential to accurately determine the health 

status of chili for agricultural productivity. Recent years have 

seen impressive results in recognition fields due to deep learning 

approaches. However, deep learning models’ networks need an 

abundant data to perform well and collecting enormous data for 

the networks is time-consuming and resource-intensive. A data 

augmentation method is proposed to overcome this problem. It 

was applied to a small dataset of healthy and diseased chili leaf 

by utilizing geometric transformation method. Eventually, two 

deep learning models of CNN and ResNet-18 were evaluated 

using augmented and original datasets. From a series of 

experiment, it can be concluded that the trained deep learning 

models using original and augmented datasets perform better 

with an average accuracy performance of 97%. 

Keywords—Chili leaf; deep learning; data augmentation; 

geometric transformation 

I. INTRODUCTION 

Chili (Capsicum sp.) is an important spice from the family 
Solanaceae that originates from South and Central America [1]. 
It is a demanding crop and extensively cultivated in tropical 
Asia and equatorial America with a high genetic diversity due 
to its edible and pungent fruit with nutritional values [2]. 
Vitamin C, potassium, phosphorus fibre, antioxidants like 
vitamin A, and flavonoids like β-carotene, α-carotene, lutein, 
zeaxanthin, and cryptoxanthin are among the nutritional values 
contained in a chili fruit which have the ability to suppress 
several human cancers [3]. However, owing to the impact of 
fungus, bacteria, viruses, pests, and climate on the chili 
cultivation process, the chili itself is susceptible to a variety of 
diseases. These diseases make it difficult for chili to thrive, 
reducing the production and quality of the fruit. It is estimated 
that 60-70 percent of diseases and early disease symptoms are 
detected just on leaves [4]. Hence, it is necessary to identify 
chili diseases precisely and implement early preventive and 
treatment measures. 

Since the advent of deep learning, deep learning models 
have made significant advances in disease recognition [5]. 
Good performance from deep learning models normally needs 
a large number of parameters and enormous data to make these 
parameters operate properly. In order to do so, manual data 
collection and labelling [6] are required to get enormous data, 
which is resource-intensive and time-consuming. As a result, it 
can be hard to gather enough data to train the deep learning 
models, which significantly limits the accuracy of chili disease 
recognition. 

With small collection of datasets, several research [7-10] in 
the chili agricultural field has used the data augmentation 
method to increase the volume of datasets. The method 
generates data artificially via adding augmented images to the 
existing dataset through either oversampling or warping [11]. 
By using oversampling augmentation such as generative 
adversarial networks (GANs), augmented images with a low 
likelihood of occurring label (abnormal) are added to the 
original datasets, preventing a deep learning model from being 
biassed toward the majority label of images during the 
recognition process. Even though GANs have intriguing 
promise, they need a substantial number of initial original 
images in order to train and create an augmented image [12]. 
As a result, depending on the initial size of the original dataset, 
GANs may not be a viable option. 

In contrast, warping augmentations such as geometric 
transformation alter original images in such a way that their 
labels are maintained [13] , and this is accomplished without 
requiring a minimum amount of the original image to be 
present. Most of research [10, 13-15] that employed geometric 
transformation to augment original images concentrated on 
single transformation operation such as rotation, flipping, and 
scaling. To the best of the author knowledge, there has been 
very limited research on numerous fusions of geometric 
transformation operations in order to produce augmented 
images throughout the years. Hence, this research examines the 
data augmentation method known as a geometric 
transformation and its several transformation fusions on a 
small chili dataset. The augmented and original images are 
then fed into two deep learning models, Convolutional Neural 
Network (CNN) and Residual Network (ResNet-18), 
developed from scratch for chili disease recognition. 

The contributions of this research findings can be 
summarized as follows. According to the findings of this 
research, the optimal level of accuracy for recognising chilli 
diseases depends on the category of datasets used and the size 
of the deep learning model. The finding implies that the best 
optimal recognition accuracy came from small datasets with 
both original and augmented images that were fed to a larger-
sized model. This is in contrast to datasets with only original 
data (original datasets) and datasets with only augmented data 
(augmented datasets). All of the research experiments reveal 
that the deep learning models created from scratch are accurate 
to a maximum reported accuracy of 99.7%. 

The remainder of this paper is organised as follows. The 
original dataset of healthy and diseased chili leaf produced for 
this research is explained in Section II. Meanwhile, Section III 
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delves into the data augmentation method's transformation 
process, focusing on geometric transformation and its several 
transformation fusions. The architectures of deep learning 
models for feature extraction and recognition purposes are then 
discussed in Section IV. In Section V, the experimental 
procedures and testings used in this research to acquire the 
accuracy performance findings are described and the 
conclusion of this research is presented in Section VI. 

II. CHILI LEAF IMAGE DATASET 

In this research, the camera of an Oppo Reno 2 smartphone 
was used to capture images of chili leaf in the Batu Pahat state 
of Johor, Malaysia. Both types of leaf showed healthy and 
indications of bacterial spot disease. Only 1200 original chili 
leaf images were able to be acquired due to the low quantity of 
chilli crops in the research site. Of those 1200 images, 600 
showed healthy chili leaf, while the remaining 600 showed 
diseased chili leaf. The images are captured in auto-focus mode 
at a resolution of 3000 x 4000 pixels before being resized down 
to 224 x 224 pixels. 

III. GEOMETRIC TRANSFORMATION 

Data augmentation can be described as the mapping of any 
method that artificially increases the original dataset using the 
preservation label of transformations [13]: 

𝜑 = 𝑌 → 𝑍               (1) 

where Y  is the original dataset and Z  is the augmented 
dataset of Y . The original dataset that has been artificially 
increased is therefore expressed as: 

𝑌′ = 𝑌 ∪ 𝑍               (2) 

where Y′  stores the original dataset as well as the 
transformations described by φ . It is worth noting that the 
preservation label of transformations reflects that if an 
image  d is an element of class f , then  φ(d) is likewise an 
element of class f. Given that there is an infinite number of 
mappings φ(d) that fulfil the criterion of preservation label of 
transformations, this research assesses an augmentation 
method, namely the geometric transformation. 

Geometric transformation is a data augmentation method 
that alters the image's geometry by relocating the locations of 
each pixel's value [16]. The image's fundamental pattern of a 
class is preserved, but it has been shifted to a new place and 
alignment. This research explores the types of geometric 
transformation such as reflection, translation, rotation, 
shearing, scaling, and several fusions between them. 

Reflection [17] mirrored an image around the horizontal (x-
axis) or vertical ( y -axis). It assists users in increasing the 
amount of images of an original dataset by requiring the 
original image matrices' rows to be inverted. In a horizontal 
reflection, the left and right sides of the image are turned 
horizontally. As shown below, the fx  and fy  components 

indicate the pixel's present location after reflection across the 
x-axis, while the coordinates of the object's original position in 
the image are denoted by x and y: 

𝐴 = [
𝑓𝑥

𝑓𝑦
] = [

−1 0
 0 1

] . [
𝑥
𝑦]              (3) 

where 𝐴 is the process equation of reflection on 𝑡ℎ𝑒 𝑥-axis. 
In a vertical flipping, the image is turned upside down such that 
the 𝑦-axis is on top and the 𝑥-axis is on the bottom. The 𝑓𝑥 and 
𝑓𝑦  components indicate the pixel's present location after 

reflection across the y -axis, while the coordinates of the 
object's original position in the image are denoted by 𝑥 and 𝑦, 
where B is the process equation of reflection on tℎe y-axis: 

𝐵 = [
𝑓𝑥

𝑓𝑦
] = [

1 0
0 − 1

] . [
𝑥
𝑦]              (4) 

Then there is translation [17], which is the process of 
shifting an object in an image from one location to another. 
The translation can be performed in four directions: down, up, 
right and left, which helps prevent positional bias in a set of 
translated images. The fx  and fy  components indicate the 

pixel's present location after translation, while the coordinates 
of the object's original position in the image are denoted by x 
and y, where 𝐶 is the process equation of translation: 

𝐶 = [
𝑓𝑥

𝑓𝑦
] = [

𝑥
𝑦] + [

𝑇𝑥

𝑇𝑦
]              (5) 

Next, rotation [18] entails spinning the original image, 
either in the left or right direction, with angles ranging from 1o 
to 359o. The 𝑓𝑥 and 𝑓𝑦 components indicate the pixel's present 

location after rotation while the coordinates of the object's 
original position in the image are denoted by 𝑥 and 𝑦, where 𝐷 
is the process equation of rotation: 

𝐷 = [
𝑓𝑥

𝑓𝑦
] = [

𝑐𝑜𝑠𝜑 − 𝑠𝑖𝑛𝜑
𝑠𝑖𝑛𝜑 𝑐𝑜𝑠𝜑

] . [
𝑥
𝑦]            (6) 

Additionally, shearing [17] is the process of altering the 
shape of the original image in a single direction. Shearing can 
be done in either the x-axis or the y-axis direction. The fx and 
fy  components indicate the pixel's present location after 

shearing while the coordinates of the object's original position 
in the image are denoted by x and y. 

Consequently, (7) shows the shearing in the x -axis 
direction, whereas (8) shows the shearing in the y -axis 
direction. The E  and F  are the process equations of images 
sheared on the x-axis and the y-axis directions, respectively. 

𝐸 = [
𝑓𝑥

𝑓𝑦
] = [

1 𝑠ℎ𝑋
0 1

] . [
𝑥
𝑦]             (7) 

𝐹 = [
𝑓𝑥

𝑓𝑦
] = [

1 0
𝑠ℎ𝑌 1

] . [
𝑥
𝑦]              (8) 

In contrast, scaling [18], often known as zooming or 
cropping, is the process of enlarging and shrinking the original 
image in order to view more information. The operation of the 
process is to enlarge or shrink the image from a starting X, Y 
position to a destination X, Y. The fx  and fy  components 

indicate the pixel's present location after scaling, while the 
coordinates of the object's original position in the image are 
denoted by x and y,where G is the process equation of scaling. 

𝐺 = [
𝑓𝑥

𝑓𝑦
] = [

𝑋𝑠𝑐𝑎𝑙𝑒 0
0 𝑌𝑠𝑐𝑎𝑙𝑒

] . [
𝑥
𝑦]             (9) 
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An object in an original image that has been reflected, 
whether on the x -axis or the y -axis, can be translated by 
shifting the reflected image into a new location, resulting in a 
fusion of reflection and translation transformations. Given that 
H and I are the process equations of images reflected on the x-
axis and the y -axis, respectively, and then translated, the 
equations are as follows: 

𝐻 = 𝐴 ∪ 𝐶             (10) 

I = 𝐵 ∪ 𝐶             (11) 

This research also includes the fusion of reflection and 
scaling transformations. Given that J  and K  are the process 
equations of images scaled, and then reflected on the x-axis 
and the 𝑦-axis, respectively, the equations are as follows: 

𝐽 = 𝐺 ∪ 𝐴             (12) 

 𝐾 = 𝐺 ∪ 𝐵             (13) 

Additionally, this research also has a fusion of scaling and 
shearing transformations. Given that L and M are the process 
equations of images scaled, and then sheared on the direction 
of the x-axis and the y-axis, respectively, the equations are as 
follow: 

𝐿 = 𝐺 ∪ 𝐸             (14) 

𝑀 = 𝐺 ∪ 𝐹             (15) 

Finally, there can be more than two fusions of geometric 
transformations. Given that N and O are the process equations 
of images scaled, then reflected on the x-axis and the y-axis, 
respectively, and lastly followed by translation, the equations 
are as follows: 

𝑁 = 𝐺 ∪ 𝐴 ∪ 𝐶             (16) 

𝑂 = 𝐺 ∪ 𝐵 ∪ 𝐶             (17) 

IV. DEVELOPMENTS OF DEEP LEARNING MODEL 

In the leaf disease recognition domain, researchers have 
employed enhanced deep learning network architecture 
through various models [9-10] and applied them to chili 
disease recognition. This research employs two types of deep 
learning models: CNN and ResNet-18, which are developed 
from scratch using the Deep Network Designer [19]. An 
accuracy measure in [20] is used as a metric to evaluate the 

performance of these models. The architecture of each model is 
described in further detail in the following section. 

A. CNN Architecture 

Output, input, and hidden layers are the three primary 
layers of a CNN model [21]. It is common for the hidden layers 
to have convolutional with rectified linear unit (ReLU) 
function, pooling, and fully connected layers. The 
convolutional layer comprises a collection of filters that are 
used to identify features of varying sizes. Each filter convolves 
throughout an input image by moving horizontally for a certain 
amount of time, then moves vertically for another amount of 
time until the whole image has been convolved. A nonlinear 
activation function, which is the ReLU, is then applied to the 
convolution process' outputs. The layer which pools the neuron 
cluster outputs from the convolution layer into a single neuron 
is called the pooling layer. The pooled output is then given to a 
fully connected layer, which adds a bias vector and multiplies 
it by a weight matrix before feeding it to a softmax layer, 
which executes the classification operation (output). The 
architecture of a CNN model is shown in Fig. 1. 

B. ResNet-18 Architecture 

ResNet is suggested in [22] as a solution to the issues of 
performance deterioration and gradient vanishing caused by the 
depth expansion of an CNN model. Convolution layers, 
pooling layers, fully linked layers, softmax layers, and shortcut 
connections make up the architecture of a ResNet-18 model 
shown in Fig. 2. The shortcut connections represent the 
connections that travel between two layers. There are two main 
kinds of pooling layers in the ResNet-18 model architecture in 
this research. The first of these layers is the max-pooling layer, 
which chooses the maximum element from the area of the 
feature map covered by the convolution filter. For the second 
layer which is the average pooling layer, instead of picking the 
maximum element, it works by calculating the average value of 
the element from the region of the feature map. 

The building layer of ResNet-18 is seen in Fig. 3 with an 
input 𝑥  parameter and the desired output 𝐻(𝑥) . The block 
makes use of a shortcut connection that enables it to 
immediately learn the residual 𝐹(𝑥) = 𝐻(𝑥) − 𝑥  in order to 
generate the desired output [𝐹(𝑥) + 𝑥] , hence avoiding 
performance deterioration and gradient vanishing due to an 
excessive number of convolutional layers. 

 

Fig. 1. CNN Model Architecture. 
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Fig. 2. ResNet-18 Model Architecture. 

 

Fig. 3. The Building Layer of ResNet-18. 

The ResNet building layer in Fig. 3 employs the residual 
mapping function [23] described below , where σ: 

𝑃 = 𝑊2𝜎(𝑊1𝑥)             (18) 

denotes the activation function of ReLU. Through a second 
activation function of ReLU, the output y can be obtained: 

𝑦 = 𝐹(𝑥, {𝑊𝑖}) + 𝑥            (19) 

A linear transformation of output y can also be obtained by 
multiplying 𝑊𝑠 to 𝑥 in (19) as shown below. 

𝑦 = 𝐹(𝑥, {𝑊𝑖}) + 𝑊𝑠𝑥           (20) 

V. RESULTS AND DISCUSSION 

The accuracy performance results for both the CNN and 
ResNet-18 models on original and augmented datasets of 
healthy and diseased chili leaf are acquired via the use of 
experimental setup and testing, which are detailed in the 
following section. 

A. Experimental Setup 

All of the models in the experiments run on MATLAB® 
with an Intel® CoreTM i3 processor operating at 3.4 GHz. The 
models' networks are fed data from three different categories of 
datasets: datasets with only original data (original datasets), 
datasets with only augmented data (augmented datasets), and 
datasets with both original and augmented data (original + 
augmented datasets). Only 1200 images from each category 
datasets are fed into the models in order to preserve the data 

balance. Therefore, 40 images from the original datasets are 
chosen to be augmented, consisting of 20 random images of 
healthy chili leaf and 20 random images of diseased chili leaf. 
During the augmentation process, which comprises of 15 
geometric transformations, 600 augmented images are 
produced and preserved in the augmented datasets, while the 
original images are discarded. For original + augmented 
datasets, 300 images of original and augmented healthy chili 
leaf, as well as 300 images of original and augmented diseased 
chili leaf, are used. Table I shows the specific information for 
all the datasets in this research. 

TABLE I. DATASETS INFORMATION 

Type of 

datasets 
*Ori_HC *Ori_DC *Aug_HC *Aug_DC 

Total 

images 

Original 600 600 0 0 1200 

Augmented 0 0 600 600 1200 

Original + 

Augmented 
300 300 300 300 1200 

*Ori_HC = Original images of healthy chili leaf 

*Ori_DC = Original images of diseased chili leaf 

*Aug_HC = Augmented images of healthy chili leaf 

*Aug_DC = Augmented images of diseased chili leaf  

When the CNN and ResNet-18 models are fed with a 
dataset, 70% of the data in the dataset is utilised to train the 
models, while the remaining 30% is used to test the models. 
During training, the hyperparameter settings [24] of both 
models, such as batch size, learning rate, maximum epoch, 
testing frequency and optimizer, are fixed such that the 
optimum performance of both models is equal. Table II 
summarises the fixed hyperparameter settings for both models. 

TABLE II. FIXED HYPERPARAMETER SETTINGS 

Hyperparameter setting Value 

Batch size 32 

Learning rate 0.0001 

Maximum epoch 30 

Testing frequency 50 

Optimizer 
Stochastic gradient descent with momentum 

(sgdm) 
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In each experiment, the accuracy performance of a 
developed model given an input dataset is determined using the 
following formula: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦𝑂𝑑 =
𝑇𝑒𝑠𝑡𝑖𝑛𝑔 𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦𝑂𝑟𝑖_𝐻𝐶 + 𝑇𝑒𝑠𝑡𝑖𝑛𝑔 𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦𝑂𝑟𝑖_𝐷𝐶

2
      (21) 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦𝐴𝑑 =
𝑇𝑒𝑠𝑡𝑖𝑛𝑔 𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦𝐴𝑢𝑔_𝐻𝐶 + 𝑇𝑒𝑠𝑡𝑖𝑛𝑔 𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦𝐴𝑢𝑔_𝐷𝐶

2
    (22) 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦𝑂𝐴𝑑 =
𝑇𝑒𝑠𝑡𝑖𝑛𝑔 𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦𝑂𝑎𝑑_𝐻𝐶 + 𝑇𝑒𝑠𝑡𝑖𝑛𝑔 𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦𝑂𝑎𝑑_𝐷𝐶

2
  (23) 

*Od = Original datasets 

*Ad = Augmented datasets 

*OAd = Original + augmented datasets 

*Oad_HC= Ori_HC + Aug_HC 

*Oad_DC = Ori_DC + Aug_DC 

B. Experimental Testing 

Fig. 4 displays the geometric transformations that were 
performed on images of healthy and diseased chili leaf in order 
to create augmented images. The performed geometric 
transformations are based on the process equations in section 
III. 

The accuracy results obtained by developed models when 
applied to the three categories of datasets, which are referred to 
as original datasets, augmented datasets and original + 
augmented datasets are shown in Table III. 

Table III shows that after applying both models to the three 
categories of datasets, the accuracy performance achieved for 
each dataset varies. The CNN model produced accuracies of 
92.3%, 82.5%, and 94.2% for the original datasets, augmented 
datasets, and original + augmented datasets, respectively. 
Conversely, the ResNet-18 model achieved accuracies of 
99.2%, 91.8 %, and 99.7% for the original datasets, augmented 
datasets, and original + augmented datasets, respectively. In 
every experiment undertaken, it can be concluded that the 
ResNet-18 model outperforms the CNN model in terms of 
accuracy. 

Despite the fact that both models were trained on 600 
images per class, the average accuracy attained from the 
original datasets was only 95.8%. The geometric 
transformation method improved performance and yielded the 
best accuracy result of the two models, with an average 
recognition accuracy of 97% from both models that can be 
seen from original + augmented datasets. These findings 
indicate that the geometric transformation method improves the 
abilities of the models to generalise [25] by modifying the 
orientation of original image while retaining its original 
information. 

On the other hand, the accuracy results from the augmented 
datasets showed that if the models were only trained with 
augmented images, the accuracy dropped by 8.6% and 9.8% on 
average compared to the accuracy of the original datasets and 
the original + augmented datasets. This is due to the black 
pixel areas (background areas) in the augmented images 

created by geometric transformation and the absence of the 
attention mechanism [26] that is found in the original images. 
The deep learning models use more background areas of the 
augmented images as distinct regions in the training process, 
leading to lower accuracy performance. 

 

 

Fig. 4. Applied Geometric Transformation on Healthy and Diseased Chili 

Leaf Images. A) Reflection on tℎe x-axis. B) Reflection on tℎe y-axis. C) 

Translation. D) Rotation. E) Shearing on the x-axis. F) Shearing on the y-axis. 

G) Scaling. H) Reflection on tℎe x-axis and Translated. I) Reflection on 

tℎe y-axis and Translated. J) Scaling and Reflected on the x-axis. K) Scaling 

and Reflected on the y-axis. L) Scaling and Sheared on the x-axis. M) Scaling 

and Sheared on the y-axis. N) Scaling, Reflected on the x-axis and then 

Translated. O) Scaling, Reflected on the y-axis and then Translated. 

TABLE III. ACCURACY RESULTS OF DATASETS 

Type of datasets 
Accuracy given by 

CNN 

Accuracy given by 

ResNet-18 

Original datasets 92.3% 99.2% 

Augmented datasets 82.5% 91.8% 

Original+augmented 
datasets 

94.2% 99.7% 
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VI. CONCLUSION 

This research proposed the data augmentation method 
known as a geometric transformation and its several 
transformation fusions on a small chili dataset and tested on 
two deep learning models, CNN and ResNet-18. A clear 
improvement in accuracy performance results were seen for 
both models after adding augmented images into the original 
datasets. The accuracy of both models went up by 94.2% for 
the CNN model and 99.7% for the ResNet-18 model.This 
suggests that a combination of the original and augmented 
images can improve the accuracy performance of the models 
substantially. Further research also revealed that ResNet-18 
had the highest accuracy performance among both models 
when no data augmentation was used. 
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Abstract—Image captioning using deep neural networks has 

recently gained increasing attention, mostly for English langue, 

with only few studies in other languages. Good image captioning 

model is required to automatically generate sensible, 

syntactically and semantically correct captions, which in turn 

requires good models for both computer vision and natural 

language processing. The process is more challenging in case of 

data scarcity, and languages with complex morphological 

structures like the Arabic language. This was the reason why 

only limited number of studies have been published for Arabic 

image captioning, compared to those of English language. In this 

paper, an efficient deep learning model for Arabic image 

captioning has been proposed. In addition, the effect of using 

different text pre-processing methods on the obtained BLEU-N 

scores and the quality of generated images, as well as the 

attention mechanism behavior were investigated. Furthermore, 

the “THUMB” framework to assess the quality of the generated 

captions is used -for the first time- for Arabic captions’ 

evaluation. As shown in the results, a BLEU-4 score of 27.12, has 

been achieved, which is the highest obtained results so far, for 

Arabic image captioning. In addition, the best THUMB scores 

were obtained, compared to previously published results on 

common images. 

Keywords—Arabic image captioning; computer vision; deep 

learning; image captioning; natural language processing 

I. INTRODUCTION 

A. Overview 

Recently, automatic image captioning became a hot topic, 
building on the success of deep neural networks in the areas of 
computer vision and Natural Language Processing (NLP) 
tasks. Image captioning models require two main components; 
the first is to extract the image’s features, detect its objects, and 
describe their relationships; while the second is the language 
model that converts those features to a meaningful word 
sequence [1, 2]. These models are initially trained on a data set 
of images, along with their corresponding captions [3]. 

Studies for caption generation is largely in English due to 
the availability of data sets and other pre-trained image and 
language models. The most commonly used architectures are 
Encoder-Decoder, with or without additional, optional layers, 
like different attention mechanisms and different embedding 
models [3-5]. The Encoder–Decoder architecture mainly uses 
several variations of a Convolutional Neural Network (CNN) 
as encoders, where high-level feature are extracted from the 
input images, which are then passed to the decoder (language) 

model; where Recurrent Neural Networks (RNN) have been 
widely used. Recently, transformers, as well as Generative 
Adversarial Neural Networks (GANS) models have been used. 
Encoder architectures included AlexNet, VGG-16 Net, 
RESNet, GoogleNet and DenseNet [6]. However, RESNet 
showed better performance, and had fewer training parameters 
compared to other common encoders like VGG variants [3]. 
For language models (the decoders), Long Short-Term 
Memory (LSTM), RNN, Gated Recurrent Units (GRU) have 
been adopted [6]. However, the LSTM is the most widely used 
decoder, for its ability to remember long term dependencies in 
the generated word sequence [6]. Several attention models 
have also been proposed; including hard or soft, top-down, 
bottom-up, semantic, and other attention methods [6, 7]. 
Attention methods are also used with GANs and 
Reinforcement Learning, which have shown excellent 
performance [8]. For more details on English image 
captioning, please refer to the reviews in [3-9]. The situation is 
different for Arabic image captioning, as only few models have 
been proposed with less satisfying results. This can be 
attributed to the complex morphological structure of the Arabic 
language, and the scarcity of data sets of images with Arabic 
captions. Image captioning has many valuable applications; 
like image indexing and retrieval, assisting visually impaired 
people, robot vision systems, medical image description, 
analysis of traffic data, and other industrial applications [10, 
11]. 

In this paper, an efficient model for Arabic image 
captioning is proposed, utilizing an encoder-decoder 
architecture, with soft attention mechanism, and beam search 
to generate best captions. The paper attempts to answer the 
following research questions: 1) what is the effect of different 
Arabic text pre-processing methods on the BLEU-N scores, the 
behavior of the attention mechanism, and quality of the 
generated captions? 2) Dose beam search improve BLEU-N 
scores? 

As the result section shows, the proposed model achieved 
the highest BLEU-4 score so far; for Arabic image captioning. 
In addition, the quality of the generated captions compares 
favorably to the related work, as measured by THUMB score, 
which is used for the first time for Arabic captions evaluations, 
as well as ratings of four Arabic native speakers. 

The rest of the paper is organized as follows: Section B 
summarizes this study’s contributions, followed by a review 
and analysis of the related work in Sections II. The 
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experimental methodology, results and discussion, are 
presented in Sections III and IV respectively. Section V 
discusses the effect of text pre-processing methods on the 
attention visualization, and the paper conclusion is presented in 
Section VI. 

B. The Paper’s Contributions 

 The proposed model in this paper for Arabic image 
captioning achieved the highest BLEU-4 Score so far, 

 For the first time, the paper investigates the effect of 
Arabic text pre-processing on the attention mechanism, 
as well as the BLEU-N scores, 

 For the first time, images’ captions are qualitatively 
evaluated using THUMB scores, 

 The paper presents the most comprehensive literature 
review for Arabic image captioning. 

II. RELATED WORK 

The first published study on Arabic image captioning was 
in 2018 by [12]. Since then, the majority of the published 
studies used Encoder-Decoder architectures, with or without 
attention mechanisms; and recently, transformers have been 
used. The following Sections summarize the work in this area. 

A. Encoder – Decoder based Models 

The model which obtained the best results as measured by 
the BLEU-4 score is [12]. This model is different from all 
other published ones, as it uses Region Convolutional Neural 
Network (RCNN) to map the image objects to Arabic root 
words, where a transducer based algorithm has been used for 
this purpose. The output root words are then passed to an 
LSTM to generate the standard Arabic caption, and a 
dependency tree constraints algorithm has been used to ensure 
that the generated caption is grammatically correct. The 
authors reported the BLEU-N scores on Middle Eastern 
newspapers & Flickr8 data sets [12]. In [13] , a CNN was used 
as the encoder, and LSTM as decoder, on a part of Flickr8 data 
set, and used BLEU-N for evaluation, with two additional 
measures. A different study by [14] also used the VGG 
OxfordNet as encoder and RNN-LSTM as decoder. Arabic 
Flickr8 plus sample of MS COCO data set with Arabized 
captions have been used. The authors in [2], translated the 
captions of Arabic Flickr8 data and made it available online. 
The authors [2] also proposed a model using VGG16 CNN and 
LSTM as encoder and decoder respectively. They also 
proposed a base model, which generate English captions, 
which are then translated to Arabic. 

B. Encoder – Decoder Models with Attention Mechanism 

In [15], the authors proposed three different encoders, 
utilizing CNNs for feature extraction and single, and/or 
multiple objects detection. A final hybrid model was proposed 
with attention mechanism, which is used for detected objects 
prioritization. They used LSTM with soft attention and beam 
search were used for the decoder. The data set used was MS 
COCO, and Flicker30. Unlike other studies, the authors 
assessed the quality of the generated captions by measuring the 
semantic similarity between the generated captions and ground 

truth captions. Another method that used attention is [16], as 
shown in the next section. 

C. Encoder – Decoder Architectures with Transformers 

Two studies reported their results [16] and [17]. In [16] 
three models were proposed. The first uses MobileNetV2 
network as encoder, LSTM with attention as the decoder. The 
second was MobileNet V2 (GRU) as encoder, and GRU with 
attention as decoder. Finally, a transformer-based model was 
also proposed, where EffeceintNet is used as the encoder, and a 
transformer based architecture as the decoder. FARASA 
segmenter has been used for text pre-processing, and BLEU-N 
scores were reported. Different transformer based models were 
proposed in [17] which were initialized with AraBERT and 
GigaBERT pre-trained transformers, then fine-tuned by 
detecting object tags in images using OSCAR method. Flickr8 
and part of MS COCO data sets have been used, and BLEU-N 
scores are reported. 

D. Analysis of the Related Work 

A comparison of the BLEU-N scores for the studies 
reviewed in this section can be found in Section IV, Table IV. 
From that table, it can be seen that the best reported BLEU-N 
scores are by [12], who used root words to generate captions, 
followed by [14], then the transformers based models in [16]. It 
was also noted that transformers achieved minor improvements 
on the BLEU-N scores. However, the comparison of BLEU-N 
scores does not provide a concrete conclusion which model is 
better; as most of the studies did not use a common train/ 
validation/ test splits. For example, [16] used 90%, 10 % for 
training, and testing respectively. Also, in [17], the MS COCO 
images used only for training, Flickr8 test set have been used 
for testing. Similarly, in [13], 1500, 250, and 250 images have 
been used for training, validation and testing respectively. 
Excluding the results by [12], the BLEU-4 results are close, 
which does not pinpoint the value of a specific architecture 
over the others. Furthermore, none of the studies reviewed here 
investigated the effect of pre-processing methods on the 
BLEU-N scores or the quality of the generated captions. 

III. EXPERIMENTAL METHODOLOGY 

A. The Dataset 

The data set used in this paper is the Arabic-Flickr8 [2], 
which is a translated version from the original English Flickr8, 
using Google Translate. The best 3 translated captions are kept 
and further edited by native Arabic speakers. For the purpose 
of training, validation, and testing, Karpathy’s data splits [18]; 
6000, 1000, 1000 images for training, validation, testing 
respectively are used. Unlike its English version which has 5 
captions for each image, the Arabic Flickr 8 has only 3 
captions. 

B. The Model Architecture 

The model used in this paper follows the Encoder- Decoder 
architecture, with attention mechanism, teacher forcing, and 
beam search. The selection of the Encoder and Decoder 
networks is based on their prior excellent performance in 
computer vision and NLP problems, details as follows: 
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1) The Encoder: The RESNet-101 [19], is a CNN that has 

101 layers, and was chosen -for the first time in Arabic image 

captioning- as the encoder; due to its proven ability to extracts 

very rich feature set from an image. RESNet stands for 

Residual Neural Network architecture [19], which is able to 

overcome the vanishing gradients problem using skip 

connections. The output of the encoder is passed to the next 

part of the architecture with its same dimensions. 

2) The attention mechanism: The objective of using 

attention mechanisms [7] in image captioning is to allow 

focusing on a specific part of the image, while generating the 

captions. It calculates the weights of different pixels of the 

encoded images, which are then used by the Decoder. In this 

paper, soft attention has been used, which is trained in an End-

to-End manner using Back-propagation. The soft attention 

weights are determined by image features and the LSTM 

previous output. 

3) The decoder: An LSTM network is used as the 

decoder. The LSTM is a variation of the RNNs with additional 

gates, and is able to overcome the vanishing gradients problem 

encountered when processing long sequences. Those gates 

make the RNN decide which tokens should be retained in the 

memory and which to forget [3]. In the context of image 

captioning, the decoder looks at different parts of the image; 

while producing different parts of the output sequence, by 

weighting different pixels of the output of the encoder. The 

LSTM cell and hidden states are initialized using the encoded 

image at the first step; and the encoded image attention 

weights alongside the decoder weights at each step are 

computed. The attention weights with the embedding of the 

token from the previous step, are then concatenated and the 

LSTM produces the new states. 

C. Pre-processing 

In this section, the pre-processing steps used are described: 

1) Captions’ Pre-processing and Tokenization: In this 

study, Pyarabic [20], which splits image captions into tokens 

using spaces, and The FARASA segmenter [21] have been 

used. FARASA [21] is an Arabic word segmenter, which 

breaks Arabic words into their constituent clitics. For 

example, the word “wkatabna” ( بناكتو  ) meaning: “and we 

wrote” is composed of three clitics “w+katab+na”, namely the 

conjunction article “w” meaning “and” as prefix, the stem 

“katab” (كتب), possessive pronoun “na” (نا) as suffix. Another 

example which is very common is the “AL - ال”, which 

corresponds to “the” in English. In the context of image 

captioning, using FARASA segmenter results in a smaller 

unique vocabulary size because all different forms of a word 

are treated as one, but the number of total number of tokens 

increases, as different suffixes are separated and counted. 

2) Image pre-processing: The image pre-processing is 

kept to the minimum; where all images are resized to 256 

(smaller edge) pixels. The center 224x244 pixels was cropped, 

before transforming them to Pytorch tensors; and normalize 

using the mean and standard deviation of the IMAGENET 

dataset. 

D. Pre-trained Word Embedding 

The Aravec; a pre-trained word embedding have been used 
to provide richer representations for the image captions. In this 
study, the skip gram model trained with Wikipedia data have 
been used [22]. 

E. The Beam Search 

For training and validation, teacher forcing has been used 
[3], as it makes the model learn the context in more efficient 
way. At the testing stage, beam search has been used to 
generate the best captions. Beam search [3] works by finding 
the top-k words with the highest decoder scores at each step, 
calculate the additive scores for each of the pairs from current 
and previous steps and get the best combinations, in each 
decoding step. In this way, beam search outputs the completed 
sequences with highest scores. The beam size that resulted in 
captions with best BLEU-4 score is chosen. 

F. Modeling 

Two models have been designed to generate image 
captions; and investigate the effect of the following settings on 
the quality of the generated captions: 

 The use of different text pre-processing in particular, 
FARASA word segmenter and PyArabic tokenization, 

 The use of different Beam Sizes. 

1) Model 1: It was decided to start with a base model, as a 

reference for comparison. So, PyArabic tokenizer, with 

AraVec pre-trained embedding was used, to compensate for 

the smaller number of captions for the Arabic Flicr8 data set, 

compared to its English version. 

2) Model 2: In this model, FARASA Segmenter has been 

used to pre-process the captions, and similar to model 1, 

AraVec embedding model has been utilized. 

For both models, beam search has been used to generate 
best captions, and they were evaluated on Flickr8 test set, as 
well as 200 images randomly selected from MS COCO data 
set, to further test the robustness of our models. 

G. Evaluation Methods 

1) The BLEU–N Score: The BLEU [23] stands for 

Bilingual Evaluation Understudy, which is a metric originally 

proposed to evaluate the quality of machine translation 

models. As image captioning can be thought of as translation 

from image features to text describing that image, it has been 

widely used to evaluate image captioning models. BLEU-1, 2, 

3, 4, measures the fraction of n-grams that appear in both the 

generated and ground truth captions, where n takes the values, 

1, 2, 3 and 4. 

2) The THUMB 1.0: As human evaluation of the 

generated captions is still considered the gold standard, the 

THUMB framework for caption’s evaluation is used. THUMB 

stands for “Transparent Human Benchmark” [24]. THUMB is 

based on two major scores; namely, precision and recall, 
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which are measured on a scale from 1 to 5. This in addition to 

penalty scores which are deducted from the average of 

precision and recall scores, to penalize any problems in the 

fluency and /or conciseness of the generated captions, as well 

as any issues concerning the use of inclusive language. The 

following sections briefly introduce the THUMB 1.0 [24] 

framework. 

a) Precision: As the measure entails, the Precision (P) 

assess how precise the image is described by the generated 

caption, which is mainly intended to detect the common 

failures of the language model part. Precision is measured on a 

scale from 1 to 5, where 0.1 point is deducted in situations 

like, minor difference in colors, counts, the caption is not 

accurate, but do not mainly contradict with image’s contents, 

in addition to other attributes like occasions, locations, etc. 

[24]. 

b) Recall: Recall (R) evaluates how good (complete) 

does the caption describe the image contents; including main 

objects, their relationships and colors. Therefore, it penalizes 

the generic, short captions that are usually generated by the 

majority of image captioning methods. If the image 

description (caption) is too generic, where different diverse 

images can be imagined based on that caption, then the recall 

score tends to be low [24]. 

c) Penalties: Penalties are given to penalize fluency 

problems; which assesses the text structure, regardless of the 

image contents. As most of automatically generated captions 

do not suffer fluency problems, points are deducted from the 

average of the precision and recall scores. A penalty of 0.1 is 

given for grammatical or spellings mistakes, as they are easily 

corrected. For other more serious problems like duplication, 

broken sentences, a minimum of 0.5 points are deducted. The 

Conciseness is also evaluated in this framework, where 

penalties are given for unnecessarily long, detailed captions, 

where 0.5 points are deducted. However, as the majority of 

automatically generated captions tend to be short, this penalty 

is not very common [24]. The final type of penalties is given 

on describing humans with terms that deviate from inclusive 

language, which ranges from 0.5 for subjective comments, to 

2.0 for more severe problems. A final rule in this framework, 

is that double penalties should be avoided. If a problem is 

penalized using precision, it should not be penalized again by 

recall [24]. 

IV. RESULTS AND DISCUSSION 

A. Model 1 Results 

 Results of model 1 are shown in Table I. From this table, it 
can be seen that the model achieved BLEU-4 score of 8.29, 
which is superior to 9 of previously published BLEU-4 scores. 
This can be attributed to the strong encoder architecture used as 
well as the use of the attention mechanisms and beam search. 

B. Model 2 Results 

Results of model 2 are shown in Table II. From this table, it 
can be seen that the BLEU-N scores have significantly 
increased for all beam sizes. The best BLEU-4 results were 
obtained with beam size of 5. The results show that the use of 

FARASA segmenter significantly improved all the scores. 
These results are consistent with [12], where root words have 
been used, which is a similar approach to FARASA pre-
processing. This model achieved the highest BLEU-4 scores 
obtained on the Arabic Flickr8 data set so far. Fig. 1 shows the 
BLEU-4 scores obtained at different beam sizes, for PyArabic, 
compared to FARASA pre-processing. From this figure, it can 
be seen that the best results were obtained with beam size 5. 
This can be attributed to the improvements of the completed 
sequence of words with beam size of 5, compared to the 
ground truth captions for the test set. 

C. Results on 200 Images from MS COCO  

As an additional test of the models quality 200 randomly 
selected images from MS COCO data set with Arabized 
captions were used. The results are shown in Fig. 2. From this 
figure, it can be seen that better results were obtained; again by 
the model with FARASA segmenter, and beam size of 3, 
which is the same situation as Flickr8 test set. Fig. 3 compares 
the performance of the two models on MS COCO data set. 

TABLE I. SCORES OF MODEL 1 ON ARABIC FLICKR8 WITH BEAM 

SEARCH 

Model BLEU-1 BLEU-2 BLEU-3 BLEU- 4 

Model 1 + Beam size 1 39.01 24.45 13.01 7.27 

Model 1 + Beam size 3 40.10 25.58 14.28 7.89 

Model 1 + Beam size 5 39.10 25.13 13.96 8.29 

TABLE II. COMPARISON OF BLEU-4 SCORE FOR FARASA PRE-
PROCESSING, AND BEAM SIZES  

Model BLEU 1 BLEU 2 BLEU 3 BLEU 4 

FARASA + Beam size 1 57.45 43.79 31.86 22.81 

FARASA + Beam size 3 59.90 47.40 36.13 26.89 

FARASA + Beam size 5 58.71 46.52 35.71 27.12 

 

Fig. 1. Comparison of BLEU-4 Score for different Preprocessing Methods 

and Beam Sizes. 

 

Fig. 2. Comparison of BLEU-4 Score for different Beam Sizes. 
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Fig. 3. Comparison of BLEU-N Scores, for Models 1 and 2, on 200 Images 

from MS COCO. 

D. Results’ Comparison with Related Work 

Fig. 4 shows our BLEU-4 results, compared to previously 
published work, and Table III shows our BLEU-N scores as 
compared to previously published results on Arabic Flickr8. 
From this table, it can be seen that the highest BLEU-4 score 
are achieved by the model trained with FARASA segmenter 
and beam size of 5. Furthermore the PyArabic model also 
achieved high BLEU- N scores, which are superior to 9 of 
related work results. As noted in the related work Section II, 
most of those studies did not report the data splits they used, 
others used different splits like [14] and [17], who used parts of 
both Flickr8 and MS COCO data sets, and [16], who used 
90/10 for training and testing, while [17] used combined data 
set for training, but the testing was only done on part of Flickr8 
data. 

E. Qualitative Evaluation of our Results 

As a complementary measure to the obtained BLEU–N 
scores, it was important to seek qualitative evaluations, to 
validate the BLEU-N scores results, and show that our models 
predict accurate and meaningful description for the images. 
Table IV shows a sample of the captions generated by our 
models, compared to others previously published captions for 
same images. As human evaluations are still considered the 
gold standards to evaluate the quality of machine generated 
captions, four native Arabic speakers were asked to rank ours, 
and others captions for each image. Based on the average 
ranking for the evaluators, they reported that our model’s 
captions have better quality in 16 out the 29 (55%) captions 
listed in Table IV. In particular, those which are generated with 
models used PyArabic pre-processing. Other related work 
methods are better in 8 out of 29 (28%), and both have the 
same quality in 5 out of the 29 (17%) images. 

 

Fig. 4. Our Results Compared to those of Previously Published Methods. 

TABLE III. OUR RESULTS AS COMPARED TO PREVIOUSLY PUBLISHED 

METHODS 

Model  
BLEU 

1 

BLEU 

2 

BLEU 

3 

BLEU 

4 

[2]  33.18 19.26 10.49 5.71 

[16] Transformers + ARABERT 44.30 N/A N/A 15.70 

[16] Transformers  42.70 N/A N/A 15.20 

[16] LSTM + ARABERT 38.30 N/A N/A 8.20 

[16] LSTM 35.10 N/A N/A 8.0 

[16] GRU + ARABERT  37.6 N/A N/A 7.9 

[16] GRU   35.3 N/A N/A 7.8 

[14]  52.00 46.00 34.00 18.0 

[12]  65.8 55.9 40.4 22.30 

[13]   34.40 15.40 7.60 3.50 

[17] AraBERT32-Flickr8k 39.10 24.6 15.0 9.2 

[17] AraBERT32- COCO 36.5 22.1 12.9 7.1 

[17] AraBERT256 -Flickr8k 38.7 24.4 15.1 9.3 

[17] GigaBERT32- Flickr8k 38.6 24.1 14.4 8.27 

[17] GigaBERT32- COCO 36.0 21.5 12.4 7.08 

Our model with PyArabic & beam 
size of 3 

39.108 25.131 13.962 8.29 

Our model with FARASA & beam 

size 5  
58.708 46.523 35.712 27.12 

 

Fig. 5. Summary of THUMB Score Comparison between PyArabic, and 

FARASA based Models. 

To further evaluate and quantify the differences in the 
captions’ quality, THUMB 1.0 [24] was employed, which is 
utilized for Arabic image captioning for the first time in this 
paper. Therefore, three different native Arabic speakers were 
asked to use the THUMB framework, and evaluate the captions 
in Table IV. Based on the average of ratings by the three 
evaluators; Fig. 5 compares the THUMB scores of our two 
models. From this figure, it can be seen that PyArabic model 
has better quality captions, where it obtained 16 wins, 6 losses 
and 7 ties; compared to FARASA based model. Similarly, 
Fig. 6 summarizes the comparison results between our models 
and the related work, showing our models’ wins, losses and 
ties. Again, and similar to the first four evaluators, our models 
obtained higher THUMB scores, where 15 and 17 wins; 5 and 
7 losses; and 9 and 5 ties were obtained by our PyArabic and 
FARASA based models respectively. Fig. 7 shows detailed 
comparison between our model’s Precision, Recall, and 
Penalties, compared to those of related work. From this table 
that our models obtained better scores, but had more penalties, 
in particular for FARASA based model. Even though 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 7, 2022 

418 | P a g e  

www.ijacsa.thesai.org 

FARASA based model compares favorably to the related work 
models; however, it has more penalties, due to token 
repetitions, like example 2, location issues, like example 6, 
where the caption “little girl in people” should have been “little 
girl with people” , in Arabic “فتاة صغيرة في الناس” should have 
been “فتاة صغيرة مع الناس”. Again, in spite of the fact that BLEU-
N scores for FARASA based model are much higher than 
PyArabic based model, it tends to output short, more generic 
descriptions, compared to PyArabic based models, where the 
structure and/or the semantics of the captions are better for the 
latter. The improved results for FARASA based models could 
be partially attributed to the increase of the number of tokens, 
like the suffix “AL”  TAA“ ,(نا) ”possessive pronoun “na , "ال"
Marboota” “ة”, while number of unique stem words decreases. 
Another reason is that; due to the tendency of producing short, 
more generic captions, then the overlap of the N-grams with 
the ground truth captions in the test set increases, hence the 
higher BLEU-N scores. The important question here is: should 
FARASA based models be used as they have higher BLEU-N 
scores? The answer depends mainly on the nature of the image 
to be captioned. For example, the captions for images 1, 5, 7, 
13 are of same quality for both models. However, if the image 
scene is busier, then PyArabic based models would be better, 
like the case of images 2, 3, 6, 18, etc. As Fig. 5 shows, 
PyArabic based model produces better, stronger sentences 
semantically; however, the difference of the models scores are 
minor in most of the cases, which favors the use of FARASA 
based models. It should be noted here that it is hard to conclude 
that PyArabic based models are qualitatively better than 
FARASA based models; as only a sample of 29 images were 
shown here, which are common between all published work, 
and obtaining the THUMB scores for more images could 
reverse the situation, which is likely, as the BLEU-4 score for 

FARASA based model is much higher. One more thing that 
could give us a hint, and may help in answering the question; is 
to be able to understand the internal logic of the model during 
the caption generation process. This can be achieved by 
visualizing the attention mechanism weights during caption 
generation, which is explored in Section V. 

 

Fig. 6. Summary of THUMB Score for our Two Models, Compared to 

Related Work Models. 

 

Fig. 7. Detailed THUMB Scores for Our Two Models, Compared to Related 

Work Models. 

TABLE IV. OUR GENERATED CAPTIONS, COMPARED TO PREVIOUS STUDIES FOR THE SAME IMAGES 

 Image PyArabic based model Captions 
FARASA based model 

captions 
Previous work captions 

1 

 

 مجموعة من الرجال يلعبون كرة القدم

Group of men playing football 

مجموعة من الناس يلعبون كرة 
 القدم

Group of people playing 
football 

[1]  

 ر اللون فى الملعبلاعب كرة قدم يرتدى قميص احم

A soccer player wears a red shirt on the field 

2 

 

 شخص يركب دراجة نارية

Person riding a motorcycle 

 راكب الدراجة الدراجة الدراجة

Cyclist bike bike 

[1]  

 رجل يركب دراجة ترابية

Man riding a dirt bike 

 

 

3 

 

 مجموعة من الناس يقفون في الشارع

A group of people standing in the 
street 

 مجموعة من الناس في الشارع

Group of people in the 
street 

[1] 

 مجموعة من الناس فى الخارج فى مدينة مزدحمة

A group of people outside in a crowded city 

4 

 

 صغير يرتدي سترة حمراء صبي

Little boy wearing a red jacket 

 

 رجل يرتدي قبعة صغيرة

man wearing beanie 

[16] 

 صبي صغير يرتدى زى القراصنة يرفع علم القراصنة

A little boy in a pirate costume raises a pirate 
flag 
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5 

 

 صبي صغير يقفز في الهواء

Little boy jumping in the air 

 صبي صغير يقفز في الهواء

little boy jumping in the air 

[16] 

 اءصبي صغير يقفز في الهو

little boy jumping in the air 

 

6 

 

 مجموعة من الناس يلعبون في الهواء

A group of people playing in the 
air 

 فتاة صغيرة في الناس

little girl in people 

[16]  

 ر فى قميص ازرق و جينز ازرقصبي صغي

Little boy in a blue shirt and blue jeans 

7 

 

 كلب بني يركض عبر العشب

Brown dog running through the 
grass 

 كلب بني يركض في العشب

Brown dog running in the 
grass 

 

[16] 

 كلب بني يركض في حقل

Brown dog running in a field 

 

8 

 

 فتاة صغيرة في قميص أزرق

Little girl in blue shirt 

 امرأة صغيرة في الهواء

 

little woman in the air 

 

[16] 

 امرأة فى ثوب السباحة تمشى فى بركة

A woman in a bathing suit walking in a pool 

9 

 

 رجل في قميص أزرق يلعب كرة السلة

A man in a blue shirt playing 
basketball 

 رجل يرتدي سترة السلة السلة

 

A man wearing a 
basketball jacket the 
basket the basket 

[16] 

 صيي صغير يلعب كرة السلة فى ملعب رياضى

Little boy playing basketball in the sports field 

 

10 

 

 صبي صغير يقفز في الشارع

Little boy jumping the street 

 الشارعامرأة صغيرة في 

little woman in the street 

 

 

[16] 

 رجل يعزف على الجيتار فى الشارع

A man playing guitar in the street 

11 

 

 كلب أسود يركض على العشب

Black dog running on the grass 

 اثنين من الكلاب يلعبون في العشب

Two dogs playing in the 
grass 

[2] 

 كلب بنى يقف فى الماء

Brown dog standing in the water 

12 

 

 كلب أسود يركض في الثلج

Black dog running in the snow 

 اثنين من الكلاب يلعبون في الثلج

 

Two dogs playing in the 
snow 

[14] 

 

 A black and white يقفز على سجادة سود وأبيضكلب أ
dog jumps on a carpet 

13 

 

 رجل يركب الأمواج

Man surfing 

 راكب الأمواج في الماء

Surfer in the water 

. [14] 

 رجل يمارس رياضة ركوب الأمواج

Man surfing 

 

14 

 

رجل يرتدي سترة حمراء على لوح التزلج 
 الجليدعلى 

A man wearing a red jacket on a 
snowboard 

 المتزلجان في الثلج

Snow skaters 

[14] 

 رجل يرتدي خوذة حمراء قيف على تلة ثلجية

A man wearing a red helmet stood on a snow 
hill 

15 

 

 صبي صغير يقفز في الثلج

Little boy jumping in the snow 

 في الثلج المتزلج

snow skater 

[2] 

 صبى فى سترة حمراء يلعب فى الماء

A boy in a red jacket playing in the water 

16 

 

 كلب أسود يقفز في الهواء

Black dog jumping in the air 

 كلب أسود يقفز في الهواء

Black dog jumping in the 
air 

[2] 

 كلب اسود يقفز فى الهواء

Black dog jumping in the air 

17 

 

 فتاة صغيرة في الماء

Little girl in the water 

 

 فتاة صغيرة في الماء على الشاطئ

little girl in the water on 
the beach 

[2] 

 صبي فى ثوب سباحة يلعب فى الماء

Boy in a bathing suit playing in the water 
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18 

 

 فتاة صغيرة في قميص أحمر في حقل

shirt in a fieldLittle girl in a red  

 فتاة صغيرة في العشب

little girl in the grass 

 

[31] 

 فتاة صغيرة ترتدي فستان ملون تحمل كوب

little girl wearing a colorful dress bear cup 

19 

 

 كلب أبيض يركض في الثلج

A white dog running on the snow 

 كلب أبيض يركض في الثلج

A white dog running on 
the snow 

[2]  

 كلب أبيض يركض في الثلج

White dog running in the snow 

 

20 

 

 رجل في قميص أزرق

Man in blue shirt 

 امرأة ترتدي سترة وامرأة

Woman wearing a jacket 
and woman 

 

[1] 

ة حمراءرمرأة فى ست ا تحمل الزهور من باقة  

Woman in red jacket carrying flowers from a 

bouquet 

21 

 

 رجل يجلس على لوح التزلج على الشاطئ

A man sitting on a surfboard on 
the beach 

 

 رجل يقفز في الماء

Man jumping in water 

[16] 

 صبيان يستعدان للقفز من رصيف يقع على جسم كبير فى الماء

Boys preparing to jump from a pier that falls on 
a large body in the water 

22 

 

 رجل يقف على مقعد في الشارع

standing on bench in the Man 
street 

 امرأ ة من الناس في الشارع

Woman of people in the 
street 

 

[2] 

 يشيرون الى الكاميرا مجموعة من الناس يحملون المشروبات و

A group of people carrying drinks and pointing 
at the camera 

23 

 

 شخص يركب دراجة على الجليد

person riding a bicycle on ice 

 

 شخصان في الثلج

Two people in the snow 

[31] 

 رجل يرتدي خوذة زرقاء 

 اللون يقفز فوق لافتة تقول

Man wearing blue helmet 

color jumps over a sign that says 

24 

 

 رجل يركب دراجة نارية

Man riding a motorcycle 

 مجموعة من الدراجة النارية

 

set of motorcycle 

[13] 

 رجل يرتدي خوذة حمراء

 يقود دراجة نارية في الهواء

 

Man wearing red helmet 

driving a motorcycle in the air 

25 

 

 رجل في قميص أحمر يقفز في الهواء

 

in the A man in a red shirt jumps 
air 

 رجل يقفز على الهواء

man jumping on air 

[15] 

 ملعب تنس امرأة تحمل مضربا فوق

Woman holding a racket on a tennis court 

26 

 

 كلب بني يركض على العشب

Brown dog running on the grass 

 الكلب البني والبني

Brown dog brown dog 

[13] 

 كلب بني و اسود اللون يقفز

 و ابيض ابيض وق سياجف

Brown and black dog jumping 

Over a white and white fence 

 

27 

 

 اثنين من الكلاب يلعبون في الثلج

snowTwo dogs playing in the  

 ثلاثة من الكلاب في الثلج

Three dogs in the snow 

[13] 

 كلب اسود و كلب بني اللون في حقل عشبى

Black dog and brown dog 

in a grassy field 

28 

 

 كلب أسود يركض عبر العشب

Black dog running across the grass 

 اثنين من الكلاب يلعبون في العشب

Two dogs playing in the 
grass 

 

[31] 

 حقل عشبي. كلب اسود و كلب بني اللون في

Black dog and brown dog in 

grass field 

 

29 

 

 اثنين من الناس في الهواء

Two people in the air 

 مجموعة من الناس في الشارع

group of people on the 
street 

 

[16] 

 امرأة فى سترة برتقالية تتحدث على هاتفها المحمول

A woman in an orange jacket talking on her 
mobile phone 
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V. ATTENTION MECHANISM AND PRE-PROCESSING 

METHODS 

Motivated by the results obtained in Section IV, where the 
use of PyArabic and FARASA segmenter lead to different 
BLEU-N; as well as THUMB scores, we thought it would be 
interesting to visualize the sequence of the tokens generated 
with images’ attended parts by each model. Therefore, 
attention scores visualization is used to investigating the effect 
of different text pre-processing methods on the generated 
captions. Put it another way; it is required to investigate 
whether the attention mechanism attends the image salient 
features the same way during word sequence generation; for 
different pre-processing methods. 

Fig. 8 to 15 show the attention visualization for four 
different images and their captions, while the alignment of 
tokens is shown with the images’ attended parts during 
sequence generation. Interestingly, it is noticed from those 
figures, that the attention mechanism behavior is somehow 
different in FARAS based model compared to PyArabic based 
model. Take for example Fig. 8 and 9, which visualize the 
attention by FARASA and PyArabic models respectively. Even 
though the length of the sequence is shorter in Fig. 8 
(FARASA based model), it can be noticed that the model 
perfectly attends the token “فتاة”,“ Girl” , which spans images 
2,3,4, then “in” "فى"in 5 , then “ the water”  ,6,7,8 "ال +ماء"
which made the attended image features very prominent. This 
is not the case in Fig. 9, where an additional word “water” "ماء"   
is not clearly visualized like Fig. 8. Looking at Fig. 10 and 11, 
it can be seen that the attention mechanism better attends the 
image’s salient features in case of FARASA based model, 
where the attention shows the dogs and the snow clearly, which 
is not the case in Fig. 11 for PyArabic. One explanation is that 
FARASA pre-processing outputs larger number of tokens for 
the same image region, therefore, higher attention scores. 

In addition to the above, attention visualization is also 
useful in detecting a model’s failure, even if it is not very clear 
in the caption. Consider for example Fig. 12 and 13, where the 
generated caption is “ child in the air”, while the attention is 
attending the cat face, which is the same for PyArabic based 
model, “Man is sitting on a chair”, still the attention is on the 
cat’s face. This is a clear failure of both models, which may not 
be noticed in case of PyArabic model, as there is a man sitting 
there in the image. From those examples, it can be concluded 
that FARASA based model better attends the image’s salient 
features during caption generation, compared to PyArabic 
model. A third, and more interesting example is shown in Fig. 
14 and 15, where an images composed of two individual 
images, for two different scenes are stacked together. For 
Fig. 14, the generated caption is “three people in the water”, 
and the attention shows that the dog is counted as one of the 
three persons in the image, and the water is clearly attended as 
well. This is not the case for Fig. 15, with the caption “Man 
Surfing”, where one person is attended, while the surfing token 
is aligned with the dog, which is a clear failure of the model. 

From those examples, it can be concluded that FARASA 
segmenter improves the attention mechanism behavior, which 
explains the high BLEU-N scores of its model. However, more 
examples needs to be looked at, to confirm such conclusion. 

 
    1      2          3               4  5 

 
    6     7         8 

Fig. 8. Attention Weights Visualization for FARASA based Model: The 

Caption is "Girl in the Water”. 

 

Fig. 9. Attention Weights Visualization for PyArabic based Model. The 

Caption is "Little Girl in the Water.” 

 

Fig. 10. Attention Visualization for FARASA based Model. The Caption is: 

"Three Dogs in the Snow". 

 

Fig. 11. Attention Visualization for PyArabic based Model. The Caption is: 

"Two Dogs Playing in the Snow". 

 

Fig. 12. Attention Visualization for FARASA based Model. The Caption is: 

"Child in the Air”. 

 

Fig. 13. Attention Visualization for PyArabic based Model. The Caption is: 

“Man Sitting on Chair”. 
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Fig. 14. Attention Visualization with FARASA based Model. The Caption is: 

"Three People in Water". 

 

Fig. 15. Attention Visualization for PyArabic based Model. The Caption is: 

"Man Surfing". 

VI. CONCLUSION AND FUTURE WORK 

In this paper, an efficient model for Arabic image 
captioning is proposed, and the effect using beam search, as 
well as the pre-processing on the testing BLEU-4 score is 
investigated. The model with FARASA segmenter achieved 
the state of the art BLEU-4 score. The results are also 
consistent with the results of the model which used root words 
to generate Arabic captions. In addition to the BLEU-N scores, 
the generated captions were also qualitatively evaluated by two 
teams of Arabic native speakers, the first team the captions, 
while the other used the “THUMB” framework for evaluation. 
The generated captions using two different text pre-processing 
models achieved the best THUMB scores, where the model 
with PyArabic pre-processing showed better results on the 
sample used. Another interesting finding in this paper is that 
the different text pre-processing methods influence the 
attention mechanism, where FARASA based model showed 
better attention visualization for the used samples. The 
generated captions also compares favorably to all previous 
related work, quantitatively, and qualitatively. The paper also 
show that the choice of the right architecture, with the right 
pre-processing of Arabic text and the use of beam search can 
significantly improve the quality of the generated captions. 

From the work done in the area of Arabic image captioning 
including this study, it can be concluded that the use of 
transformers did neither significantly improve the BLEU-N 
results, nor the use of larger data sets in training. 

As a direction of future research, more efficient models can 
be investigated to improve the obtained results in this area, 
utilizing Generative Adversarial Networks. Another direction 
is to propose new text pre-processing methods and additional 
evaluation methods to cope with morphologically rich 
languages like the Arabic language. 
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Abstract—Infertility is a crucial reproductive problem 
experienced by both men and women. Infertility is the inability to 
get pregnant within one year of sexual intercourse. This study 
focuses on infertility in men. Many causes that can cause 
infertility in men including sperm quality. Currently, 
identification of human sperm is still done manually by observing 
the sperm with the help of humans through a microscope, so it 
requires time and high costs. Therefore, high technology is 
needed to determine sperm quality in the form of deep learning 
technology based on video. Deep learning algorithms support this 
research in identifying human sperm cells. So deep learning can 
help detect sperm video automatically in the process of 
evaluating sperm cells to determine infertility. We use deep 
learning technology to identify sperm using the You Only Look 
Once version 4 (YOLOv4) algorithm. Purpose of this study was 
to analyze the level of accuracy of the YOLOv4 algorithm. The 
dataset used is sourced from a VISEM dataset of 85 videos. The 
results obtained are 90.31% AP (Average Precision) for sperm 
objects and 68.19% AP (Average Precision) for non-sperm 
objects, then for the results of the training obtained by the model 
79.58% mAP (Mean Average Precision). Our research show 
result about identification of human sperm using YOLOv4. The 
results obtained by the YOLOv4 model can identify sperm and 
non-sperm objects. The output on the YOLOv4 model is able to 
identify objects in the test data in the form of video and image. 

Keywords—Classification; deep learning; identification; sperm; 
sperm head; you only look once version 4 

I. INTRODUCTION 
In the last two decades, the reproductive problem in men 

that has received much attention is infertility. Infertility is 
caused by many things, one of which is abnormalities in sperm 
morphology. Morphological abnormalities experienced by 
sperm include thin heads, amorphous heads, or bent or 
asymmetrical neck is of little clinical use [1]. Many studies 
have reported some analytical disturbances of sperm 
morphology tests in the details of the sperm sections that were 
carried out manually. Several studies related to technology to 
support the diagnosis of infertility in sperm include Computer 
Assisted Sperm Analysis (CASA), Automatic Assessment of 
Biochemical Markers of Seminal Plasma, Histopathology 
Assessment [2]. The technology development that has been 

carried out still requires further development to get better 
results, in order to be able to get accurately analyze and 
identify infertility problems. Currently, there are many studies 
that predict the cases of infertility. The method that is 
commonly implemented is the observation method from 
patient medical record data at a hospital [3]. A number of 
studies have shown that the factors that cause infertility include 
age, smoking habits, marijuana use, heroin, hormone disorders, 
and immunological disorders [4]. These factors can increase 
the risk of having abnormal sperm so that it becomes infertility. 

Identification of sperm is still mostly done manually by 
humans by observing directly with the aid of a microscope. 
This requires a high time and cost. To overcome these 
problems needed a high technology, it is using deep learning. 
Research on deep learning has been widely carried out [5, 6, 7, 
8, 9]. 

Convolutional Neural Network (CNN) is a development of 
deep learning that has been developing since 2012. This 
method can identify sperm morphology accurately based on 
images [5]. Accurate identification results are influenced by the 
quality of full image data or with large pixel sizes, so that 
accuracy and detection performance can be more optimal [6]. 
In addition to analyzing the morphology of the sperm, CNN 
can identify sperm based on motility. The dataset used is video 
[7]. The best results were obtained at the Mean Average Error 
(MAE) which was 8.786. This shows that the prediction of 
sperm motility is a fast and consistent process [8]. In the study 
[9] used Region Based Convolutional Neural Network (R-
CNN) to evaluate sperm head motility in video data [7]. The 
results obtained in this study were 91% and MAE was 2.92. 

Research [8, 9] has not been able to identify sperm and 
non-sperm objects through video. Therefore, our research 
carried out the latest and most updated breakthrough in the 
form of YOLO (You Only Look Once). The YOLO algorithm 
is a floating of CNN which functions as object detection in 
multiple images [10]. The YOLO algorithm is a more efficient 
method than object detection algorithms in other machine 
learning, because it makes everyone can use a 1080 Ti or 2080 
Ti GPU to train a super-fast and accurate object detector [11]. 
Therefore, it is necessary to build a model using the YOLO 
method to identify sperm and non-sperm based on video. 

*Corresponding Author. 
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II. MATERIALS AND METHODS 
The process conducted in this study is illustrated in Fig. 1. 

Fig. 1 shows an illustration of the workflow this research 
with many steps. The first step is to collect images for the 
dataset, then resize the image and annotate it based on the 
object class. The second step is split data to generate train, 
validation, and test data. The next step is training data based on 
predetermined hyperparameters. The last step is to evaluate the 
model from the results of training data and data testing. 

A. Dataset 
The data used is from Simula Open Dataset with the 

address https://datasets.simula.no/visem/. This VISEM dataset 
is a multi-modal dataset that contains data sources such as 
videos, biological analysis data, and participant data, however 
in its use for this study only data in the form of videos are used 
as research datasets. The VISEM dataset contains 85 video 
recordings of anonymous data from 85 different donor 
participants with the AVI (Audio Video Interleave) extension 
and the resolution of each video is 640 x 480 pixels with 50 fps 
frame rate. Based on the video, 1330 images are produced 
which will be processed. Fig. 2 shows a piece frame of 
microscopic video the VISEM dataset. 

B. Annotation Data 
In this step, two object annotation classes are given for the 

image to be trained. The classes created in this annotation are 
sperm and non-sperm. Each frame is annotated in the form of 
bounding boxes on the morphology of the sperm head and an 
object that is not sperm. The results of annotations have been 
made for sperm class is 105.465 bounding boxes. While for the 
non-sperm class, 22.425 bounding boxes have been annotated. 
For this annotation use Yolo_mark which is sourced from 
GitHub https://github.com/AlexeyAB/Yolo_mark.git. The 
following display of the data annotation can be seen in Fig. 3. 

C. Deep Learning 
Deep Learning is a branch of machine learning that is 

inspired by the human cortex by applying an artificial neural 
network with many hidden layers [12]. There are many types 
of Deep Learning, such as Deep Auto Encoder, Deep Belief 
Nets, Convolutional Neural Network, and others. Deep 
Learning can solve computer difficulties in understanding the 
meaning of raw input data that is by breaking the desired 
complex mapping into a series of nested simple mappings. 

D. Convolutional Neural Network (CNN) 
Convolutional Neural Network is a subdivision of a Deep 

Learning algorithm used in computer vision to solve certain 
cases or problems, such as classifying and detecting objects in 
images, photos, or videos [13]. The characteristics of CNN 
have a 3D arrangement of neurons (height, width, and depth). 
The illustration of CNN architecture can be seen in Fig. 4. 

 
Fig. 1. Research Workflow View. 

 
Fig. 2. Frame from Microscopic Video of VISEM Dataset. 

 
Fig. 3. Display Data Annotation of Image Extraction VISEM Dataset. 

 
Fig. 4. The Architecture of Convolutional Neural network (CNN) [13]. 
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Fig. 4 shows processes to receive image prediction from 
CNN. Here we can see the CNN processes are input image, 
convolution, ReLu, pooling, and fully connected layer. 

1) Convolution: The mathematical definition of 
convolution is the total number of multiplications between the 
corresponding elements (having the same coordinates) in two 
matrices or two vectors [14]. Convolution can also be defined 
as the process of multiplying an image using an external mask 
or sub-windows to create a new image. 

2) Pooling: The pooling layer is a layer that has the 
function to reduce the spatial size of the convolution process. 
So as to reduce the computational resources required to 
process data by reducing the dimensions of the feature map. 
This pooling layer can make the model training process more 
effective because the pooling layer is the dominant feature 
extraction [15]. 

3) Rectified Linear Units (ReLU): ReLU is the part of the 
linear function code that removes the negative part to zero and 
keeps the positive part of the convolution result. Many studies 
have shown that ReLU outperforms the sigmoid activation 
function and empirical ground [16]. ReLu activation function 
is defined as: 

𝑎𝑖,𝑗,𝑘 = 𝑚𝑎𝑥 (𝑧𝑖,𝑗,𝑘, 0)             (1) 

Input of the activation function is 𝑧𝑖,𝑗,𝑘 at location (𝑖, 𝑗) on 
the k-th channel. Simply put, ReLU outputs 0 when 𝑎𝑖,𝑗,𝑘 < 0, 
and otherwise, it outputs a linier functions when 𝑎𝑖,𝑗,𝑘 ≥ 0. 
Fig. 5 is visual representation of ReLU activation function. 

4) Fully connected layer: Fully Connected Layer is a 
layer that is fully connected; this layer of neurons is connected 
directly to other neurons by two adjacent layers without being 
connected to any layer [17]. The Fully Connected Layer 
processes the output of the final pooling or convolutional 
layer, which has been flattened. The results of this process will 
then be continued using the softmax function to get the 
probability of the input being in a certain class [18]. 

E. You Only Look Once (YOLO) 
You Only Look Once or YOLO is a new approach to object 

detection and development of CNN. YOLO differs from 
previous research in that detecting an object reuses its 
classifier; instead YOLO frames object detection as a 
regression problem with spatially separated bounding boxes 
and associated class probabilities [10]. 

Fig. 6 illustrates the YOLO process in making the input 
image into an image that has been given a bounding box. The 
first step is the input image will be resized, and then the second 
step runs a convolutional neural network, after that it does non-
max suppression and produces an image that has been 
identified with a bounding box. 

YOLO is implemented as a convolutional neural network. 
This architecture is inspired by the GoogleNet model for image 
classification. The YOLO network has 24 convolution layers 
followed by 2 fully connected layers. Simply uses 1×1 
reduction layer followed by 3×3 convolutional layers. The 

prediction of the final output of this YOLO network is a tensor 
of 7×7×30. Fig. 7 shows the YOLO architecture in processing 
image predictions. 

There are several versions YOLO of the development of 
research that has been carried out, in this study using YOLOv4. 
YOLOv4 overcomes this problem by creating a CNN that 
operates in real-time on a conventional GPU, and requires only 
one conventional GPU for training. The purpose of YOLOv4 is 
to design the speed of operation of the object detector in 
producing systems and optimization for parallel computing. 
YOLOv4 hopes that the designed object can be easily trained 
and used. 

Modern detectors usually consist of two parts consisting of 
a backbone and a head, for a backbone that has been trained 
previously with ImageNet. Head used to predict the class and 
bounding boxes of the object. For detectors running on the 
GPU platform, the backbone used can be VGG, ResNet, 
ResNetXt, or DenseNet. For detectors running on the CPU 
platform, the backbone used is SqueezeNet, MobileNet, or 
ShuffleNet. The development of object detectors in recent 
years often inserts several layers between the backbone and the 
head, these layers are usually used to collect feature maps from 
different stages. We can call this layer the neck object detector. 
In general, the neck consists of several bottom-up paths and 
topdown paths. Networks equipped with this mechanism 
include the Feature Pyramid Network (FPN), Path Aggregation 
Network (PAN), BiFPN, and NAS-FPN [11]. 

 
Fig. 5. Display Representation of ReLU Activation Function [16]. 

 
Fig. 6. Processing Images with YOLO Detection System [10]. 

 
Fig. 7. Display YOLO Architecture [9]. 
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Fig. 8. Structure Modern Detector of YOLOv4 [10]. 

Based on Fig. 8, YOLO research uses modern detectors, so 
the researchers make several terms; there are Bag of Freebies 
(BoF) and Bag of Specials (BoS). The definition of the Bag of 
Freebies (BoF) is that researchers can perform an optimization 
to produce better accuracy and not increase inference costs by 
using training methods. The BoF used for the backbone are 
DropBlockRegularization, Class Label Smoothing, and 
CutMix and Mosaic Data Augmentation. BoF for this 
backbone is useful for increasing the variability in the input 
image so that the model built has a higher quality for images 
obtained from different environments. The definition for Bag 
of Special (BoS) is a set of plugin modules and post-processing 
methods that only increase inference costs by a small amount, 
however can significantly improve accuracy in object 
detection. The BaS used in the backbone include Mish 
Activation, Cross-Stage Partial Connections (CSP), Multi-
Input Weight Residual Connection (MiWRC) [12]. 

F. Confusion Matrix 
Confusion Matrix is a performance measurement or 

performance in solving machine learning classification 
problems, where the output results can be in the form of two or 
more classes. Confusion matrix is a predictive analysis tool that 
displays and compares the actual value with the predicted 
model value. Prediction models that can be used to get the 
results of the evaluation matrix are Accuracy, Precision, Recall 
and F1 Score [19]. This confusion matrix is shown in Fig. 9. 

 
Fig. 9. Display Component of Confusion Matrix. 

TP (True Positive): The amount of data that is positive and is 
predicted to be true as positive. 

FP (False Positive): The amount of data that is negative 
however is predicted to be positive. 

FN (False Negative): The amount of data that is positive 
however is predicted to be negative. 

TN (True Negative): The amount of data that has a negative 
value with a correct prediction as negative. 

1) Accuracy: Accuracy is a ratio of selected relevant 
objects to all selected objects. Accuracy can also be defined as 
a comparison of an object that is correctly identified with the 
total number of existing objects and the error rate is an object 
that is identified incorrectly with the total number of existing 
objects [20]. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  𝑇𝑃+𝑇𝑁
𝑇𝑃+𝑇𝑁+𝐹𝐹+𝐹𝑁

× 100%            (2) 

2) Precision: Precision is a level of accuracy of 
information desired by the user with the prediction results 
given by the model or system [21]. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑇𝑃
𝑇𝑃+𝐹𝑃

× 100%            (3) 

3) Recall: Recall is the ratio of the number of objects that 
are detected correctly or True Positive compared to all 
positive data, recall that has a high value means that the 
system or model created can classify object classes correctly 
[22]. 

𝑅𝑒𝑐𝑎𝑙𝑙 = 𝑇𝑃
𝑇𝑃+𝐹𝑁

× 100%             (4) 

4) F1 Score: F1 Score or called the harmonic mean, is a 
picture of the relative influence between precision and recall 
[23]. 

𝐹1 𝑆𝑐𝑜𝑟𝑒 = 2 × 𝑅𝑒𝑐𝑎𝑙𝑙 ×𝑃𝑟𝑒𝑠𝑖𝑠𝑖
𝑅𝑒𝑐𝑎𝑙𝑙 +𝑃𝑟𝑒𝑠𝑖𝑠𝑖

             (5) 

G. mAP (Mean Average Precision) 
Mean Average Precision or mAP is used as the work 

evaluation value of the object detection model. Mean Average 
Precision measures the performance level of the file weights 
resulting from training mode [24]. The solid mAP equation can 
be seen in the following equation. 

𝑚𝐴𝑃 = 1
𝑐
∑ 𝐴𝑃𝑖𝑐
𝑡=1              (6) 

III. RESULT AND DISCUSSION 

A. Train Model Results 
This study uses 3 types of dataset distribution in terms of 

finding the best level of accuracy. The first division structure is 
80% train data, 10% validation data, and 10% test data. The 
next data division is 70% train data, 25% validation data, and 
5% test data. The final data distribution is 60% train data, 20% 
validation data, and 20% test data. Based on the 3 types of split 
data, it produces different accuracy values, however the 
difference in the accuracy values obtained is not too 
significant. The number of iterations carried out during the 
training of this model is 6000 iterations. The learning rate was 
chosen for hyperparameter in model YOLOv4 sperm detection: 
0.002, 0.0002, and 0.00002 [9]. The following is a table of 
accuracy results obtained from training data. 

In Table I, testing of all scenarios uses a hyperparameter 
learning rate of 0.002. We can see that the AP results of each 
object being trained have the greatest results in two different 
scenarios. The biggest AP result for sperm objects is in the 
second scenario with a value of 90.31%. As for the non-sperm 
object, the biggest result is in the first scenario with a value of 

427 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 7, 2022 

68.35%. The biggest mAP result is in the first scenario of 
78.81%. 

Table II is a test using a learning rate of 0.0002 from three 
scenarios. The results obtained from this test are for the biggest 
AP of the two objects in the second scenario. The AP obtained 
for sperm objects is 90.37%, while the AP for non-sperm 
objects is 68.78%. The biggest mAP result is in the second 
scenario of 79.58%. 

Table III uses a learning rate of 0.00002 to get AP results in 
each scenario. In this training, the biggest AP value for sperm 
objects is found in the third scenario, with an AP value of 
88.42%. As for the AP value of non-sperm objects, the biggest 
AP result is in the second scenario of 64.40%. The biggest 
mAP result is in the second scenario of 76.11%. 

TABLE I. ACCURACY RESULTS OBTAINED FROM DATA TRAINING WITH 
A LEARNING RATE OF 0.002 

No Data Composition 
AP 

mAP 
Sperm Non Sperm 

1 
Train 80%, 
Validation 10%, 
Test 10% 

89.51% 
 

68.13% 
 78.81% 

2 
Train 70%, 
Validation 25%, 
Test 5% 

90.31% 
 

65.35% 
 77.83% 

3 
Train 60%, 
Validation 20%, 
Test 20% 

88.52% 65.24% 
 76.88% 

TABLE II. ACCURACY RESULTS OBTAINED FROM DATA TRAINING WITH 
A LEARNING RATE OF 0.0002 

No Data Composition 
AP 

mAP 
Sperm Non Sperm 

1 
Train 80%, 
Validation 10%, 
Test 10% 

89.66% 67.99% 78.83% 

2 
Train 70%, 
Validation 25%, 
Test 5% 

90.37% 68.78% 79.58% 

3 
Train 60%, 
Validation 20%, 
Test 20% 

89.86% 67.42% 78.64% 

TABLE III. ACCURACY RESULTS OBTAINED FROM DATA TRAINING WITH 
A LEARNING RATE OF 0.00002 

No Data Composition 
AP 

mAP 
Sperm Non Sperm 

1 
Train 80%, 
Validation 10%, 
Test 10% 

86.94% 62.54% 74.74% 

2 
Train 70%, 
Validation 25%, 
Test 5% 

87.82% 64.41% 76.11% 

3 
Train 60%, 
Validation 20%, 
Test 20% 

88.42% 63.10% 75.76% 

Table I, Table II, and Table III shows that the mAP 
generated based on several data sharing results in an accuracy 
range of 74% - 79%. The result of the highest training data 
accuracy is 79.58% which is found in the distribution of 70% 
test data, 25% validation data, 5% test data, with a learning rate 
of 0.0002. The results of the lowest training accuracy are 
74.74% which are found in the distribution of 80% test data, 
10% validation data, 10% test data, with a learning rate of 
0.00002. AP results from Sperm and Non Sperm objects differ 
greatly. This is due to the fact that the number of datasets used 
for training is imbalanced data. The best AP result in 
identifying sperm objects is 90.31% and for non-sperm objects 
it is 68.13%. The biggest results are obtained from the sharing 
of data and different learning rates. 

B. Graphical Results of Precision, Recall, F1-Score and on 
Train Model 
The results of the tests carried out in this study obtained the 

values of precision, recall and F1-score of several types of 
learning rates. The results obtained in the model training are 
good, because the results of each precision, recall and F1-score 
do not experience very large differences in values. Based on 
each learning rate that produces the highest value, there is a 
learning rate of 0.0002 with an average value of 0.8 of the 
precision, recall and F1-score values. The results of precision, 
recall, and F1-score illustrate that the model that has been 
made can predict and retrieve information well. The graph can 
be seen in the Fig. 10, Fig. 11, and Fig. 12. 

Fig. 10 shows a graph of the values of precision, recall, and 
F1-score of three scenarios based on a learning rate of 0.002. It 
can be seen that the values of precision, recall, and F1-score in 
the second and third scenarios have a slight difference. 
However, the second scenario has a value that is superior to 
precision and F1 scores with values of 0.75 and 0.81. While the 
third scenario outperformed the recall value of 0.88, only 0.01 
difference from the recall in the second scenario. 

 
Fig. 10. Graph of Precision, Recall and F1-Score Values at a Learning Rate 

of 0.002. 
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Fig. 11. Graph of Precision, Recall and F1-Score Values at a Learning Rate 

of 0.0002. 

Fig. 11 shows a graph of the values of precision, recall, and 
F1-score of three scenarios based on a learning rate of 0.0002. 
It can be seen that the values of precision, recall, and F1-score 
get a slight difference in the values of the three scenarios. The 
highest precision value is found in the first and third scenarios 
with a value of 0.77. then the largest recall value is in the 
second scenario with a value of 0.87. While the relative F1-
Score has the same value in the three scenarios with a value of 
0.8. 

 
Fig. 12. Graph of Precision, Recall and F1-Score Values at a Learning Rate 

of 0.00002. 

Fig. 12 shows a graph of the values of precision, recall, and 
F1-scores from three scenarios based on a learning rate of 
0.00002. It can be seen that the value of precision, recall, and 
F1-score in the second scenario has a superior recall value with 
a value of 0.83. Meanwhile, the highest precision value is 
found in the third scenario with a value of 0.76. Then for the 
largest F1-Score value in the second and third scenarios with a 
value of 0.78. 

C. Overfitting Handling on YOLOv4 Model 
Overfitting occurs when the amount of training data used a 

slight variation. Based on the training data in this study using 
training data that has many variations. Training data is taken 
from several pieces of video frames on the VISEM dataset. 
YOLOv4 model in doing overfitting analysis according to 

Alexey the creator of the YOLOv4 model, validation loss in 
YOLOv4 should not be too much attention because it will tend 
to decrease continuously, so only mAP accuracy must be 
considered. If there is a stagnation in the data training process, 
it is likely that overfitting has occurred. Fig. 13 shows the 
results of the data training in this research. 

 
Fig. 13. Graph of Train Data Result from Split Data 70% Train, 25% 

Validation, and 5% Test with 0.0002 Learning Rate. 

Fig. 13 is the result of data training from split data 70% 
train, 25% validation, and 5% test using a learning rate of 
0.0002 which gets the highest mAP results in this research. The 
graph obtained does not stagnant so that the accuracy of mAP 
continues to run until the 6000 iteration. The mAP value 
obtained is 79.58% based on the results of the training data that 
has been done. 

D. Test Results on the YOLOv4 Model 
The test on this model is done by using a clip from one of 

the videos from the VISEM dataset. This is because at certain 
seconds the appearance of the VISEM video dataset will 
change. This model detects Sperm and Non-Sperm objects in 
the form of video so that the results of object checking by the 
model will be displayed based on the frame detected from the 
video being tested. The following detection results can be seen 
in Table IV and Table V. 

TABLE IV. THE RESULTS OF THE EVALUATION TEST OBJECT ON THE 
YOLO MODEL 

No Frame Id 
Model Prediction 

TP FP FN 
Sperm Non Sperm 

1 1 25 8 31 2 0 

2 14 25 9 31 3 0 

3 26 18 14 30 1 1 

4 38 21 13 33 1 0 

5 43 23 12 34 1 0 

6 55 17 10 26 1 1 

7 67 18 9 26 1 0 

8 79 19 9 28 0 0 

9 86 19 9 27 1 0 

10 97 20 9 28 1 0 
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Table IV shows the result of an evaluation using confusion 
matrix to get the number of objects that have been detected or 
not. Detection is collected by object, the results obtained that 
almost all objects can be detected accurately. The layer capture 
taken from the YOLO model experiment in the form of video 
is taken as much as 10 frames, because there are so many 
frames generated from 1 video. 

Table V describes the results of data processing obtained in 
the process in Table IV. These values are used to obtain 
precision, recall, AP, and mAP values. The results obtained 
will be a benchmark for the accuracy of the model in detecting 
objects. We can see the results of the experiment stated that the 
model can detect more than 80% of the number of objects in a 
video frame. 

Based on the description in Table IV and Table V, it can be 
stated that the model can detect sperm and non-sperm objects 
with good results. In the sperm and non-sperm sections, a 
bounding box has been successfully created with a video 
quality of 50 fps, however there are one or two objects that are 
not legible, this is due to the object being cut off by the video 
frame. Fig. 14 is a display of the detection results from the 
model that has been created. 

TABLE V. CALCULATION RESULTS OF PRECISION, RECALL, AP, AND 
MAP 

No Precision Recall 
AP 

mAP 
Sperm Non Sperm 

1 0.94 1.00 0.94 0.73 0.83 

2 0.91 1.00 0.99 0.82 0.90 

3 0.97 0.97 0.99 0.96 0.98 

4 0.97 1.00 0.98 1.00 0.99 

5 0.97 1.00 0.99 1.00 0.99 

6 0.96 0.96 0.99 1.00 0.99 

7 0.96 1.00 0.99 1.00 0.99 

8 1.00 1.00 1.00 1.00 1.00 

9 0.96 1.00 0.99 1.00 0.99 

10 0.97 1.00 0.99 1.00 0.99 

 
Fig. 14. Display Testing. 

IV. CONCLUSION 
This research develops an object detection development 

using the YOLOv4 algorithm to detect sperm and non-sperm 
objects. Using a dataset derived from the open source Simula 
Open Dataset, then the data in the form of videos is extracted 
into 1330 images. In this study, the training process was carried 
out with 3 different learning rate experiments, namely 0.002, 
0.0002, 0.00002. In each of these experiments, 3 data divisions 
were made for each of the reading rates being tested. The best 
accuracy results are found in experiments with a learning rate 
of 0.0002 which has an accuracy value of 79.58% mAP on 
70% train data distribution, 25% validation and 5% test. Each 
trial process for training uses 6000 iterations to create the 
training data. The test in this study uses video, the results of 
which are that all objects can be detected properly and have 
been labeled with a bounding box. In this study there were 
cases where the model was not able to detect optimally because 
the video data used contained blurred objects and sperm 
objects that were cut off by the frame. 
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Abstract—Image segmentation is an essential technique of 
brain tumor MRI image processing for automated diagnosis of 
an image by partitioning it into distinct regions referred to as a 
set of pixels. The classification of the tumor affected and non-
tumor becomes an arduous task for radiologists. This paper 
presents a novel image enhancement based on the SCA (Sine 
Cosine Algorithm) optimization technique for the improvement 
of image quality. The improved FLICM (Fuzzy Local 
Information C Means) segmentation technique is proposed to 
detect the affected regions of brain tumor from the MRI brain 
tumor images and reduction of noise from the MRI images by 
introducing a fuzzy factor to the objective function. The SCA 
weight-optimized Wavelet-Extreme Learning Machine (SCA-
WELM) model is also proposed for the classification of benign 
tumors and malignant tumors from MRI brain images. In the 
first instance, the enhanced images are undergone improved 
FLICM Segmentation. In the second phase, the segmented 
images are utilized for feature extraction. The GLCM feature 
extraction technique is considered for feature extraction. The 
extracted features are aligned as input to the SCA-WELM model 
for the classification of benign and malignant tumors. The 
following dataset (Dataset-255) is considered for evaluating the 
proposed classification approach. An accuracy of 99.12% is 
achieved by the improved FLICM segmentation technique. The 
classification performance of the SCA-WELM is measured by 
sensitivity, specificity, accuracy, and computational time and 
achieved 0.98, 0.99, 99.21%, and 97.2576 seconds respectively. 
The comparison results of SVM (Support Vector Machine), 
ELM, SCA-ELM, and proposed SCA-WELM models are 
presented to show the robustness of the proposed SCA-WELM 
classification model. 

Keywords—Sine cosine algorithm; extreme learning machine; 
fuzzy c means; GLCM feature; support vector machine 

I. INTRODUCTION 
Brain tumor-related deaths are increasing worldwide 

according to the reports of the WHO (World Health 
Organization). The people affected by brain tumors are 
suffered from the symptoms of headache, vomiting, mildness 
of eye vision, and many more as per the medical study. The 
early treatment of tumor-related disease is essential to avoid 
recurrent deaths. To make treatment faster, automated 

segmentation and classification techniques are the 
requirements for medical diagnosis. The pre-processing step is 
simple and essential in brain-image analysis. Pre-processing is 
generally used to reduce the noise and enhance the image 
resolution and contrast. Many pre-processing approaches are 
used, like un-sharp masking, veneer filters as well as median-
filters. Median filters are usually utilized during the pre-
processing phase to protect the boundaries of an image [1]. The 
image segmentation of brain tumors from "magnetic resonance 
imaging (MRI)" is a significant assignment for the medical 
diagnosis of brain tumors. The conventional fuzzy c-means 
clustering (FCM) algorithm is sensitive to noise. This paper 
proposes an improved fuzzy local information-based FCM 
image segmentation to address the difficulties of segmentation. 
Sehgal et al. [2] proposed a segmentation strategy based on 
neural network optimization that uses neighborhood attraction 
using MRI. By taking into account the local attractiveness, the 
strategy changed the classic FCM method. The enhanced FCM 
clustering (IFCM), takes into account local attractions, based 
on two components: characteristics as well as a span of 
attraction. To partition brain tumor MRIs, researchers used the 
method published by Nabizadeh et al. [3] for calculating 
characteristics from the association between the tumors and 
with brain's LaVs. The method is divided into 4 steps: pre-
processing, segmentation, and feature extraction with 
classification. Li et al. [4] suggested a brain tumor partition 
technique that incorporated anisotropic diffusion filtering as a 
pretreatment step, followed by partition as well as tumor 
extraction utilizing region with circularity using the FCM 
technique. 

Machine learning has ignited considerable interest in 
modern computers in the field of medicine. In the area of brain-
tumor recognition, a variety of advanced machine learning 
approaches are applied. Advanced methods are employed to 
identify the use of brain pictures and improve the quality of the 
information collected, such as image labeling, image 
reconstruction, skull removal, and registration [13]. As a result, 
machine learning has enabled clinics, engineers, and computer 
scientists to collaborate to develop semi-automated and 
eventually completely automated tumor diagnostic systems 
with improved accuracy and processing speed. Motivated by 
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the advancements of machine learning, we have proposed the 
following contributions. 

A. Contribution of the Research Work 
Three contributions are proposed based on image 

enhancement, image segmentation, and classification. The 
contributions are summarized as follows: 

• In the first aspect, the position and velocity parameters 
of the SCA algorithm are modified to enhance the 
quality of the images. 

• In the second aspect, the fuzzy factor in FLICM 
segmentation is replaced with a new fuzzy factor to 
improve the tumor detection and noise reduction 
capability from the brain MRI images. The 
mathematical analysis for the improved fast and robust 
FLICM segmentation algorithm is presented to 
authenticate the proposed segmentation. 

• In the third aspect, the weights of the Mexican Hat 
Wavelet -ELM model optimization by the SCA 
optimization technique are proposed to enhance the 
classification performance. 

The paper is organized as follows. Section 2 presents the 
research implementation diagram, Section 3 presents the Sine 
cosine algorithm for image enhancement, the proposed fast and 
robust FLICM segmentation technique and proposed SCA-
WELM model explanation, and Section 4 presents results and 
discussion of the proposed image enhancement, segmentation, 
and classification, Section 5 presents the conclusion and 
followed by the references. 

II. RELATED WORK 
Several segmentation techniques are presented by the 

researchers, and some of the latest research is included in the 
related work. Pinheiro et al. [5] devised a novel MRI technique 
for detecting brain tumors. Global threshold partitioning has 
been applied after pre-processing of input MRIs. Before 
watershed partition, Morphological approaches have been used 
to improve its results. Elazab et al. [6] proposed an "adaptively 
regularized kernel-based fuzzy C-means (ARKFCM)" 
segmentation to reduce computational time than the KFCM 
segmentation. FCM clustering algorithms with spatial 
constraints are proposed to remove the noise proposed in [7,8]. 
Chao et al. [9] proposed a GM-ARKFCM algorithm to show 
better segmentation than ARKFCM. Cherfa et al. [10] 
proposed AKFRFCM using Particle swarm optimization to 
improve segmentation capability. Tao Lei et al [11] presented a 
"fast and robust FCM (FRFCM)", which uses more parameters, 
and fails drastically to reduce Gaussian noise, beyond 30%. 
Satyasis et al. [12] proposed an improved fast and robust FCM 
algorithm (IFRFCM) to improve the noise reduction capability. 
Belean et al. [14] proposed a density-based spatial clustering 
procedure driven by a level-set approach for microarray spot 
segmentation and quality measures were obtained. Wenxiu et 
al. [15] proposed a two-phase selective segmentation method, 
in which the first phase reduces noise on segmentation and the 
second phase shows the selective segmentation on the 
preprocessed image. 

There are several machine learning methodologies and 
methods to detect brain tumors by utilizing MRIs. An approach 
has been described by El-Dahshan et al. [16], during the 
discovery phase, an artificial feedback neural network and 
KNN are used. Saritha et al. [17] explained a new method for 
identifying usual and unusual brain MRI images 
pathologically. Three features are extracted using wavelet 
entropy-based spider-web plots. Yang et al. [18] suggested a 
recent method for MRI-based early recognition of brain 
tumors. With the RBF function, a kernel-type SVM is used as a 
classifier. In [19], Kalbkhani et al. employed 2D DWT and 
generalized autoregressive conditional heteroskedasticity 
(GARCH). The features are extracted using linear discriminate 
analysis (LDA), and the feature vectors are reduced using 
PCA. For the detection process, KNN, as well as SVM 
identifiers, are used. A method for tumor detection was 
proposed by Xiao [20] and Abd-Ellah et al. [21]. The input 
image is used to extract three kinds of characteristics: intensity-
based, texture-based, and symmetry-based features. Mohsen et 
al. [22] employed a recent MRI method for recognizing brain 
tumors. For dimensionality reduction, PCA is utilized to reduce 
picture features. A BPNN determines if a subject's pictures are 
normal or irregular. Soltaninejad et al. [23] suggested a mixed 
method for MRI recognition of brain tumors. A feedback 
pulse-coupled neural network is used to preprocess the image 
(FPCNN). For feature extraction and reduction, PCA and the 
discrete wavelets transform (DWT) are employed. Using two-
level DWT decomposition, the LL sub-band data is delivered 
to the PCA. For the detection stage, PCA has been utilized to 
choose a vector of seven features. The FFBPNN is then used to 
identify whether or not the MRI image is usual or unusual. 
Abdel-Maksoud et al. gave a new approach for detecting brain 
tumors using MRIs in [24]. A median filter is used to 
preprocess MRI images before DWT extracts features. PCA 
has been used to reduce the number of features, whereas RBF 
and kernel type SVM has been used to recognize them. 
Tustison et al. [25] extracted features using Daubechies 
wavelets, which were subsequently processed using PCA to 
decrease feature vectors. 

The usual and unusual MRIs haave then detected utilizing 
an SVM as well as RBF. Nabizadeh et al. [26] described a 
hybrid method to recognize brain tumors utilizing MRIs. The 
suggested approach involves LS-SVM, GLCM, and noise 
filtering in three levels: preprocessing, and feature extraction 
with detection. The four features collected are energy, 
correlation, homogeneity, and contrast. Huang et al. [27] 
discovered that the brain MRI dataset is studied using MLP, 
LVQ, RBF, and SOM classifiers in the recognition step. 
Median, as well as Gaussian filters are utilized during 
preprocessing state. Boarder could be extracted by utilizing 
Gaussian thresholding. GLCM has been utilized to extract 
features, which results in 21 features that are then reduced to 8 
by PCA. Mahima et al. [28] proposed a fractional order 
contour detection PDE (partial differential equation) model 
with a regularization term for noise reduction and maintaining 
the regularity of level set function (LSF). A cellular neural 
network (CNN) model is used to solve the proposed contour 
detection PDE. Bogdan et al. [29] proposed an edge-based 
active contour model (ACM) driven by cellular neural 
networks (CNNs) for the segmentation procedure. Javeria et al. 
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[30] proposed the inceptionv3model for deep feature 
extraction, and quantum variational classifier (QVR) with the 
2020-BRATS dataset and achieved more than 90% detection 
accuracy. Muhammad et al. [31] proposed Berkeley's wavelet 
transformation (BWT) and deep learning classifier and 
achieved an accuracy of 98.5%. Ramin et al. [32] Proposed 
Cascade Convolutional Neural Network (C-ConvNet/C-CNN) 
classifier with the BRAT-2018 dataset and achieved a dice 
score of 0.9113 for enhancing tumor. Isselmou et al. [33] deep 
wavelet autoencoder model with 2500 MR brain images of brat 
dataset and achieved an accuracy of 99.3% and 0.1 loss 
validation. 

III. METHODOLOGY 

A. Research Flow Diagram 
The research work follows the following steps: (i) The 

Dataset-255 brain tumor images are collected and the SCA 
technique is applied for image enhancement and segmented by 
the novel Improved FLICM segmentation techniques. Further 
(ii) the segmented images undergo GLCM feature extraction; 
(iii) in the third stage, the extracted features are fed as input to 
the proposed SCA weight optimized WELM model for the 
classification of the benign and malignant tumors; (iv) in the 
fourth stage classification comparison results of the models are 
presented. The research implementation phase is shown in 
Fig. 1. 

B. The Sine Cosine Algorithm (SCA) 
Swagat et al. [34] proposed PSO and APSO algorithms for 

enhancement of the gray images, but not applied to brain tumor 
images. The "sine cosine algorithm" (SCA) [35] is an 
optimization algorithm based on the sine and cosine functions 
search also not utilized for brain MRI image enhancement. 

According to sine cosine algorithm [35] the position 
equation is updated as 

𝑋𝑖𝑛+1 = �
𝑋𝑖𝑛 + 𝛼1 × 𝑠𝑖𝑛(𝛼2) × |𝛼3𝑝𝑔𝑏𝑒𝑠𝑡 − 𝑋𝑖𝑛|,𝛼4 < 0.5
𝑋𝑖𝑛 + 𝛼1 × 𝑐𝑜𝑠(𝛼2) × |𝛼3𝑝𝑔𝑏𝑒𝑠𝑡 − 𝑋𝑖𝑛|,𝛼4 ≥ 0.5

 (1) 

Where  𝛼1 ,𝛼2 , 𝛼3 , 𝛼4 are the random variables and 𝛼1 is 
given by. 

𝛼1 = 𝑎 �1 − 𝑛
𝐾
�              (2) 

Where “ is the current iteration, K is the maximum number 
of iterations”. 𝑝𝑔𝑏𝑒𝑠𝑡  is the global best position of the pixels in 
the image. 

The 𝑋𝑖𝑛 signifies the “current position” and 𝑋𝑖𝑛+1 signifies 
the “new position”. The 1α  is the next position in the search,

2α determines direction of movement, 3α  controls the current 
movement, and the parameter 𝛼4  uniformly switches among 
the sine and cosine functions. The parameter and 1α is given 
by. 







 −=

K
na 11α

 

Where the current iteration is given by n , maximum 
numbers of iterations are denoted by K and a  is a constant. 
Now considering the population images Xi as corresponded 
image position 𝜉𝑙 in the image and applies the SCA algorithm 
for image enhancement. 

𝜉𝑖𝑛+1 = �
𝜉𝑖𝑛 + 𝛼1 × 𝑠𝑖𝑛(𝛼2) × |𝛼3𝑝𝑔𝑏𝑒𝑠𝑡 − 𝜉𝑖𝑛|,𝛼4 < 0.5
𝜉𝑖𝑛 + 𝛼1 × 𝑐𝑜𝑠(𝛼2) × |𝛼3𝑝𝑔𝑏𝑒𝑠𝑡 − 𝜉𝑖𝑛|,𝛼4 ≥ 0.5

   (3) 

With the equation operation on the image, the new position 
of the pixel values of the images is calculated for image 
enhancement. The pseudo code for the algorithm 
implementation is presented in Table I. 

 
Fig. 1. Research Flow Diagram. 

TABLE I. PSEUDO CODE: SCA ALGORITHM IMPLEMENTATION FOR 
IMAGE ENHANCEMENT 

Pseudo code: SCA Algorithm implementation for Image 
 1. Initialize random position and velocity vectors. 

2. Initialize the SCA parameters 1 2 3 4, , ,α α α α   

3.Evaluate the evaluate fitness based on ijx  
4.%optimization loop 
5.for i=1:k 
 6. update SCA parameter to obtain fitness 

SCA-ELM 

Proposed SCA- 
WELM Model 

 

GLCM Feature Extraction 

SVM ELM 

Malignant 

Classification Of Tumor 

Proposed MSCA Image 
Enhancement 

Proposed Improved FLICM Image 
Segmentation 

Benign 

Brain MRI Image (Data) 
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7. update the modified position and velocity equation 

𝜉𝑖𝑛+1 = �
𝜉𝑖𝑛 + 𝛼1 × 𝑠𝑖𝑛(𝛼2) × |𝛼3𝑝𝑔𝑏𝑒𝑠𝑡 − 𝜉𝑖𝑛|,𝛼4 < 0.5
𝜉𝑖𝑛 + 𝛼1 × 𝑐𝑜𝑠(𝛼2) × |𝛼3𝑝𝑔𝑏𝑒𝑠𝑡 − 𝜉𝑖𝑛|,𝛼4 ≥ 0.5

 (4) 

 
 8. end for the loop i 
9.Stopping criteria: getting fitness as optimal solution 

C. Improved Fast and Robust Fuzzy Local Information C 
Means (FRFLICM) Algorithm 
According to enhanced fuzzy c means EnFCM [36] 

algorithm the image ξ is considered from the original image 
and is given by. 

𝜉𝑘 = 1
𝛼
�𝑥𝑘 + 𝛼

𝑁𝑘
∑ 𝑥𝑗𝑗∈𝑁𝑘 �             (5) 

Where the gray value of 𝑘𝑡ℎpixel of image ξ is given by 𝜉𝑘, 
𝑥𝑗  is neighbors of 𝑥𝑘 , 𝑁𝑘  is set of neighbors around 𝑥𝑘 . Now 
the new objective function is given by. 

𝐽𝑠 = ∑ ∑ 𝛾𝑙𝑐
𝑘=1

𝑁
𝑙=1 𝑢𝑘𝑣𝑚 ‖𝜉𝑙 − 𝑣𝑘‖2             (6) 

Where “ 𝑢𝑖𝑙 represents the fuzzy membership of gray value 
l.” 𝛾𝑙 is the number of the pixels having the gray value equal 
to𝑙, and 𝑙 = 1,2, . . . .𝑁. 

According to the FLICM segmentation [37], the fuzzy 
factor is given by. 

𝐺𝑘𝑣 = ∑ 1
𝑑𝑣𝑘+1

𝑘∈𝑁𝑣
𝑣≠𝑘

(1 − 𝑢𝑘𝑣)𝑚‖𝑥𝑣 − 𝑣𝑘‖2            (7) 

To improve the noise reduction capability the fuzzy factor 
is modified, and the new cost function is given by with 
improved fuzzy factor as. 

𝐽𝑠 = ∑ ∑ 𝛾𝑙𝑐
𝑘=1

𝑁
𝑙=1 𝑢𝑘𝑣𝑚 ‖𝜉𝑙 − 𝑣𝑘‖2 + ∑ ∑ 𝐺𝑘𝑣2𝑐

𝑘=1
𝑁
𝑣=1            (8) 

𝐽𝑠 =
∑ ∑ 𝛾𝑙𝑐

𝑘=1
𝑁
𝑙=1 𝑢𝑘𝑣𝑚 ‖𝜉𝑙 − 𝑣𝑘‖2 + ∑ ∑𝑐

𝑘=1
𝑁
𝑣=1 (∑ 1

𝑑𝑣𝑘+1
𝑘∈𝑁𝑣
𝑣≠𝑘

(1 −

𝑢𝑘𝑣)𝑚‖𝑥𝑣 − 𝑣𝑘‖2 )2              (9) 

With the new objective function, the segmentation accuracy 
has been improved and segmentation results are presented in 
the result section. 

D. Wavelet ELM Model with SCA Optimization 
In this research work, we propose an SCA optimization for 

wavelet ELM weight optimization (SCA-WELM) that learns 
the output weights of the ELM classifier. The pseudo-code for 
SCA weight optimization of the WELM model is presented in 
Table II. The SCA-WELM model with hidden and output 
layers is shown in Fig. 2. 

The output function of ELM [38] with L hidden neurons is 
represented by. 

𝑦 = ∑ 𝛽𝑘ℎ𝑘(𝑤𝑘; 𝑥)𝐿
𝑘=0             (10) 

where ℎ(𝑤;𝑥) = [1, ℎ1(𝑤1; 𝑥), . . . . . . . , ℎ𝐿(𝑤𝐿; 𝑥)] is the 
hidden feature mapping and 𝛽  is the weight vector of all 
hidden neurons to an output neuron,  ℎ𝑘(⋅) is the activation 
function of hidden layer. Equation (10) can be written as. 

𝛨𝛽 = 𝑦                (11) 

Where 𝛨 is the 𝛮 × (𝐿 + 1)hidden layer feature-mapping 
matrix, whose elements are as follows: 

𝛨 = �
1 ℎ1(𝑤1; 𝑥1) ⋯ ℎ𝐿(𝑤𝑁; 𝑥1)
⋮ ⋮ ⋮ ⋮
1 ℎ1(𝑤1; 𝑥𝑁) ⋯ ℎ𝐿(𝑤𝑁; 𝑥𝑁)

�         (12) 

And ℎ𝐿(𝑤𝑁; 𝑥𝑁) = [𝑤1𝑥1 + 𝑤1𝑥1. . . . . . . . .𝑤𝑁𝑥𝑁].𝜑(𝑡) 

Where 𝜑(𝑡) = 𝑐(1 − 𝑥2)𝑒𝑥𝑝 �− 𝑥2

2
� and 𝑐 = � 2

√3
𝜋−1/4� 

Equation (10) is a linear system, which is solved by 

𝛽 = 𝛨† 𝑑, 𝛨† = (𝛨𝑇𝛨)−1𝛨𝑇           (13) 

Where 𝛨†  is the “Moore–Penrose generalized inverse of 
matrix 𝛨 " and 𝑑 = [𝑑1, . . . . . . ,𝑑𝑁]𝛵. 

And 𝑑 = �

𝑑1
𝑑2
⋮
𝑑𝑛

�, 𝛽 = �

𝛽1
𝛽1
⋮
𝛽𝑛

� 

 
Fig. 2. SCA based WELM Model. 

TABLE II. PSEUDO CODE: SCA ALGORITHM FOR WEIGHT OPTIMIZATION 
OF WELM MODEL 

PSEUDO CODE:  

1. Initialize (ELM weights) randomly. 

2.Initialize the SCA position parameters 𝛼1,𝛼2, 𝛼3 
%Starting of the loop 

3.Initialize the weights W of the ELM to zero 
4.Evaluate the objective function in the next phase to evaluate fitness at first 
step 
5..%Program loop 
for i=1:n 
for j=1:n 

𝑋𝑖𝑗𝑛+1 = �
𝑋𝑖𝑗𝑛 + 𝛼1 × 𝑠𝑖𝑛(𝛼2) × |𝛼3𝑦𝑖𝑛 − 𝑋𝑖𝑛|,𝛼4 < 0.5
𝑋𝑖𝑗𝑛 + 𝛼1 × 𝑐𝑜𝑠(𝛼2) × |𝛼3𝑦𝑖𝑛 − 𝑋𝑖𝑛|,𝛼4 ≥ 0.5 

 
 
  6. Update 𝑋𝑖𝑗𝑛+1 for best fit 
%Update the weights by using the equation  
For j=1:n 

𝛨 = �
1 ℎ1(𝑤1;𝑥1) ⋯ ℎ𝐿(𝑤𝑁;𝑥1)
⋮ ⋮ ⋮ ⋮
1 ℎ1(𝑤1;𝑥𝑁) ⋯ ℎ𝐿(𝑤𝑁;𝑥𝑁)

�  

𝛽 = 𝛨† 𝑑, 
𝛨† = (𝛨𝑇𝛨)−1𝛨𝑇 
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7.end for the loop j 
8.end for the loop i 

9. Continue till converges, else go to step 4, and repeat until convergence is 
satisfied. 

IV. RESULTS AND DISCUSSION 

A. Database Description 
The Dataset-255 is collected from "Harvard medical school 

of architecture (URL: http://med.harvard.edu/ AANLIB/)"[12, 
39] which consists of "255 (35 normal and 220 abnormal) 
256x256 axial plane brain images" are shown in Table III. 
"Abnormal brain MR images of Dataset-255 are from 11 types 
of diseases including Alzheimer’s disease. The Dataset-255 
consists of abnormal images of 4 new types of diseases such as 
chronic subdural hematoma, cerebral toxoplasmosis, herpes 
encephalitis, and multiple sclerosis". 

TABLE III.  DETAILS OF DATASET-255 [12] 

Dataset  Total number of 
images Training Images Testing Images 

 Norma
l  

Abnorma
l  

Norma
l  

Abnorma
l  

Norma
l 

Abnorma
l 

Dataset
-255 35 220 28 176 7 44 

B. Feature Extraction 
The "gray-level co-occurrence matrix (GLCM)" [40] 

statistical features such as "standard deviation, DM 
(Directional Moment), entropy, coarseness, energy, kurtosis, 
homogeneity, and energy" features are considered for this 
research work and presented in Table IV. 

TABLE IV. NORMALIZED FEATURE FOR DATASET-255  

Sl.No. Features  Values 

1 Standard Deviation 0.4587 

2 DM 0.8751 

3 Entropy 0.9953 

4 Coarseness 0.6895 

5 Energy 0.7854 

6 Kurtosis 0.4122 

7 Homogeneity 0.2527 

C. Enhancement Results 
For the enhancement of the images, the sine cosine 

algorithm (SCA) has been proposed and compared with the 
PSO and APSO techniques [34, 41]. 

 
Fig. 3. Image Enhancement of the Benign Tumor Image-1 using PSO, 

APSO and SCA. 

 
Fig. 4. Image Enhancement of the Benign Tumor Image-2 using PSO, 

APSO and SCA. 

 
Fig. 5. Image Enhancement of the Malignant-tumor Image-1 using PSO, 

APSO and SCA. 
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Fig. 6. Image Enhancement of the Malignant Tumor Image-2 using PSO, 

APSO and SCA. 

 
Fig. 7. Benign Tumor Image-1 Image Enhancement using PSO, APSO and 

SCA. 

 
Fig. 8. Benign Tumor Image-2 Image Enhancement using PSO, APSO and 

SCA. 

 
Fig. 9. Malignant Tumor Image-1 Image Enhancement using PSO, APSO 

and SCA. 

 
Fig. 10. Malignant Tumor Image-2 image Enhancement using PSO, APSO 

and SCA. 

From Fig. 3 and Fig. 4, it is observed that the fitness value 
for SCA is 0.4318 and 0.4412 for Benign tumor image1 and 
image-2, which indicates better image enhancement than the 
other PSO and APSO methods. Moreover, from Fig. 5 and 
Fig. 6, it is found that the fitness value is 0.5072 and 0.5162 for 

malignant tumor image1 and image-2. The higher fitness 
values for malignant tumor images and lower values for benign 
tumors indicate better image enhancement of the image. Fig. 7 
and Fig. 8 show the benign tumor image-1 and image -2 image 
enhancement using PSO, APSO, and SCA having fitness 
values of 0.4318 and 0.4417, and Fig. 9 and Fig. 10 show the 
malignant tumor image-1 and image -2 image enhancement 
using PSO, APSO, and SCA having fitness values 0.5072 and 
0.5162. Table V presents the fitness values of Benign and 
Malignant tumor image enhancement. 

TABLE V. FITNESS VALUES OF BENIGN AND MALIGNANT TUMOR IMAGE 
ENHANCEMENT 

 Fitness Value 
Algorithm Benign Malignant 

PSO 0.4367 0.5095 
APSO 0.4412 0.5085 

SCA 0.4417 0.5162 

D. Segmentation Results 
The segmentation results are presented in Fig. 11 to Fig. 14. 

Fig. 11 shows the segmentation of the brain tumor using the 
FLICM Algorithm. It is visually observed that the noise is not 
reduced up to the requirement as compared to the other 
segmentation methods due to the fuzzy factor involvement. 
Fig. 12 presents the segmentation using the KWFLICM 
segmentation technique and the segmentation accuracy is 
98.48% due to the spatial factor. Fig. 13 shows the 
segmentation by using the FRFCM Algorithm, which shows a 
better improvement in terms of accuracy to 98.84% due to the 
medial filtering in the fuzzy partition matrix and Fig. 14 shows 
the segmentation by utilizing the proposed improved FLICM 
technique which has higher accuracy of 99.12% due to 
improvement in the fuzzy factor. It is visually observed clearly 
that the proposed Improved FLICM technique has more noise 
reduction capability than the other segmentation algorithms. 
The segmentation accuracies are presented in Table VI. 

 
Fig. 11. Segmentation using FLICM Algorithm. 

 
Fig. 12. Segmentation using KWFLICM Algorithm. 
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Fig. 13. Segmentation using FRFCM Algorithm. 

 
Fig. 14. Segmentation using Proposed Improved FLICM Algorithm. 

TABLE VI. IMAGE SEGMENTATION ACCURACY 

  Noise level 

Algorithm Speckle Noise  

En FCM 97.72 

FLICM 98.11 

KWFLICM 98.48 

NDFCM 98.78 

FRFCM 98.84 

Improved FLICM 99.12 

E. Quality Measures 
To achieve the performance comparison of segmentation, 

two quality measures are considered "Structural Similarity 
(SSIM) index and the Quality Index based on Local Variance 
(QILV) [12]. SSIM is sensitive to the noise and the QILV" is 
related to the blurring of the edges of the images. On the above, 
the PSNR (Peak Signal to noise ratio) is also an important 
parameter related to noise reduction capability. It is observed 
that the PSNR is 35.39 dB for the proposed FRFLICM 
segmentation technique which is higher in comparison to the 
other FCM-based segmentation techniques, which are shown in 
Table VII. The higher value of PSNR shows a better noise 
reduction capability. Moreover, the higher value of SSIM and 
the lower value of QILV shoe the better the segmentation 
performance. 

TABLE VII. QUALITY MEASURES FOR THE MR IMAGE WITH SPECKLE 
NOISE 

 Speckle Noise 

Algorithm SSIM QILV PSNR(dB) 

En FCM 0.7748 0.7458 18.14 

FLIFCM 0.7894 0.8248 22.14 

KWFLICM 0.8287 0.8589 24.52 

NDFCM 0.8578 0.8785 26.35 

FRFCM 0.9101 0.9428 31.33 

FRFLICM 0.9758 0.9541 35.69 

F. Classifier Performance Measure 
Dataset-255 containing T2-weighted magnetic resonance 

brain images is considered for this research work. To avoid 
overfitting we have employed a 5×5 cross-validation 
procedure. "Sensitivity, specificity, accuracy" are the measure 
of system performance [12].  

FNTP
TPySensitivit
+

= ,
FPTN

TNySpecificit
+

= , 

FNFPTNTP
TNTPAccuracy

+++
+

=  

The "5×5-fold cross-validation for each run of Dataset -
255" is presented in Table VIII. Table IX shows the "5×5-fold 
cross validation" procedure for run-1 of Dataset-255. The 
calculations are considered for the modified SCA-WELM 
classifier. 

TABLE VIII. 5×5 CROSS VALIDATION FOR EACH FOLD DATASET-255 
DURING EACH RUN (SCA-WELM CLASSIFIER) 

 Fold-
1 

Fold-
2 

Fold-
3 

Fold-
4 

Fold-
5 Total Accuracy 

(%) 

Run-1 51 51 50 51 50 253 99.2156 

Run-2 51 51 50 50 51 253 99.2156 

Run-3 51 50 50 51 50 252 98.82 

Run-4 50 50 51 51 50 252 98.82 

Run-5 51 51 51 51 51 255 100 

Average Accuracy result 99.21 

TABLE IX. 5×5 CROSS VALIDATION OF RUN-1 FOR DATASET-255 (SCA-
WELM CLASSIFIER 

Fold Test instances TP FN TN FP Accuracy (%) 

Fold -1 51 43 1 7 0 98.039 

Fold -2 51 44 0 7 0 100 

Fold -3 51 43 1 7 0 98.039 

Fold -4 51 44 0 7 0 100 

Fold -5 51 43 1 7 0 98.039 

 Average Accuracy result 99.21 

TABLE X. PERFORMANCE MEASURE OF DIFFERENT CLASSIFIERS 

 Dataset -255 

Classifier Sensitivity Specificity Accuracy 
in (%) 

Computational 
Time in Seconds 

SVM 0.96 0.93 96.85 256.2356 

ELM 0.97 0.99 97.86 221.3657 

SCA-ELM 0.98 0.93 98.97 167.1478 

SCA-
WELM 0.98 0.99 99.21 97.2576 

Original Image   
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Fig. 15. Mean Square Error Results Comparison. 

The proposed SCA-WELM outperforms than other 
mentioned classifiers in terms of "sensitivity, specificity, and 
accuracy". The accuracy obtained by SVM, ELM, SCA-ELM, 
and SCA-WELM is 0.98, 0.99, and 99.21, respectively. 
Computation time for the proposed SCA-WELM is achieved as 
97.2576 seconds (see, Table X). For Dataset-255, it is observed 
from Fig. 15 that the proposed SCA-WELM model took nearly 
360 iterations to converge whereas the SVM, ELM, and SCA-
ELM took 530iterations, 580iterations, 430 iterations, and 330 
iterations respectively. From the results of mean square error, it 
is confirmed that the proposed SCA-WELM model provides 
better performances in terms of accuracy and computational 
time. 

V. CONCLUSION 
In this paper, we have proposed a sine cosine algorithm for 

image enhancement techniques to improve image quality. The 
image enhancement technique increases the contrast and 
smoothens the image by automatic pixel adjustment. A fast and 
robust FLICM-based segmentation technique has been 
employed to remove the speckle noise and detect the regions of 
the brain tumor. The comparison results are presented with 
other conventional EnFCM, FLICM, KWFLICM, NDFCM, 
and FRFCM segmentation techniques. The accuracy achieved 
by the proposed improved FLICM technique shows the 
robustness of the segmentation technique. Moreover, the higher 
values of SSIM and PSNR in the case of proposed improved 
KLICM segmentation confirm the increase in noise reduction 
capability. The segmented images undergo the GLCM feature 
extraction technique and the normalized features are presented 
for classification. The SCA optimization technique has been 
employed for the optimization of the weights of the wavelet 
extreme learning machine. The Mexican hat wavelet function 
is considered in the hidden neurons to increase the capability of 
classification. Dataset-255 has been considered for this 
research. The proposed SCA-WELM classifier model has 
outperformed in classifying the tumors into Benign and 
Malignant categories. The proposed SCA-WELM model can 
be applied for breast cancer, and liver tumor medical imaging 
classification. The proposed model will work for only features 
as input from the feature extraction methods, but not with 
images as input to the model like CNN models, which may be 

a drawback of the research, but this novel method can be 
applied for different medical images datasets. The novel level 
set method for 3D brain tumor segmentation [42] and active 
contour approaches [43] will be the future work of this 
research to have better visibility and comparison results. 
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Abstract—The objective of this paper is to present an 
architecture to improve the process of automating big data 
analytics using a multi-agent system and machine learning 
techniques, to support the processing of real time big data 
streams and to enhance the process of decision-making for urban 
planning and management. With the rapidly evolving 
information technologies, and their utilization in many areas 
such as smart cities, social networks, urban management and 
planning, massive data streams are generated and need an 
efficient approach to deal with. The proposition in this paper 
adopts the concept of smart data which focuses on the value 
aspect from big data. The proposed architecture is composed of 
three layers: data acquisition and storage, data management and 
processing and the service layer, based on a multi-agent system 
to automate the big data analytics; the proposed model describe 
the functionalities of the system and the collaboration between 
agents, these autonomous entities receive data streams in real 
time, they perform operations of preprocessing, big data 
analytics and storage into a Hadoop cluster. The techniques of 
machine learning are also used to enhance the process of decision 
making, such the use of classification algorithms to predict 
habitat type based on the characteristics of a population to help 
making efficient urban planning decisions. The proposed system 
can serve as a platform to support data management and to 
conduct effective decision-making in smart cities. 

Keywords—Big data analytics; machine learning; smart data; 
multi-agent system; automation; decision-making; urban planning 

I. INTRODUCTION 
With the increasingly rapid evolution of information 

technologies, and its use in many areas such as smart cities, 
social networks, online business applications, transportation 
data, urban management, and planning. These massive data are 
generated with high velocity and require real-time processing, 
the emergence of the concept of Big Data in many areas has 
become a reality that imposes itself on systems based on 
traditional data management and processing technologies such 
as relational databases. The amounts of generated data are 
increasingly unstructured due to the diversity and the 
heterogeneity of the data sources, some studies [1] are claiming 
that the use of connected object can reach more than 25 billion 
in 2020. This rapid growth of generated big data imposes new 
challenges in terms of storage, data analytics and processing, it 
requires new approaches to provide more reliable solution to 
deal with the big data. 

Useful information, actionable knowledge and valuable 
data is normally incorporated into these voluminous raw data, 

Smart Data is the approach that focuses on the value aspect of 
the big data and try to exploit these huge masses and discover 
knowledge from these data [2]. 

 Smart data with a focus on veracity and value has been 
introduced, The goal is to effectively clean or rectify 
imperfections in the raw data and put the action on the valuable 
data, which can be effectively used by businesses and 
governments for planning, evaluation, control and intelligent 
decision making [3], [4], in order to turn big data into smart 
data, some researches [5] focuses on the importance of the 
preprocessing steps and others [6] proposes to highlight the 
importance of improving four fields of interest: 

• Reliable infrastructures, 

• Data Organization and management, 

• analyze and prediction, 

• Decision support and automatization. 

This research is in line with this theme of research, and it 
tries to give a contribution in this area by proposing a multi-
agent system in order to automate the processing and analysis 
of Big Data and to improve the decision-making process, to 
better use the collected Big Data and to give a sense of these 
data. 

The use of this paradigm in smart cities constitutes an 
added value in the process of data management and the 
exploitation of the most of these data to refine the decision 
making in real time, for problems that require actions in real 
time and in an automatic way without human intervention 
based on autonomous agents dotted with artificial intelligence 
to solve problems related to smart cities such as the congestion 
of traffic flows, or for the decision making in the long and 
medium term such as to predict and anticipate the equipment 
and the necessary infrastructures for the urban planning. 

The applications of this proposition can be in several 
domains notably in the field of urban management and 
planning, the use of this system can improve the handling of 
big data issued from the management of smart cities and help 
to exploit the amount of data generated and analyze it in an 
intelligent way to create machine learning models that can 
guide efficient decision making in these cities. 

This paper is structured as follows: Section II will discuss 
some paradigms related to this research topic. Section III will 
highlight and discuss some related works. Section IV describes 
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the proposed approach. Section V will study the conducted 
experimentations in this work and the final section will 
conclude and gives some perspectives. 

II. BACKGROUND OF THE STUDY 
This section will highlight some of the main concepts 

related to this research work, First, we will highlight the 
complexity and diversity of the nature of big data from smart 
cities, and then show the value of smart data which focuses on 
the value aspect of the big data and on intelligent processing. 
Next, we will expose the importance of multi-agent systems in 
the process of big data processing automation in order to 
automate the process of real time decision making. Finally, we 
will explain the importance of machine learning techniques and 
algorithms, to strengthen the cognitive part of the proposed 
system. 

A. Big Data to Smart Data 
Big data usually refers to data with large volume of datasets 

characterized by the complexity and challenges to handle it due 
the nature of those data and the actual technologies to store and 
process this type of data [7], [8] the main characteristics in the 
literature to classify the data as big data: 

• Volume, Variety velocity shows the manner in which 
the data has been generated and the process of storing 
and processing it. 

• Value and Veracity focuses on value aspect, the 
usefulness, and the quality of data. 

In order to automate the process of big data analytics a 
study of the nature of this data should be done to understand it, 
basically the big data sources generates three main formats [9] 
as described in the Fig. 1. 

 
Fig. 1. Taxonomy of Big Data Types. 

Smart data (value-based) has been introduced, to highlight 
valuable data, which can be effectively used by companies and 
governments for effective planning, monitoring, evaluation, 
reporting and intelligent decision-making. Three core attributes 
are necessary for data to be intelligent: it has to be accurate, 
actionable and agile [10], [11]. 

A. Multi-agent System 
Multi-agent System can be defined as a collection of 

autonomous entities know as agents [12]. The agents can in a 

collaborative way solve complex problems [13], [14] they can 
interact with the environment and the other agents to achieve 
goals or the complete tasks the agents are characterized with: 

• Sociability: To reach their goals they can share their 
knowledge or request useful information other agents. 

• Autonomy: The agents can perform some appropriate 
actions and executing the process of decision-making. 

• Proactivity: The agents can perform effective actions by 
using their historical data, the data from the sensors or 
from other agents or their environment. 

The real value added of agents can be reached through the 
use of the collaborative work of each agent to solve complex 
problems. 

In this work the framework JADE is used, [15] which is a 
multi-agent system platform that provides the infrastructure to 
deploy agents, this platform assures this functionality with the 
help of other components like: 

• Directory Facilitator: DF is the component responsible 
for providing yellow pages services in the platform, it 
allows agents to publish their services by sending 
requests of registration, and this operation allows other 
agents to collaborate through the published services. 

• Agent Management System: AMS is a necessary 
component in an agent platform; this module is 
responsible for managing the agents, and assuring the 
operations of creation, destruction, migration, etc. of the 
agents in the platform. 

• Message Transport Service: this service is responsible 
of transporting messages between agents in the 
platform; these messages meet the standards described 
in the FIPA-ACL. 

B. Machine Learning 
Machine learning is field of Artificial intelligence that 

relates to a wide range of algorithms for making intelligent 
predictions based on a data set. These data sets are often 
characterized with large volume [16], Recent advances in 
machine learning field have achieved what seems like a human 
standard of semantic understanding and information extraction 
and some ability to sense abstract patterns with higher accuracy 
than human experts [17], [18]. 

The machine learning techniques are nowadays widely 
used in different domains like the computer vision, prediction, 
classification, recommendation, semantic analysis, natural 
language processing and information retrieval [19] [16], [20]. 

III. RELATED WORK 
This section will highlight some research works with 

relation of this research question. 

In the literature, several researches are done to study the 
processing and management of big data. 

With the technological advancements we are experiencing 
today, the large amounts of data generated are multiplying 
rapidly, and the process of manipulating these data is 
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complicated, hence the need to automate the process is justified 
in several areas like the in industry [21], [22] or in the urban 
planning and management domain [23]. 

The use of big data analytics[24] is widely demanded in 
multiple areas such as security and intrusion detection [25], 
healthcare [26], The proposition of [27] aims to provide a 
process composed of the two sub-processes the first for big 
data management and the second for the big data analytics each 
sub-process is composed of set of operations described as 
bellow: 

• Big Data Management: 

• Acquisition and recording, 

• Extraction, cleaning, and annotation, 

• Integration, Aggregation and Representation. 

• Big data analytics: 

• Modeling and Analysis, 

• Interpretation. 

The authors [28], [29] proposed a method based on the 
generation of workflows of data processing based on a service 
oriented approach[30], the idea is to divide the totality of the 
functionalities of the system into a set of services, these 
services are organized according to four main phases: 

• Planning stage, 

• Discovery stage, 

• Selection stage, 

• Execution stage. 

The system selects according to the request received a set 
of services in each phase and then generates a workflow based 
on the selected services 

Other authors [31] proposed a the main steps for extracting 
value form big data through the definition of four steps:  

• Gather data, 

• Load data, 

• Transform data 

• Extract data. 

Several works presented in the literature try to give the 
necessary steps for the system to realize the tasks of analysis 
and big data processing, but they don’t put the action on giving 
the possibility to the system to have an adaptive behavior 
according to the nature of the processing and the requests 
received by the system in an autonomous way, and they need a 
human intervention to program and manage tasks. The use of 
the multi-agent paradigm in this sense can enhance the 
cognitive capabilities of the system of learning efficient ways 
to process and analyze data and to help in improving the 
processes of decision-making based on a knowledge base. 

IV. PROPOSED APPROACH 
In order to increase the efficiency of the big data 

management and analytics process and to implement a new 
strategy to improve the analysis and processing operations 
through automation, a model based on three layers architecture 
and a multi-agent system is proposed. 

A. The Proposed Model 
The proposed model is mainly based on a multi-agent 

system and adopts the Smart Data approach that focuses on the 
value aspect of data in order to optimize the exploitation of the 
large masses of data stored on big data storage clusters. This 
model has the objective of automating the processing of big 
data and improving the efficiency of decision making in this 
context using machine learning models. 

As presented in the Fig. 2, this architecture is based on a 
collection of autonomous entities to constitute a multi-agent 
system. The multi-agents are organized according to three-
layer architecture: 

• The data acquisition and storage layer: This layer is 
responsible for interacting with the heterogeneous data 
sources that usually a system handling big data can 
interact with, for example in the field of smart cities 
management often the system interacts with data 
coming from different sources whether it is from 
sensors or external data sources, these data being of 
various types and generated at different rates, in batches 
or in real time streams. 

This layer also allows to manage the storage of the 
generated or collected data platform through the use of an 
HDFS storage cluster which is distributed over several nodes in 
order to guarantee high availability and also to distribute the 
data processing operations. 

There is also a knowledge base that can help the agents in 
making decisions and choosing the necessary processing step 
for each request received by the system.  

• The data management and processing layer: In this 
layer, there are principally the modules dedicated to 
data processing and analysis, such as components for 
pre-processing operations like cleaning, filtering, 
normalization, transformation, and data reduction, as 
well as the components for data processing like the 
entities for data processing and analysis in batches 
specially for historical data and stream processing in the 
case when the system deals with real time streams of 
data. 

• The data services layer: The main role of this layer is to 
communicate the results of the processing performed by 
the system as a result of a query to the applications and 
services, the monitoring of dashboards and the 
production of reports, as well as to provide interfaces 
that facilitate the interaction of the applications with the 
proposed system. 
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Fig. 2. The Proposed Multi-layer Architecture for the MAS. 

Such functionality can help improve and automate the 
decision-making process, as well as the management and 
processing of real-time data. The proposed system can serve as 
a platform to support data management and to conduct 
effective decision-making in smart cities. 

B. Components of the Proposed Multi-agent System 
The proposed multi-agent system, through the cooperation 

of the agents, can automate the processing and the management 
of the data, in accordance with the three layers of the system: 
data acquisition, data management and processing, and the 
services and communication layer. 

The system is composed of multiple agents: 

• Receiver agent: This agent represents the system's 
interface with the data sources. The receiving agent 
handles data of multiple types and from different 
sources, such as sensors, external databases, web 
services, etc. and at different rates, streaming or batch. 

• Storage Agent: this agent is in charge of all operations 
related to storage management and data reading from 
the Hadoop cluster. 

• Service Agent: This agent is designed to interact with 
applications and services and to communicate the 
processing results through user friendly interfaces and 
applications. With this agent, the end-users can also 
schedule or send requests or execute certain tasks. 

• Offline Analysis Agent: This agent allows the system to 
perform operations and tasks related to data batch 
processing, it can handle the requests of data analysis 
using voluminous historical data, and usually those data 
are collected and stored into the cluster storage. Those 
tasks of processing can help to automate the process of 
scheduled or per period data analysis tasks. 

• Stream Analysis Agent: the main function of this agent 
is to process data streams that are usually in real time. 
The use of technologies that are generating data in real 
time such as sensors and devices that are transmitting 
requests and data streams in real time. These queries 
expect responses from the system in real time. 

The collaboration between the two agents responsible of 
processing: the stream Analysis Agent and the Offline Analysis 
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Agent can resolve complex problems of data processing for 
example the requests they require to handle data streams in real 
time and needs to perform operations on the historical data 
already stored on the system, this collaboration is carried by 
the Manager Agent. 

• Knowledge Base Component: is a database used by the 
multi-agent system to store rules to facilitate the 
selection process of the adaptive behavior of the agents 
based on the type of the request and the data to process. 

• HDFS storage Cluster: is the component of the system 
that supports distributed data storage through the use of 
many data blocks or partitions. This distributed file 
system stores the data using several nodes, called data 
nodes, and managed by the name node which try to 
balance the load between theses nodes. 

The HDFS also assure the replication of the data to 
guarantee high availability. adopting this type of storage is 
more appropriate due to requirement of data processing and to 
the nature of the big data constraints [32], especially when the 
system deals with fast processing queries with low latency. 

• Preprocessing Agent: The preprocessing stage is 
considered as a primordial phase that help extract to 
value aspect from the raw big data. The smart Data 
approach focuses and consider it like a key to prepare 
the data, since the data generated from real world 
applications are imperfect and may contains some 
redundancies, inconsistencies, and noisy values. 

• Data Cleaning Agent: This is an agent that checks the 
received data and imposes a strategy to clean the 
received dataset. The Smart data aspect focuses on the 
preprocessing steps and the cleaning phase is an 
important one with the aim to remove noisy and 
redundant instances [33] to allow the system to operate 
automatic learning algorithms on reliable datasets. 

• Data Transformation Agent: This agent is designed to 
change the data format according to the processing 
needs, to smooth out the training phase by applying data 
normalization, aggregation, and filtering operations. 

• Data Reduction Agent: This agent has an essential 
contribution in the work of the system by reducing the 
time of data processing which will impact the positively 
the process by reducing the time latency, deleting the 
faulty data and reducing the volume, in this phase there 
are several techniques in the literature [34] that can be 
applied with the aim to simplify the datasets 
dimensionality reduction, discretization and instance 
reduction. 

• Manager Agent: The manager agent has in important 
role in the proposed system it represents the main 
component responsible of coordination of the tasks 
sharing between the other agents. 

This entity can take an adoptive behavior based on the 
nature of the requests received and a knowledge base. 

C. Operating Principle 
The proposed multi-agent system described previously 

shows the necessary steps to assure the functioning of the 
system in different situations. 

The system can interact with external applications and data 
sources and subsequently initiate or execute data analysis 
operations mainly by triggering two agents, the one responsible 
for data acquisition or services: 

• Receiving a request from a sensor generating a data 
flow or from an external api or service applies the 
collaboration of the agents of the system. 

Once the request is received by the receiving agent and 
sends it to the Manager, the latter distributes the tasks to store 
and process this request. The tasks of pre-processing, online 
analysis and offline analysis are performed to respond to this 
request in real time, after that the service agent can transfer the 
result. 

• Receiving a request from the application layer as in the 
case of scheduling a task or generating a report or a 
specific request to execute. 

The Service agent sends the request to The Manager agent 
which decides to collect the necessary data from the data 
cluster or to retrieve it from the data sources; and according to 
the type of this request, it makes the decision to send this data 
to one of the data processing agents, either in stream or in 
offline analysis and returns the result through the service 
agents. 

V. EXPERIMENTATION AND TESTS 
The proposed approach consists in developing a multi-

agent model for the automation of big data processing and 
analysis by applying the smart data approach. 

This section attempts to highlight the adaptive behavior of 
the proposed system by the study of three cases of use of the 
system. 

The system is composed a set of agents linked to stored 
algorithms that are defined by the organization's business rules. 
These agents will be distributed across multiple nodes in order 
to promote task distribution and load balancing across nodes. 

For the implementation of this approach the JADE [15] 
Framework was adopted. 

The communication and the interactions between agents is 
principally done through the exchange of messages [35] each 
message is labeled with an act of communication such as: 
request, inform, notify, propose, etc. 

The Fig. 3 represents a snapshot of the behavior of the 
multi-agent agent system at a time t, where the different 
communications between the agents of the proposed system 
can be observed, this communication can be done by sending 
ACL messages or by sharing information in the environment of 
the agents, this communication can be in the context of a 
collaboration, coordination, or negotiation, the agents adopt an 
adaptive behavior according to the nature of the data and the 
requests received by the system. 
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Fig. 3. The Communication between the Agents of the Proposed System. 

This part will study the adaptive behavior of the proposed 
multi-agent system by illustrating three case studies where an 
explanation of the operating principle of the system and the 
flow of processing that changes depending on the nature of the 
request received by the system will be presented, the three 
scenarios are related to the field of management and planning 
of smart cities. 

The first is to study the behavior of the system using a large 
dataset that contains data from the last census in Morocco for 
the city of Casablanca. The used data contain information and 
characteristics about the habitat and individuals in order to 
build a machine-learning model to predict the type of habitat 
according to the evolution of individuals. Thus, predict the 
equipment and infrastructure necessary for the urban planning 
of this city. 

The second scenario is to show the behavior of the system 
and its use for listening to changes and storing data from 
different data sources. 

And the third scenario is to use the system for real-time 
prediction tasks using the machine learning model already 
created in the first scenario. 

A. Case 1: Training a Machine Learning Model from a 
DataSet Stored in HDFS 
In this case the request issuing from the services and 

applications layer which consists in asking the system to 
launch a learning operation from a dataset stored in the Hadoop 
storage cluster, the Fig. 4 explain the explains the information 
exchange between the different components of the system in 
this case. 

An explanation of the steps will be attempted using a 
sequence diagram illustrated in Fig. 5. 

 
Fig. 4. The Flowchart of Training a ML Model using the Proposed MAS. 
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Fig. 5. Sequence Diagram of Training a ML Model using the Proposed 

MAS. 

The service agent receives the request and sends it to the 
agent manager who is in charge of distributing the operations 
between agents, it sends the request to retrieve the Dataset to 
the storage agent, then it sends the Dataset for preprocessing 
operations by the Preprocessing Agent, which delegates tasks 
as necessary to the transformation, reduction and data cleaning 
agents. 

Then the partitioned datasets are ready for the phases of 
training and testing by the Offline Analysis agent, once the 
model is valid the Manager agent sends the request to the 
storage agent to copy it on the storage cluster and notifies the 
service agent of the creation of the requested model. 

This generated model will be used to serve prediction 
requests that the system can receive and respond to in real time. 

B. Case 2: Collecting Data from a Data Source and Storing it 
in HDFS 
The proposed system can interact with several data sources 

such as databases, sensors, connected objects-IOT and external 
applications. 

In this case the system is used to receive data from an 
external source which is an API[36] that provides weather data, 
the system opted to collect and store its data for the city of 
Casablanca in the HDFS file system. 

In this example the agent will send request to the API in 
every specified lapse of time to get and store the last data of the 
weather about the city of Casablanca, the Fig. 6 represents a 
snapshot of a request of an example of a request sent by the 
system to get weather data. 

 

 
Fig. 6. Agent’s request to the API. 

 
Fig. 7. The Response of the API formatted as Json Object. 

The Receiver agent can listen to changes in a data source or 
collect values from a data source according to the desired 
behavior e.g. in this case the Receiver agent adopts a 
TickBihaviour for each time lapse it retrieves the data and 
sends the request to the Manager agent to initiate the request 
for preprocessing to the Preprocessing agent, once the data is 
cleaned up and ready to be stored the Manager agent asks the 
Storage agent to copy it to the storage cluster. Fig. 7 shows an 
example of stored data: Name of the location, time of the 
location, name of the time zone in which the location is 
located, internal identifier of the forecast, date to which the 
forecast or observation refers, compass point of the wind 
direction, one or two letter abbreviation of the weather 
condition. 

Fig. 8 tries to illustrate the functioning of the system using 
a diagram sequence. 

C. Case 3: The use of a Machine Learning Model for Real-
Time Prediction 
In this case of study, the behavior of the system will be 

analyzed in the case where it must process prediction requests 
in real time. 

 
Fig. 8. Sequence Diagram of Collecting Data from a Data Source and 

Storing it in HDFS. 
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The first step is to build the model machine learning that 
will be used for future predictions, and to store it in the cluster, 
in this step a dataset will be used which contains data about 
households and individuals in Casablanca from the last general 
census of population and housing from HCP[37] this data set is 
made public in 2019, we conducted based on the analyze of 
this data a previous work to help in enhancing urban planning 
in the region of Casablanca by predicting the type of habitat 
and estimate the necessary equipment [23]. 

1) Training and test machine learning model: In the 
beginning of this learning phase the dataset used is already 
prepared cleaned and preprocessed, the start will be splitting 
the main dataset into two datasets usually in the literature the 
split is made into two part a larger one with 80% used to train 
the model and the part with 20% used to test the model, the 
Fig. 9 illustrate the steps of training the machine learning 
model used in this study. 

The step of choosing the adequate algorithm is data-centric 
step based on the type of the data and the nature of the 
problem, in this study this dataset will be used to predict the 
type of habitat based on the characteristics of the studied 
population, it’s a classification problem, in the next part a test 
of the main machine learning algorithms for supervised 
learning on the dataset will be performed. 

We will present in this part the metrics and the obtained 
results for each used machine learning algorithm on the same 
dataset: 

To evaluate the relative performance of different 
classification models, it is necessary to specify the appropriate 
quantitative criteria for the evaluation. The performance 
metrics are specified for the classifier: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

           (1) 

𝑅𝑒𝑐𝑎𝑙𝑙 = 𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑁𝑎𝑔𝑎𝑡𝑖𝑣𝑒

           (2) 

𝐹1𝑆𝑐𝑜𝑟𝑒 = 2 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙

            (3) 

 
Fig. 9. Steps of Training ML Model using Classification Algorithms. 

This section highlights the evaluation of the proposed 
model on the dataset for each classification algorithm. 

a) Naïve bayes: A Naive Bayes classifier is a 
probabilistic machine learning model used in classification 
cases to discriminate different objects and labels based on a 
set of features, this classifier is based on the bayes theorem 
[38], with the naïve hypothesis of a conditional independence 
of each combination of features given the value of the class 
variable, the Table I presents the evaluation metric for the 
naïve bayes algorithm: 

𝑃(𝑦|𝑥1, … , 𝑥𝑛) = 𝑃(𝑦)𝑃(𝑥1,…,𝑥𝑛|𝑦)
𝑃(𝑦|𝑥1,…,𝑥𝑛)

            (4) 

TABLE I. CLASSIFICATION REPORT FOR THE ML ALGORITHM: NAÏVE 
BAYES 

METRIC SCORE (%) 

precision 64 

recall 61 

f1-score 61 

b) Multilayer perceptron: The MLP [39] multilayer 
perceptron is a type of artificial neural network organized as a 
set of multilayers, the process of information flowing from the 
input layer to the output layer only. It is therefore a 
feedforward network, each layer consists of a variable number 
of neurons, the neurons of the last layer being the outputs of 
the global system, The MLP are widely used in classification, 
prediction and recognition use cases, the Table II presents the 
metrics for the use of the multilayer perceptron classifier: 

TABLE II. CLASSIFICATION REPORT FOR THE ML ALGORITHM MULTI 
LAYER PERCEPTRON 

METRIC SCORE (%) 

precision 73 

recall 73 

f1-score 71 

c) Random Forest: Random forest is a classifier that can 
be defined as a meta estimator which corresponds to a number 
of decision tree classifiers, this algorithm performs a splitting 
of the training data into a specific number of data subsets used 
to perform training on multiple decision trees, the subsets used 
for training the model are slightly different, and then a voting 
method is used to select the best model [40], the Table III 
shows the metrics for the use of the Random forest algorithm: 

TABLE III. CLASSIFICATION REPORT FOR THE ML ALGORITHM RANDOM 
FOREST 

METRIC SCORE (%) 

precision 85 

recall 85 

f1-score 84 

d) Summary: The Table IV summarizes the evaluation 
metrics and give a comparison for the used classification 
algorithms. 
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TABLE IV. SUMMARY OF THE METRICS USING SUPERVISED LEARNING 

METRIC Precision Recall F1-Score Accuracy 

Naïve Bayes 0.64 0.61 0.61 0.61 

MLP 0.73 0.73 0.71 0.73 

Random Forest 0.85 0.85 0.84 0.85 

To select the model to be deployed and used for future 
prediction requests some metrics are used like precision, recall, 
f1-score, and the accuracy. 

Based on the results obtained, the most accurate model can 
be choose, in this case the model trained with Random Forest 
Algorithm, the next step will be to the step of serializing this 
model into the storage of the proposed system. 

Serialization of the trained ML Model: In order to use the 
trained ML models in the different applications, the step of 
serialization still necessary, especially when the trained model 
is a result of huge dataset and machine learning algorithm that 
consumed a lot of resources to get to the validation phase of the 
model. 

The reuse of the stored model still a good strategy that 
allows the system to use immediately the model, as explained 
in the Fig. 10. 

 
Fig. 10. Serialization and use of the Machine Learning Model. 

The use of the trained model by the MAS system: 

The proposed system can handle real-time prediction 
requests using the principle of collaboration between different 
agents, as shown in the Fig. 11 first the system get the request 
of prediction from the application and service layer this request 
is received with the service agent which will transmit it to the 
agent manager, the latter will call the storage agent to retrieve 
the serialized model in order to use it for this request and send 
the request for preprocessing to format it and to get the 
parameters or the datasets in this request, once done the 
operation of prediction by the stream analysis agent, this result 
will be sent to the service agent to bring up the response to the 
demanding application. 

The system can handle the communication with different 
applications by defining an interface for communication with 
the proposed system, 

And defining multiple functionalities to download, upload, 
store or analyze data by defining several functions. 

For example, the receiver agent can receive requests of 
type: 

Functioni(Arg1, Arg2, …, Argn) => Di 

 
Fig. 11. Sequence Diagram of using a Machine Learning Model for Real-time 

Prediction. 

These functions and services could be used in other 
applications like the one in the Fig. 12, which will interface 
with the proposed system and use these features.  

 
Fig. 12. Example of an Application Consuming the Prediction Service of the 

Proposed System. 

VI. CONCLUSION AND PERSPECTIVES 
In this paper, a multi-agent system to automate big data 

analytics in real time based on the smart data approach was 
proposed, a model with a multilayer architecture was 
presented, and the adaptive behavior of this system was 
illustrated through some case studies, especially in the case of 
training and the using machine learning models. 

The use of intelligent processing, automating big data 
analytics through the use of the multi-agent system and 
machine learning techniques can help to solve complex 
problems such in the field of Urban planning and management 
in smart cities, by providing actionable data and efficient 
decisions. 

To summarize, the paper tries to highlight the challenges 
following the processing of big data specifically issued from 
smart cities, these data are in different formats (structured, 
semi-structured, unstructured). In addition, they are generated 
at different rates by batch or in real time in streams. These 
voluminous amounts of data present many challenges including 
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the management of these data, the latency of processing time 
and mainly the effective exploitation of these data to extract 
useful information. 

To overcome these problematic, the paper proposes a 
model based on a multi-agent system that adopts the smart data 
approach which focuses on the value aspect of data and the 
application of intelligent processing in order to extract useful 
information from these voluminous masses of big data and to 
drive an efficient decision making, the proposed system 
automates its data processing processes, and thanks to the 
autonomous and cognitive capabilities of the agents they can 
manage and make decisions in real time, And to illustrate the 
adaptive behavior of the system through the autonomous 
behavior of the agents, we proposed 3 scenarios: 

• The system builds a machine learning model of the 
classification from a large dataset that contains the 
demographic data of the city of Casablanca from the 
last census in Morocco in 2019, to predict the type of 
housing adequate to a profile of household or citizen for 
this several tasks were performed by the agents 
including the preprocessing phase and the choice of 
appropriate classification algorithm according to the 
study of metrics and then the serialization of the model, 
in order to use it for future requests for prediction in 
real time. 

• The system listens to the various data sources and stores 
the data in the Hadoop storage cluster in real time. 

• The system responds to real-time prediction demands 
by using machine learning models already built and 
stored in the system to improve the real-time decision-
making process. 

Such a proposition can find applications in several areas 
including the management and planning of smart cities known 
with the generation of huge amounts of data, this proposition 
can contribute in the effective use of these data and the 
extraction of valuable information that can guide effective 
decision-making to improve for example the management of 
traffic flows and road traffic, the anticipation of needs in terms 
of equipment in smart cities, reduce energy consumption, the 
monitoring of KPIs, the reporting and monitoring of smart 
cities. 

In perspective, we will work on enhancing the system with 
other functionalities, focusing on the improvement of agent 
behaviors and the machine learning models. To test this 
approach, solve several problems in urban planning and 
management in smart cities. 

The proposed approach in this paper represents a real 
opportunity to enhance the process of big data analytics by the 
exploit of the cognitive functionalities of the agents and to 
empower their capabilities using a knowledge base which will 
facilitates the process of decision- making made by agents to 
take actions in a autonomous way, such adaptive behavior can 
solve serious problems in smart cities like energy consumption 
and traffic congestion. 
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Abstract—A brain tumor is the cause of abnormal growth of 

cells in the brain. Magnetic resonance imaging (MRI) is the most 

practical method for detecting brain tumors. Through these 

MRIs, doctors analyze and identify abnormal tissue growth and 

can confirm whether the brain is affected by a tumor or not. 

Today, with the emergence of artificial intelligence techniques, 

the detection of brain tumors is done by applying the techniques 

and algorithms of machine learning and deep learning. The 

advantages of the application of these algorithms are the quick 

prediction of brain tumors, fewer errors, and greater precision, 

which help in decision-making and in choosing the most 

appropriate treatment for patients. In the proposed work, a 

convolution neural network (CNN) is applied with the aim of 

detecting the presence of a brain tumor and its performance is 

analyzed. The main purpose of this article is to adopt the 

approach of convolutional neural networks as a machine learning 

technique to perform brain tumor detection and classification. 

Based on training and testing results, the pre-trained 

architecture model reaches 96% in precision and classification 

accuracy rates. For the given dataset, CNN proves to be the 

better technique for predicting the presence of brain tumors. 

Keywords—Brain tumor; machine learning; convolutional 

neural network; MRI images 

I. INTRODUCTION 

A brain tumor is one of the major health problems related 
to human brain abnormalities [1]–[3]. It is a collection or a 
combination of unnatural tissue in the brain [4]. It usually 
occurs due to the fast growth of abnormal or damaged cells and 
created lamps of tissue in the brain. To find out whether the 
brain contains a tumor or not, MRI images are the first step in 
medical diagnosis [5], followed by manual analysis by an 
expert who looks for lesions in the brain. MRI is the most 
common and widely used technique for brain tumor detection 
and brain imaging as it proves better results especially when it 
It's about detecting differences between body tissues [6]. 
Compared to the computerized tomography (CT) scan and 
other techniques, MRI images are safer and can produce higher 
contrast images of brains [4]. Likewise, due to the high 
resolution of the images provided by MRI scans, a lot of 
information about the brain structure and the brain tissues are 
easily provided, this has considerable advantages in the field of 
image analysis [7], [8]. There are four standard sequences used 
in MRI scans modalities: The T1-weighted MRI (T1), T2-
weighted MRI (T2), T1-weighted contrast-enhanced MRI (T1-
CE), and FLAIR [9], [10]. In general, the T1W contrast-
enhanced is the most commonly used modality, because it 
allows an easy annotation of the healthy tissues [11], [12]. 

Deep learning is a type of artificial intelligence derived 
from machine learning. Unlike programming where the content 
to execute the predetermined rules, here the machine can learn 
by itself, relying on a network of artificial neurons inspired by 
the human brain. Due to its higher performance in several 
fields as screening medical face mask [13], image description 
and a lot of challenges, the exploitation of DL technique in the 
medical image for classification, detection, and segmentation is 
highly encouraged [14]. In fact, various human diseases could 
be detected using such techniques, including COVID-19 [15]–
[19], Parkinson's disease [20], breast cancer [21], diabetes 
diseases [22], medical image segmentation [23], and heart 
disease prediction [24]–[26]. A vast range of different 
scientific topics has developed because of advances in AI [27]–
[35]. 

Convolutional neural networks (CNNs) are deep neural 
networks that have the capability to classify and segment 
images [36], [37]. CNN architectures for classification and 
segmentation include a variety of different layers with specific 
purposes, such as a convolutional layer, pooling layer, fully 
connected layers, dropout layers, etc. Recent studies on deep 
learning with convolutional neural networks have achieved 
excellent performance that is almost at the same level of 
performance of practicing radiologists [38], [39]. 

In recent years, CNN has been used in medical image 
segmentation. It has achieved great success in the field and 
auxiliary diagnosis. Compared to the traditional methods, 
network architecture gives to CNN algorithms the ability to 
learn complicated features from images [40], also CNNs are 
the top ranked and most popular algorithms used in computer 
vision, and actively contribute in this specific area of imaging 
due to their capability of detecting significant features, more 
particularly when it comes to medical imaging in which to 
processing difficult images with several details is needed, 
indeed CNN-based approaches are placed in the well-used 
leader board of the many image understanding 
challenges, especially Brain Tumor segmentation 
(BRATS), the biomedical challenge of Image Computing and 
Computer Assisted Intervention (MICCAI), ISBI (International 
Symposium on Biomedical Imaging), and IPMI (Information 
Processing in Medical Imaging) [41]. In this context, an 
application of a machine learning algorithm based on 
convolutional neural networks for the detection and 
classification of brain tumors is proposed. 

The remainder of this paper is organized as follows: 
Section II presents a brief review of related works. Section III 
explains our proposed methodology and the machine learning 
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algorithms implementation. Some performance evaluation 
techniques are presented in Section IV. Results and discussion 
are given in Section V. Section VI presents a conclusion with a 
discussion regarding the future works. 

II. RELATED WORK 

In the research published in recent years relating to the 
segmentation of brain tumors, there is two branches of machine 
learning methods: Supervised learning and unsupervised 
learning .The difference between these models is simple, in 
supervised learning human intervention is needed at least to 
label the data appropriately, the machine learning model learns 
through iterating the operations of prediction of the labeled 
data communicated as input and improves the results by 
adjusting the response each time [42]. 

In unsupervised method-based segmentation, the human 
touch always needed for validating output variables [43], 
among its techniques there is the support vector machine 
(SVM) method and the fuzzy clustering approach are used. 
These methods have achieved the best performance when it 
comes to predicting or detecting a tumor, on the other hand the 
performance obtained is a little weak when the border between 
the normal tissue and the tumor area is blurred. Also, the 
extraction process usually takes time because the extraction 
algorithms have to extract a lot of information and details 
related to these edges and a lot of essential features. 

Segmentation is the process of separating the image into 
distinct regions and is one of the most vital and demanding 
aspects of computer-aided clinical diagnostic tools. Although 
brain tumor segmentation is primarily done manually, it is very 
time consuming and the segmentation is subject to variations 
both between observers [44]. Therefore, an automatic and 
robust brain tumor segmentation will have a significant impact 
on brain tumor diagnosis and treatment. 

Convolutional neural networks (CNN) differ from other 
machine learning techniques in the fact that the segmentation is 
done automatically and does not require the intervention of an 
expert as well as the feature extraction which is done with 
precision, on the other hand there are several parameters to be 
learned by a neural network (CNN) which results in expensive 
computation time and requires process graphics units (GPU) to 
train the model [45]. The role of a CNN network consists of 
two main tasks: feature extraction and data classification, the 
convolution and pooling layer are responsible for feature 
extraction, fully connected layers help to achieve the 
classification task [46]. In [47], the authors presented a 
convolutional neural network for brain tumor detection, 2 
CNNs models were made as a comparison to find the best 
model for classification. The first model includes one 
convolution layer, the second includes two layers. This study 
showed that increasing convolutional layers improves the 
model performances and resulted in accuracy of 93% and a 
loss value of 0,23. 

Among the techniques for using artificial neural networks, 
there is also transfer learning, the principle is simple, instead of 
designing a new CNN model and training it from scratch, 
existing architectures which are well trained on large dataset 
and which have demonstrated their performance are used, this 
makes it possible to use each transfer learning model and adapt 
it to the desired stain according to the nature of the task and the 
characteristic to be detected or classified [48]. 

Due to their ability to self-learn without the intervention of 
an expert, CNN models based on Transfer learning techniques 
have achieved excellent performance, the use of the weight 
sharing technique provides an adequate network and allows to 
automatically detect the tumor through the MRI images [49]. 

A research published in [50], Aimed boosting accuracy by 
the use of transfer learning strategy they implemented three 
transfer learning approaches using pre-trained CNN models, 
namely: VGG19 ,Inception V3 and MobileNet V2, They 
obtained respectively an accuracy rate of 88,22%, 91% and 
92%. The authors concluded that the MobilnetV2 is the most 
efficient Model compared to the other models. 

Using the ANN approach, Authors in [51],worked on two 
classes named benign tumors and malignant tumors, they 
started by preprocessing the images with the filters, then 
applied the average color moment technique on the images to 
extract the characteristics. After the transmission of these 
characteristic maps to the ANN, the classification was made 
with an accuracy rate of 91.8%. 

A study published in [52], the model uses the histogram 
statistical equalization technique which consists in applying a 
transformation to each pixel of the image by calculating several 
statistical characteristics such as the average sum, the variance, 
the entropy, the dissimilarity, this model is therefore used for 
low-grade and high-grade class images of cervical glioma. The 
results obtained from the proposed method of accuracy, 
sensitivity and specificity reached 83.6% accuracy, 80.88% 
sensitivity and 86.84% specificity. 

One of the techniques used in the detection of 
characteristics and classification of images consists in 
combining the concept of deep learning, CNNs, with other 
methods of preprocessing, these techniques include data 
augmentation, edge detection, genetic algorithm (GA), discrete 
wavelet transform (DWT) and principal component analysis 
(PCA). Authors in [53] have combined the two techniques of 
data augmentation and edge detection, data augmentation 
makes it possible to increase the amount of data artificially, 
other images are generated from the first images provided. The 
edge detection will allow finding the region of interest (ROI), 
the extraction of the characteristics is done thanks to a simple 
CNN model. They obtained 89% classification accuracy. 

The results of these searches are classified in Table I, 
highlighting the classification model with a description of the 
chosen preprocessing technique, as well as the scores obtained 
based on the metrics used in each work. 

  



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 7, 2022 

454 | P a g e  

www.ijacsa.thesai.org 

TABLE I. SUMMURY OF SOME RELATED WORKS 

Study Dataset 
Processing 

technique 
Classifier  Result 

[47] 
Kaggle 

Dataset  
Data  
Augmentation 

CNN 
Ac=93% 

Loss = 0,23 

[50] 
Brain 
Tumor 

Dataset 

Transfer 
learning  

VGG19 
Ac=88% 

F1score=88.18% 

Inception V3 
Ac=91% 
F1score=90.98% 

MobileNetV2 
Ac=88% 

F1score=88.18% 

[51] 

Harvard 

Medical 

School 
Website 

Dataset 

Noise Filtering 
Average color 
Moment 

ANN Ac=91.8% 

[52] 
LGG Flair 
MRI 

images  

ROI feature 

extraction  
Random 
forest  

Ac=83.6% 
Sensitivity=80.88% 

Specificity=86.84% 

III. MATERIALS AND METHODOLOGY 

A. Global Overview on Proposed Detection Model 

To complete the image classification task using machine 
leaning techniques such as conventional neural networks, these 
steps must be followed in sequential order: data extraction, data 
preprocessing, Feature selection, learning and classification 
Considering the common standard process of machine 
learning, our first step concerned the collection of data, the data 
is retrieved from Kaggle datasets of Brain MRI Images [54] 
The data folder concerns a set of 3000 MRI data images 
classified according to the presence or not of the tumor and 
labelled (Yes tumor and No tumor). In the development of our 
CNN architecture, we took into consideration several criteria to 
avoid limitations that are not suitable for our case study. One of 
the major limitations is the limited data, medical images are 
difficult to retrieve for privacy reasons and other several 
reasons, to have a robust model a large number of medical 
images is needed; there is currently some techniques which can 
limit this problem like Data augmentation. Several technical 
considerations are also considered. For example, the use of 
complicated transforms which can disturb the learning process 
is avoided, according to some research results, it was found 
that complicated transforms are not always better than simple 
ones because they can introduce some noise in the features and 
disturbs the learning process. 

For the data pre-processing step, image partitioning 
techniques as well as the normalization of their size are 
involved. After this stage, the CNN is defined and 
implemented model as an algorithm for brain tumor detection. 
Then the input data is divided into training, validation, and test 
data. Having defined and compiled the model, evaluation 
metrics algorithm is defined in order to evaluate the model 
performance, then some predictions are made by executing the 
model on some MRI images. Fig. 1, describes the CNN 
architecture model implemented in our work, Layers 
definitions and roles are described in Subsection D. 

 

Fig. 1. Architecture of the Proposed Model. 

B. Dataset Collection and Preprocessing 

This section present some information about the database 
used, in fact a publicly accessible Kaggle database [54] is used 
. This database is composed of three folders, the first folder 
contains 1500 MRI scans presenting a brain tumor, the second 
folder contains 1500 MRI of healthy brains, in addition there is 
a folder containing some unlabeled MRI scans for testing 
purpose, the latter is not used, because another approach for the 
test data is planned. Thus, the final database obtained is built 
on the first 2 files and consists of 3000 images as input data 
distributed as follows: 1500 images with tumor and 1500 
images without tumor. Fig. 2 illustrates the sample images of 
the dataset. 

MRI images are not necessarily clear, sometimes 
visualization defects the quality of the image, these defects 
result from poor quality of image distortion and resolution, and 
could lead to a false analysis, and affect patient treatment 
options. Therefore, several preprocessing techniques can be 
introduced to make the images more robust and more usable by 
the neural network, the most common techniques concern the 
aspect ratio: uniform image size, dimensionality reduction, and 
data augmentation. The images have been resized to (224, 224, 
3) = (image width, image height, number of channels) to 
facilitate the learning process. 

 

Fig. 2. Samples Images for Brain Tumor Dataset. 

Input image will be processed into the first pre-process 
which is the process of wrapping and cropping, it consists of 
the removal of unwanted outer areas and some of the 
peripheral areas from a photographic or illustrated image, after 
that the database is divided into training, testing, and validation 
sets with an 80:10:10 ratio. The 3000 images dataset is split 
into training, testing, and validation sets of 2398, 300, and 300 
images respectively, and then all the images are processed in 
the collection into an array. The last step is the coding when 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 7, 2022 

455 | P a g e  

www.ijacsa.thesai.org 

the tagged data are transformed into a numerical label so that 
they may be interpreted and analyzed. Fig. 3 describes the 
flowchart followed by the model from input images and 
preprocessing to the CNN model algorithm and the prediction 
of healthy and unhealthy brains. 

C. Machine Learning Algorithm for Classification 

Classification algorithms classify brain tumors into 
respective categories. It has an essential task in interpreting, 
extracting features, analyzing, and interpreting images in many 
applications. The CNN model must first extract features from 
each image before learning how to distinguish between the 
images provided to it. In this research, a CNN model with 
several layers is proposed; four convolution layers, three 
Maxpooling layers, one flatten layer, and six dense layers. In 
general, the core building blocks of convolutional neural 
networks are convolutional layers, activation functions, 
pooling, and fully connected layers. To improve the results in 
the output of the CNN network, the input data must go through 
several stages. The main objective is to correct the adjustments, 
allowing the CNN to recognize the inaccurate features in the 
images. The over-fitting correction is done through four 
techniques: data augmentation, dropout, batch normalization, 
and pooling. These process steps represent the hidden layers of 
the neural network and are used to perform the CNN model. 
Some definitions and roles of these layers are described below. 

To build our proposed model, the first required Conv2D 
parameter is the number of filters that the convolutional layer 
will learn. In the proposed architecture, the input is an image of 
(224*224*3) size, 20 filters are implemented with a kernel size 
of (4*4). The same parameters are kept for the other two 
convolution layers with a reduction in kernel size to (2*2). 
After each convolution operation, the Maxpooling layers with 
successive calls to the dense layers and the RELU activation 
function are introduced. In the dense layers, the unit’s values 
are respectively (1024, 512, 256, 128, 64). Finally, the Softmax 
function is used as the activation function in the output layer. 
There are 14 547 134 parameters in total. All these details are 
described in Fig. 4, which illustrates the architecture of our 
proposed model. 

 Convolutional layer Is the main layer of a convolutional 
neural network, and composed of a filter for the input 
data, a feature map and a feature detector known as the 
CNN core whose role is the detection and the extracting 
of the features in the image, such as edges and colors 
[55]. 

  The Pooling layer Thanks to the spatial variance 
property, Maxpooling teaches the neural network that it 
is the same characteristic to be detected despite the 
differences that may exist between the images of the 
same object, namely the way in which the images are 
presented, dimensions, textures. This can only be done 
after having a ready features map. 

  Flatten Layer represents the input layer for the artificial 
neural network, this phase consists of grouping an 
entity map in a column, and hence the name 
“Flattening”, this allows to have a large data vector 
compatible with the neural network input. 

 Max-Pooling Layer: Maxpooling is used to extract the 
most relevant features in the images, in the original 
entity map, the end is always the maximum value, and 
unnecessary details in each image have are removed to 
allow network of neurons to do the job efficiently. 

 

Fig. 3. The Flowchart to Implementation of the CNN Model. 

 

Fig. 4. The Proposed Architecture for CNN Model. 
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IV. PERFORMANCE EVALUATION METRICS 

Several standard evaluation metrics are generally 
introduced to evaluate the performance of the system, among 
these metrics there is Accuracy, Precision, Recall, AUC, 
F1_score, confusion matrix and Receiver Operating 
Characteristic curve (ROC). The principle of metrics and their 
mathematical calculation formula is detailed below. 

 Confusion Matrix 

A confusion matrix is represented by a two-dimensional 
table which summarizes the results of the predictions of the 
classification carried out and allows to compare between the 
correct and false results of the prediction, which allows to see 
at what point a model can be confused in its predictions and to 
measure these performances. In a confounding matrix the 
results are classified into four main categories: true positives 
(TP), true negatives (TN), false positives (FP), and false 
negatives (FN). The four elements of the confusion matrix are 
shown in Table II. 

TABLE II. ELEMENTS OF THE CONFUSION MATRIX 

Element Description 

TP Images containing the tumor and correctly classified. 

NP Images not containing the tumor and correctly classified. 

FP 
CNN classifies images as containing tumors but that does not 
contain any tumor. 

FN 
CNN classifies images as not containing any tumor but are 

containing a tumor. 

 Loss Function 

Loss function is a function that evaluates the difference 
between the predictions made by the neural network and the 
actual values of the observations used during learning. The 
more the result of this function is minimized, the more the 
neural network performs. Its minimization, reducing to a 
minimum the difference between the predicted value and the 
actual value for a given observation, is done by adjusting the 
different weights of the neural network. 

V. RESULTS AND DISCUSSION 

Several standard evaluation metrics are generally 
introduced to evaluate the performance of the system, among 
these metrics there is Accuracy, Precision, Recall, AUC, 
F1_score, confusion matrix and Receiver Operating 
Characteristic curve (ROC). 

A. Training Results 

 The CNN model is trained using a notebook from the open 
Google Colab platform which allows to take full advantage of 
popular Python libraries like TensorFlow and Keras. Colab 
notebooks run this code on Google's cloud servers and put in 
our service the power of Tesla K80 GPU with 12 GB of 
GDDR5 VRAM, increasing performance and reducing training 
time considering the large number of parameters to train with 
the proposed CNN model .in addition this platform had an Intel 
Xeon Processor with two cores running at 2.20 GHz, and 13 
GB of RAM. Fig. 5 and Fig. 6 show the evolution of the 

accuracy and loss curve during the two training and validation 
periods. 

From the plot of Accuracy curves in Fig. 5 which 
represents the graph evolution during the training period and 
the validation period, it is clearly seen that the training 
accuracy is higher than the validation accuracy; the same for 
the loss curve in Fig. 6, the training curve is above the 
validation curve which leads to the conclusion that the 
proposed CNN model has no overfitting issue. 

B. Testing Results 

The performance of the proposed methodology was 
evaluated by the measures of precision, specificity, accuracy 
and, above all, the ROC curve for two classes (normal and 
abnormal brains) and compared to the performance of other 
classifiers, the metrics mathematical equations are detailed 
below. 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =  
𝑇𝑁

𝑇𝑁+𝐹𝑃
             (1) 

𝑆𝑒𝑛𝑠𝑖𝑣𝑖𝑡𝑦 =  
𝑇𝑃

𝐹𝑁+𝑇𝑃
             (2) 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
            (3) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
             (4) 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 = 2 ∗  
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗ 𝑆𝑒𝑛𝑠𝑖𝑣𝑖𝑡𝑦

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑆𝑒𝑛𝑠𝑖𝑣𝑖𝑡𝑦
           (5) 

 

Fig. 5. Accuracy Curve of the Proposed Model. 

 

Fig. 6. Loss Curve of the Proposed Model. 
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Fig. 7. Confusion Matrix of the Proposed Model. 

According to the results of the values obtained by the 
confusion matrix in Fig. 7, it’s shown that 142 positive cases of 
brain tumors from 300 were correctly classified by the model 
and 147 Non-tumorous brain images were correctly classified 
as belonging to the negative class by the model. The TP, TN, 
FP and FN values emerged by the confusion matrix are then 
used by the code for the calculations of the Loss Metrics 
accuracy, as well as the precision values and sensitivity. The 
results of the evaluation metrics are provided in Table II. 

Another way to visualize the sensitivity and specificity of 
the model is by creating a ROC curve, which is a plot that 
displays the sensitivity and specificity of a logistic regression 
model. The AUC ROC equals the probability of having a 
randomly chosen “true” rating greater than a randomly chosen 
“false” rating. In the case of an ideal classification, the AUC 
ROC value is equal to 1, for a value of 0.5 (case of the diagonal 
line on the curve) this explains that the classifier only guesses 
[56].The plot of the ROC curve in Fig. 8 indicates that the 
highest area is under the curve with a percentage of 96%, 
which means that the CNN model correctly classifies the 
images into their categories. Table III report all the 
performance evaluation metrics of the proposed model. 

C. Discussion 

Our experimental results demonstrate that the proposed 
CNN model converges better than the ANN approach, the 
Random Forest classifier, Transfer learning algorithms, and 
other CNN models. As shown in Table IV, the proposed model 
achieved the best accuracy rate of 96% and the best F1-Score 
of 96.5% with a precision of 98%. These values are high and 
well ranked compared to the results obtained by the other 
models already mentioned. Table IV compares the different 
models and allows us to conclude that our model is the best 
ranked in terms of accuracy. 

Through the analysis of the accuracy and loss curves during 
the two periods of training and validation, the graph proves that 
the model has no overfitting issues and returns an average loss 
value of 0.28, which means that the model is doing well in 
predicting tumor health and unhealthy brains. The ROC curves 
show that our proposed CNN model is a reliable system for the 
detection and classification of brain tumors. 

TABLE III. PERFORMANCE EVALUATION OF THE PROPOSED MODEL 

BASED ON SCORING METRICS 

Evaluating Metrics Performance Score 

Loss 0,2896 

Accuracy 96.33% 

Precision 97.93% 

Sensitivity 95% 

F1–Score 96.44% 

Specificity 75.72% 

 

Fig. 8. ROC Curve of the Proposed Model. 

In addition to the research work, the performance of the 
proposed model has been compared with the results obtained 
by other studies focused on the same case study of brain 
tumors. For example, the authors in [57] proposed a 7-layered 
2 CNN; they obtained an accuracy of 95%. Another technique 
proposed in [58] using cascaded CNN for segmentation, 
Vgg19 and data augmentation approach, obtained an accuracy 
value of 86.7%, 78.9%, and 95.6% for AD, lesion, and normal 
class. Authors in [59] used the support vector machine and 
82% accuracy was obtained. Compared to these models, our 
proposed CNN model remains the best ranked in terms of 
accuracy, whether for those adopting the same convolutional 
neural network architectures or those using other segmentation 
techniques. 

TABLE IV. COMPARATIVE SUMMURY OF DIFFFERENT CLASSIFIERS FOR 

SEGMENTATION ACCURACY 

Study Method/Classifier Accuracy Rate 

[47] CNN 93% 

[50] 

MobileNet V2 92% 

Inception V3 91% 

VGG19 88% 

[51] ANN 91,8% 

[52] 
Radom forest with ROI process 83,6% 

Radom forest without ROI process 87,6% 

Proposed 

Study 
CNN Model 96% 
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VI. CONCLUSION AND PERSEPECTIVES 

In this paper, a CNN model for the segmentation of MRI 
images of brain tumors into two classes with tumors and 
without tumors is proposed. The proposed method for detection 
and classification of MRI images provided the best accuracy 
achieved by other neural network models. These medical 
images have undergone preprocessing and resizing before 
being processed by the convolutional neural network. Training 
and validation were performed on 3,000 high-resolution MRI 
images. The performance of the CNN model is evaluated using 
several evaluation metrics. Through this experiment, the 
proposed model is found to outperform other CNN models in 
several performance aspects, including 96% overall accuracy 
and 98% accuracy. Finally, for the given dataset, CNN proves 
to be the best technique to predict the presence of brain tumors. 
Based on performance evaluation metrics and curve analysis, 
this work demonstrates the ability of a CNN network to detect 
and classify tumors in the brain with a higher accuracy rate. 
This work has presented the architecture of convolutional 
neural networks and has demonstrated their performance when 
applied to an adjusted database of brain images. In future work, 
the architecture of the proposed model could be perfected, and 
its reliability and performance will be evaluated with a large 
database. 
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Abstract—Clustering analysis is the process of identifying 
similar patterns in various types of data. Heterogeneous 
categorical data consists of data on ordinal, nominal, binary, and 
Likert scales. The clustering solution for heterogeneous data 
clustering remains difficult due to partitioning complex and 
dissimilarity features. It is necessary to find a solution to high-
quality clustering techniques to efficiently determine the 
significant features of the data. This paper emphasizes using the 
firefly algorithm to reduce the distance gap between features and 
improve clustering performance. To obtain an optimal global 
solution for clustering, we proposed a hybrid of mini-batch k-
means (MBK) clustering-based entropy distance measures (EM) 
with a firefly optimization algorithm (FA). This study compares 
the performance of hybrid K-Means, Agglomerative, DBSCAN, 
and Affinity clustering models with EM and FA. The evaluation 
uses a variety of data from the timber perception survey dataset. 
In terms of performance, the proposed MBK+EM+FA has 
superior and most effective clustering. It achieves a higher 
accuracy of 96.3 percent, a 97 percent F-measure, a 98 percent 
precision, and a 97 percent recall. Other external assessments 
revealed that the Homogeneity (HOMO) is 79.14 percent, the 
Fowlkes-Mallows Index (FMI) is 93.07 percent, the Completeness 
(COMP) is 78.04 percent, and the V-Measure (VM) is 78.58 
percent. Both proposed MBK+EM+FA and MBK+EM took 
about 0.45s and 0.35s to compute, respectively. The excellent 
quality of the clustering results does not justify such time 
constraints. Surprisingly, the proposed model reduced the 
distance measure of all heterogeneous features. The future model 
could put heterogeneous categorical data from a different 
domain to the test. 

Keywords—Clustering; mini batch k-means; entropy; 
heterogeneous categorical; firefly optimization algorithm 

I. INTRODUCTION 
Categorical data or known as qualitative data is a type of 

data that can be stored and identified using the names or labels 
that have been assigned to it. Most statistical analysis 
approaches are incompatible with it, and only bar graphs and 
pie charts can visualize the data. Due to the rapid emergence 

and growth of information, it has become increasingly 
important to discover the group structure of objects within 
them. It also has difficulty extracting helpful information. One 
of the most effective methods that can extract such 
information is clustering. This technique allows organizing the 
data to access the information. Using clustering techniques, 
data analysts can easily extract valuable information from 
large datasets without supervision. The categorical clustering 
techniques were widely used in many real-world applications 
such as security analytics [1][2] and solving cold-start 
recommendation problems [3]. 

The traditional methods commonly used for data clustering 
problems are hierarchical and partitional. In some cases, the 
clustering process relies on distance or similarity measures. In 
a clustering algorithm, the data objects are typically 
represented in Euclidean distance in k-means. The clustering 
process's objective is to minimize the square distance from the 
cluster center to the cluster domain. k-means is widely used as 
a clustering algorithm and is effective when dealing with 
enormous volumes of data. However, k-means cannot be 
directly applied to data sets with categorical features. The 
transformation and parameter adjustment into numerical form 
is required since machines cannot interpret the categorical 
features directly. Label encoding, one hot encoding, and 
dummy variable encoding are methods for converting 
categorical data into numerical data. 

Meanwhile, k-modes using simple matching dissimilarity 
measures can directly be applied for purely categorical data 
clustering. As categorical data cannot be estimated using mean 
or medians, the Euclidean distance metric was replaced with a 
simple matching dissimilarity measure, and the mean 
calculation for representing centroids was substituted with 
modes. However, these methods have some disadvantages, 
such as empty groups may appear in the first step of the 
solution and the final division of data is not optimal due to the 
appearance of extreme points. It is also trapped in local optima 
and local maxima and is sensitive to initial cluster centers. 
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Nature-inspired algorithms have gained much attention as 
global optimization tools to assist in solving various real-life 
complex optimization problems such as profit production [4], 
scheduling [5], queuing system [6], market segmentation, and 
opinion mining [7]. Nature-inspired algorithms have received 
a lot of attention as global optimization tools to help with real-
life complex optimization problems like profit production [4], 
scheduling [5], queuing systems [6], market segmentation, and 
opinion mining [7]. 

Stochastic methods can be used to overcome clustering 
problems. Optimization methods refer to finding feasible 
solutions for problems to give an efficient, robust solution. 
Recent research has used Artificial Bee Colony (ABC) [8] and 
Cuckoo Search [9] to improve categorical data clustering 
quality. Optimizing a complex clustering problem is difficult 
due to the lack of a single measure that works best for 
heterogeneous categorical data. 

This paper proposes the hybrid firefly algorithm and MBK 
to improve clustering performance using entropy distance 
metrics as similarity measures. The experimental results were 
also compared using the entropy distance method with Mini 
Batch k-Means (MBK), k-Means, Agglomerative Hierarchical, 
Density-based spatial clustering of applications with 
noise (DBSCAN), and Affinity Propagation clustering 
methods on a public survey data. 

The rest of the paper follows the organization of the 
section as follows. Section II describes the related works. 
Section III explains the firefly algorithm. The mini-batch k-
means algorithm is in Section IV. The proposed algorithm is 
introduced in Section V. The experimental results are 
discussed in Section VI. Section VII and Section VIII are the 
discussion and conclusion of the paper. 

II. RELATED WORK 
The related work on categorical clustering, FA, and 

clustering models that use metaheuristic methods are reviewed 
in this section. Nominal, binary, ordinal, and Likert data types 
are categorical [10]. The combination of these data types is 
simultaneously considered to have heterogeneous information 
or data. The main goal of data clustering is to predict and find 
the groups for each data object from unlabeled data. On the 
other hand, selecting appropriate representations for data is 
one of the central problems in machine learning and data 
mining. 

Clustering categorical data is very challenging. The 
challenge includes processing non-categorical variables and a 
required procedure for applying the similarity measures for the 
matching process. Regarding the grouping data from previous 
studies, the set-valued k-modes algorithm outperforms three 
existing categorical clustering techniques and is scalable to big 
datasets [11]. Algorithm new k-means like a method for 
categorical clustering data has shown that the proposed 
clustering method outperformed the k-means [12]. A Unified 
Entropy-Based Distance Metric for ordinal-and-nominal 
attributes on both real and benchmark data sets shows that the 
proposed metric surpasses the existing alternatives. A Unified 
Entropy-Based Distance Metric for ordinal-and-nominal 
attributes on both real and benchmark data sets shows that the 

proposed metric surpasses the existing alternatives [13]. A 
holo-entropy-based hierarchical clustering technique for 
categorical data outperforms other known algorithms in terms 
of efficiency, accuracy, and reproducibility [14]. 

The linear programming model outperformed the 
traditional and other enhanced k-modes algorithms on 
categorical datasets [8]. Learning-Based dissimilarity for 
categorical data clustering outperforms in terms of several 
performance indicators [16]. Compared to k-modes, the k-
Approximate Modal Haplotype achieves an average 
performance increase of 0.51 percent in Precision and 0.40 
percent in Normalized Discounted Cumulative Gain. 
However, because of their scalability, k-modes are more 
flexible to utilize [3]. The conventional categorical clustering 
performed well but provided local optimum solutions that 
affect data division. 

The firefly optimization algorithm is one of the techniques 
that has been effectively used to solve issues in several areas 
due to its global optimum solution, resilience, efficiency, and 
capacity to handle problems in various sectors, including NP-
hard, versatility, and other outstanding benefits. A 
comprehensive overview of FA that covers the various 
domains where the method is applied to a wide range of real-
world applications with satisfying clustering results. 
Regarding clustering validity metrics, the FA shows that the 
new clustering methods outperform existing clustering and 
other hybrid metaheuristic methodologies [17]. In both 
distance and performance measurements for clustering tasks, 
the inward intensified exploration fa and compound 
intensified exploration fa models show statistically significant 
superiority [18]. Both algorithms are proposed to overcome 
the limitation of the FA model and k-means clustering. 
Compared to other algorithms, the firefly algorithm with k-
means clustering produces better results, demonstrating the 
usefulness of the firefly algorithm with k-means clustering in 
offering a competitive solution to the traveling salesman 
problem [19]. k-means clustering with modifying the firefly 
algorithm is significantly more efficient than other algorithms 
[20]. From this, it can be seen that the combination of FA and 
conventional clustering algorithms outperform them in many 
real-world data sets, including numerical data. 

Furthermore, in the previous literature, some clustering 
techniques for categorical datasets combined with other 
hybridization of optimization have been investigated and 
outperform the traditional k-modes algorithm in several 
aspects [21], as well as Fuzzy k-partition based on the ABC, 
outperforms the baseline algorithm in terms of its validity 
clustering for categorical data clustering [8]. The ABC 
algorithm was inspired by the foraging habits of bees and is 
one of the swarm-based metaheuristic optimization 
algorithms. Several studies in categorical clustering for 
hybridization of global optimization using a conventional 
clustering algorithm. However, few studies on hybridizing 
global optimization algorithms and conventional clustering 
algorithms use entropy as a distance measure. 

Therefore, in this research, MBK+EM+FA has proposed to 
find the optimum global result for heterogeneous categorical 
data clustering using entropy distance as a similarity measure. 
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Because of its automatic subdivision and capacity to deal with 
multimodality, FA is preferred above other algorithms [22]. 

III. FIREFLY ALGORITHM (FA) 
Recently flashing behavior of fireflies has been identified 

as unique to the species. FA is established by Xin She Yang 
[15], and it was based on the idealized behavior of the flashing 
characteristics of fireflies. From the literature, it is found that 
the FA algorithm can outperform when compared to many 
other algorithms. FA algorithm expands, and new variants 
emerge to solve all optimization problems. FA is chosen 
instead of other algorithms due to its simple, flexible, fast 
convergence, which efficiently solves many real-world 
problems. 

FA is a swarm-intelligence-based algorithm, so it has 
similar advantages to the other swarm intelligence-based 
algorithms. FA has two significant advantages over other 
algorithms: automatic subdivision and the ability to deal with 
multimodality. FA offers simplicity, flexibility, and ease of 
implementation. Recently, FA is one of the bio-inspired 
algorithms used to solve clustering problems inspired by 
biochemical and social aspects of real fireflies [19]. Fireflies' 
behaviors, such as short and rhythmic flashes, can be 
considered operators of computational intelligence methods. 
The basic assumptions formulation of the FA algorithm is as 
follows. 

• The intensity of a firefly decreases with the increase in 
distance. The firefly attracts the firefly that is closer to 
it. The light intensity 𝐼  decrease as the distance 𝑟2 
increases, 𝐼 ∝  1

𝑟2
. 

• All fireflies are unisex and attracted to other fireflies 
regardless of their sex. 

• The objective function defines the brightness of a 
firefly. 

The FA algorithm has two critical features: variation in the 
light intensity and formulation of attractiveness (Yang 2010). 
The flashes are used as a communication tool by fireflies. 
Light is absorbed in the media, so the attractiveness of two 
fireflies will vary with the degree of absorption. The light 
intensity, 𝐼 (𝑟) varies to the inverse square law as stated in 
equation 1. 

𝐼 (𝑟) =  𝐼𝑠
𝑟2

              (1) 

The light intensity, 𝐼,  and the absorption coefficient, 𝛾 , 
varies with the distance, 𝑟 for a given as in equation 2. 

𝐼 =  𝐼0𝑒−𝛾𝑟              (2) 

Where 𝐼0  is the original of the light intensity. The 
combined effect of inverse square law and absorption can be 
assumed as Gaussian form and represented in equation 3. 

𝐼 =  𝐼0𝑒−𝛾𝑟
2              (3) 

The attractiveness of fireflies is proportional to the light 
intensity of the adjacent fireflies. The attractiveness, 𝛽  of 
firefly is in equation 4. 

𝛽(𝑟) =  𝛽0𝑒−𝛾𝑟
2               (4) 

Where 𝛽0 is attractiveness at 𝑟 = 0, the Euclidean distance 
between the firefly, 𝑖  at 𝑥𝑖 , and firefly, 𝑗  at 𝑥𝑗 , is given by 
equation 5. 

𝑟𝑖𝑗 =  �∑ (𝑥𝑖𝑘 − 𝑥𝑗𝑘) 2𝑑
𝑘=1              (5) 

The computation movement of firefly 𝑖  is attracted to 
another more attractive, brighter firefly 𝑗, and the formula is in 
equation 6. 

𝑥𝑖 =  𝑥𝑖 +  𝛽0𝑒
−𝛾𝑟𝑖𝑗

2
(𝑥𝑖 − 𝑥𝑗) +  𝛼 �𝑟𝑎𝑛𝑑 −  1

2
�          (6) 

Where 𝛼  is the randomization parameter and 𝑟𝑎𝑛𝑑  is a 
random number generator uniformly distributed between 0 
and 1. The second represents the attraction, and the third term 
is randomization. 

Algorithm 1: The Pseudocode of FA 
1. Start 
2. Initialize algorithm parameters:  
3. Define the objective function 𝑓(𝑥) , where 𝑥 =

(𝑥1, . . . . . . . . , 𝑥𝑑)  
4. Generate the initial population of fireflies 𝑥𝑖  (𝑖 =

1, 2, . . . . . ,𝑛)  
5. Determine the light intensity of the firefly at 𝑥𝑖  by 

using objective function 𝑓(𝑥𝑖)  
6. While (𝐾<Maximum_Generation) // Where 𝑘 = 1 to 

maximum  
7.          for 𝑝 =  1 ∶  𝑛 // all 𝑛 fireflies 
8.                 for 𝑞 = 1 to 𝑛 //𝑛 fireflies  
9.                     if (𝐼𝑝< 𝐼𝑞)  

                           Move firefly 𝑝 towards 𝑞 by using   

𝑥𝑖 =  𝑥𝑖 +  𝛽0𝑒
−𝛾𝑟𝑖𝑗

2
(𝑥𝑖 − 𝑥𝑗) +  𝛼 �𝑟𝑎𝑛𝑑 −  

1
2
� 

10.                    end if  
11.                     Calculate new solutions and update light 

intensity for the next iteration 
12.                 end for 𝑞  
13.           end for 𝑝  
14.           Sort the fireflies based on the intensity value 

and find the current best solution.  
15. end while 

IV. MINI BATCH K-MEANS (MBK) CLUSTERING 
A distributed random batching strategy known as Mini 

Batch K-means was used to store and update the data 
incrementally. Data and prototype values from each batch 
were used to update the cluster—the learning rate increases 
with the number of iterations in a batch. Before reaching a 
consensus, clusters must go through several iterations. There 
are several benefits to using MBK, such as its shorter 
computation time, the most simple unsupervised learning that 
solves clustering methodologies, and higher accuracy when 
dealing with mixed and huge datasets [23]. 
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MBK+EM (Mini Batch K-Means with Entropy Measure) 
is an embedded entropy distance measure with Mini Batch K-
Means that aims to determine the quality of the performance 
of clustering in heterogeneous categorical data. The previous 
experiment demonstrates that the Mini Batch K-mean with 
Entropy Measure at 𝑘 =2 outperformed other clustering 
algorithms in clustering accuracy at 88%, V-Measure at 0.82, 
Adjusted Rand Index at 0.87, and Fowlkes-Mallow’s Index at 
0.94. The experiment was fixed seven times the average 
minimum elapsed time-varying for cluster generation, 𝑘 at 
0.26s. 

V. PROPOSED ALGORITHM 
The MBK algorithm has an advantage in reducing the 

amount of computation to converge to a local solution [24]. 
However, it has a drawback to finding the local optimum 
clustering results and the existing FA, which has a problem 
remembering the best solution for each firefly in the past. 
When there are no brighter-colored fireflies around, it also 
moves at random. The FA in this research performs the 
clustering procedure with the optimal centroid point. 
Therefore, the MBK is combined with the firefly optimization 
algorithm to obtain the global optimum solution and gives the 
firefly method a substantial improvement in clustering 
performance. 

FA was chosen over other optimization algorithms because 
previous research shows that hybridizing FA with 
conventional clustering algorithms improves result quality 
[19]. The MBK+EM+FA algorithm combines the advantages 
of its distance measure, which would be possible to improve 
the clustering performance. One step of the MBK algorithm is 
utilized at the end of all the iterations of FA. 

Fig. 1 depicts the process flow of the proposed 
hybridization FA with MBK+EM. The MBK+EM operator is 
incorporated into the FA to locate the centroid. The fireflies 
distribute randomly in the search space based on the objective 
function from the population at random from the given data 
objects. The distance between the firefly's position and the 
actual data in the dataset determines the intensity of each 
firefly. After analyzing the distance, all data shows the 
minimum distance value among the fireflies. The movement 
of the fireflies in the search space indicates the firefly's 
brightness. The iterative process of the swarm involves a 
comparison of the intensity of one firefly to another firefly, 
and the firefly's brightness defines its firefly movement. The 
attractiveness varies according to the distance between the two 
fireflies. Then, calculate the intensity for new fireflies based 
on firefly movement. To determine the new position, apply the 
MBK+EM operator to the entire population of fireflies. For 
each firefly, the MBK+EM operator is used to compute the 
mean value of all associated objects. Then, update the 
intensity values and evaluate the new firefly position for the 
entire firefly. Before proceeding to the next iteration, the 
fireflies' selection depends on their intensity value. The result 
is continuously updated during iterative processes until the 
stopping criteria are met. A post-process to select the final 
centroids for determining the best solution while ranking the 
position of the fireflies. 

 
Fig. 1. Flowchart of Proposed MBK+EM+FA Algorithm. 

The proposed Hybrid FA+MBK algorithm with EM phase 
is indicated in Algorithm 2. The following is a brief overview 
of all aspects of the Hybrid FA algorithm. The proposed 
algorithm starts by initializing the algorithm parameter in Step 
2. The declaration of objective function performs in Step 3. 
The next step is randomly initiating fireflies' initialization. The 
position of the firefly represents the centroid of the clustering 
problem. Step 5 aims to determine the light intensity of the 
firefly to calculate the distance between the position of the 
fireflies. It is the initialization phase to estimate the light 
intensity of each firefly. Step 6-Step 10 demonstrates the 
movement of the fireflies in the search space, indicating the 
firefly's brightness. The intensity of one firefly compared with 
other fireflies during the iterative process in the swarm and the 
firefly's brightness defines its firefly movement. 

The intensity value estimates the new position and place of 
the firefly obtained after the completion of movement 
calculation in steps 11 and 12. Global optima were used in the 
proposed firefly algorithm to control the movement of the 
firefly. This research will update a maximum global optimum 
in any iteration of the algorithm. Based on fireflies' brightness, 
fewer fireflies will move towards the brightest firefly. Then, 
the light intensity will be updated, and the current feasible or 
optimal solution will be found. 

In steps 13 and 14, the MBK with EM is applied to the 
entire population of the fireflies to find a new position by 
updating light intensity. In the proposed FA, entropy distance 
was used to compute the distance of fireflies to global optima. 

Yes 

Start 

Create an initial population of fireflies in the search space 

Initialize the parameters 

Evaluate the light intensity  
 

Compare and move the firefly based on light intensity 
 

Evaluate the new position and update light intensity  
 

Modify the position of the firefly using Mini Batch K-Means with 
entropy distance measure as the centroids and update the light intensity  

 

Sort the fireflies to find the current best solution 
 

Terminate Criteria Satisfied  

Clustered data objects 

End 

No 
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Step 15 focuses on the optimal values in each cluster that 
could discover after all the data are clustered by sorting the 
light intensity. Finally, the iteration executes until the 
maximum number of iterations. 

Algorithm 2: The Pseudocode of MBK+EM+FA 
1. Input 
2. Initialize algorithm parameters  
3. Define the objective function 𝑓(𝑥) , where 𝑥 =

(𝑥1, . . . . . . . . , 𝑥𝑑)  
4. Generate the initial population of fireflies 𝑥𝑖  (𝑖 =

1, 2, . . . . . ,𝑛)  
5. Determine the light intensity of the firefly at 𝑥𝑖   by using 

objective function 𝑓(𝑥𝑖)  
6. While ( 𝐾 <Maximum_Generation) // Where 𝑘 = 1  to 

maximum  
7.          for 𝑝 =  1 ∶  𝑛 // all 𝑛 fireflies 
8.                 for 𝑞 = 1 to 𝑛 //𝑛 fireflies  
9.                     if (𝐼𝑝< 𝐼𝑞)  

                           Move firefly 𝑝 towards 𝑞 by using   

𝑥𝑖′ =  𝑥𝑖 + 𝛽0𝑒−𝛾𝑟𝑖𝑗
2

+ ∝ �𝑟𝑎𝑛𝑑 −  
1
2� 

10.                                   end if  
11.                                   Calculate new solutions and update 

light intensity 
12.                 end for 𝑞  
13.                 Apply MBK with entropy distance measure, then 

find new solutions and update light intensity  
14.           end for 𝑝  
15.           Sort the fireflies based on the intensity value and find 

the current best solution;  
16. end while 
17. Output: Clustered data objects 

VI. EXPERIMENTAL RESULTS 

A. Dataset 
The experiment was performed using the secondary data of 

a survey on public timber utilization. The data pre-processing 
and cleaning procedures included removing unwanted 
observations, fixing the data structure, and imputing the 
missing data. The number of instances is 2407 was obtained 
from the Malaysian Timber Industry Board (MTIB), Malaysia. 
The dataset consists of 111 categorical features such as race, 
type of housing, level of knowledge, etc. This type of data is 
considered heterogeneous categorical data [25]. 

B. Parameter Settings 
This subsection explains the parameter, notation, and value 

associated with FA evaluation. We adapt the same parameter 
values as suggested by the originator of FA in the late year 
between 2007 and 2008 [26]. The population size is 2407, the 
total number of respondents involved. As a stopping criterion, 
we also set the maximum number of iterations equal to 25. 
Rosenbrock is used as a benchmark objective function since 
previous research has shown that Rosenbrock is one of the 
objective functions that has shown successful performance 
[27]. This research implemented a static parameter for the 
generation and number of fireflies. The maximum value for 
Beta (β), Alpha (α), and Gamma (γ) is 1, 0.2, and, 
respectively. The algorithm parameters are summarized in 
Table I. 

TABLE I. PARAMETER SETTING 

Parameter Notation of Parameter Parameter Value 

Brightness Objective Function Rosenbrock 

Beta (𝛽) Attractiveness 1 

Alpha (𝛼) Randomization of 
Parameter 0.2 

Gamma (𝛾) Light Absorption 
Coefficient 1 

Number of Fireflies (n) Population 2407 

Number of Generations 
(g) Iteration 25 

C. Performance Measures 
An external validation measure and a confusion matrix and 

used for the performance measure. The external validation 
measure is Homogeneity (HOMO), Fowlkes-Mallows Index 
(FMI), Completeness (COMP), and V-Measure (VM). The 
validation assures how good the clustering solutions are by 
their different ways of computations. This measure aims to 
measure and validate the clustering quality [28]. 

In the confusion matrix [16], there were four performance 
metrics such as true positive (TP), false positive (FP), true 
negative (TN), and false-negative (FN). TP is the metric that 
could accurately predict the optimized feature from the 
features in feature space collection. In contrast, the TN metric 
predicts the weaker feature or incorrect feature relevant to the 
diabetes classification process in feature space, and the FP 
measure can predict the incorrect diabetes feature in feature 
space. FN rate is an outcome of the model incorrectly 
predicting the negative feature effectively. 

F-measure (F) is a combination of precision and recall that 
measures the cluster that contains only objects of a particular 
class and is used to balance false negatives by weighting recall 
parameter 𝜂 ≥ 0 . The formula of the F-measure is in 
Equation 7. 

𝐹 = �𝜂2+1� 𝑃 ×𝑅
𝜂2 × 𝑃 +𝑅

              (7) 

Precision (P) estimates the ratio of the true positives 
among the cluster. The formula of Precision is in Equation 8. 

𝑃 = 𝑇𝑃
𝑇𝑃+𝐹𝑃

              (8) 

Recall (R) is a combination of all objects grouped into a 
specific class. The formula of recall is in Equation 9. 

𝑅 = 𝑇𝑃
𝑇𝑃+𝐹𝑁

              (9) 

Fowlkes-Mallows Index (FMI) quantifies the performance 
of a clustering technique by comparing it to other clusters. A 
score close to zero indicates largely independent labeling, 
whereas a value close to one reflects clustering agreement. 
The formula for FMI is in Equation 10. 

𝐹𝑀𝐼 = 𝑇𝑃
�(𝑇𝑃+𝐹𝑃)(𝑇𝑃+𝐹𝑁)

           (10) 
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Accuracy (ACC) is defined only as the proportion of the 
actual results. The accuracy measure can be referred to in 
Equation 11. 

𝐴𝐶𝐶 =  1
𝑛
∑ 𝑎𝑖𝑘
𝑖=1             (11) 

Where 𝑎𝑖 is the number of data objects in both clusters, 𝑖 
and 𝑘 are the numbers of clusters, and 𝑛 is the total number of 
objects in the dataset. HOMO covers all clusters that contain 
only data points members of a single class. A score between 
0.0 and 1.0 is obtained. A score of 1.0 stands for perfectly 
homogeneous labeling. 

𝐻𝑂𝑀𝑂 =  −   ∑ 𝑛𝑐𝑘
𝑁

 𝑙𝑜𝑔 𝑙𝑜𝑔 (𝑛𝑐𝑘
𝑛𝑘

1
𝑐,𝑘 )         (12) 

Completeness (COMP) is considered comprehensive if it 
incorporates all data points that belong to a given class. A 
score between 0.0 and 1.0 is obtained. A labeling score of 1.0 
indicates perfect labeling. V-measure can be used to ascertain 
the degree of agreement between two clustered datasets that 
have been clustered independently. The formula of 
completeness defined in Equation 13. 

𝐶𝑂𝑀𝑃 =  1 −   ∑ 𝑛𝑐𝑘
𝑁

 𝑙𝑜𝑔 𝑙𝑜𝑔 (𝑛𝑐𝑘
𝑛𝑘

 )1
𝑐,𝑘          (13) 

V-Measure (VM) is the harmonic average between 
homogeneity and completeness. It can be used to determine 
the degree of agreement between two clustered datasets that 
have been clustered independently. Furthermore, if any of the 
two VM  failed to meet the criteria, the clustering number 
remains zero. 

𝑉 −𝑀𝑒𝑎𝑠𝑢𝑟𝑒 (𝑉𝑀) = 2 × (𝐻𝑂𝑀𝑂 ×𝐶𝑂𝑀𝑃)
(𝐻𝑂𝑀𝑂+ 𝐶𝑂𝑀𝑃)

         (14) 

D. Experimental Results 
It has been explained earlier than due to local optimum 

issue which aimed to improve performance of clustering 
external validity using heterogeneous categorical data. Several 
clustering algorithms were accelerated and tested with the 
coincident clustering problem to produce good clustering 
results. Moreover, the categorical nature of data creates 
additional complexity in clustering. MBK + EM + FA has 
been proposed to address such limitations of existing 
clustering algorithms. The technique's efficiency can be 
evaluated by measuring the quality of clustering results of 
various parameters. In order to judge the performance of the 
proposed technique over state-of-the-art algorithms of the 
other four hybrid clustering algorithms, such as a hybrid of k-
means, Agglomerative, DBSCAN, and Affinity with EM 
distance metric, we conduct several experiments. Thus, this 
section highlights the experimental results for all five 
clustering algorithms: MBK, k-means, Agglomerative, 
DBSCAN, and Affinity embedded with FA and without FA 
using the performance measures and the computational time. 

Table II demonstrates the performance of the algorithms 
mainly on f-measure, Precision, and recall. To add, it is 
interesting to note that the proposed MBK+EM+FA 
outperforms other algorithms with the highest in terms of F-
measure, Precision, and recall, with 97%, 98%, 97%, and 
96.30%, respectively. It has increased more than 0.15 of F-
measure, 12% of Precision, and 16% of recall compared to 

MBK+EM, which is no FA is embedded as an optimization 
strategy. The performance of the proposed clustering 
algorithm was also compared with other clustering algorithms. 

TABLE II. CLUSTERING PERFORMANCE FOR F-MEASURE, PRECISION AND 
RECALL 

Clustering Algorithms F P R 
MBK+EM+FA 0.97 0.98 0.97 

MBK+EM 0.82 0.86 0.81 
 K-Means+EM+FA 0.44 0.36 0.60 
K-Means+EM 0.16 0.19 0.14 

Agglomerative+EM+FA 0.44 0.36 0.60 
Agglomerative+EM 0.16 0.19 0.14 

 DBSCAN+EM +FA 0.45 0.36 0.59 
 DBSCAN+EM  0.17 0.12 0.32 

Affinity+EM+ FA 0.02 1.00 0.01 
Affinity+EM 0.01 0.38 0.00 

 
Fig. 2. Comparison of Accuracy Performance. 

Fig. 2 shows the accuracy score of all algorithms. Overall, 
most algorithms have shown an increase in accuracy when a 
hybrid with FA. Only Affinity+EM is excluded. The proposed 
MBK+EM+FA has increased by 2.9%. It is revealed that the 
proposed algorithm is more accurate and capable of 
converging compared to other algorithms. It is observed that 
the f-measure, Precision, recall, and accuracy of the proposed 
clustering algorithm are the highest values. These values 
indicate that the performance of the proposed clustering 
algorithm was satisfactory based on high-performance 
parameters achieved. 

Table III shows the comparative performance of the 
proposed clustering algorithm compared with other hybrid 
clustering algorithms based on external validation in terms of 
homogeneity, FMI, completeness, and V-Measure. 
Interestingly, all five clustering algorithms mostly performed 
better with the hybrid FA. All measurements have 
demonstrated much increment. It shows that clustering 
validation on homogeneity agreement, the perfectness of 
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labeling, and independent ability in clustering and clustering 
agreement is acceptable. However, the most efficient 
clustering algorithm is the proposed MBK+EM +FA. As seen 
in the table, it is evident that the increase of about 0.3 
compared with MBK+EM for all external validation 
measurements. Most of the values are between 0.78 and 0.94. 
The highest FMI value is 0.9307. The obtained FMI indicates 
a good clustering agreement offered by the proposed 
MB+EM+FA due to the value being almost zero. 

The time consumption of the algorithm is defined as the 
time required to assess all the data to generate clusters. The 
elapsed time of the algorithms is calculated and expressed in 
seconds, as shown in Table IV. Table IV indicates that the 
proposed MBK+EM+FA that uses entropy measure and FA 
consumes less time than K-Means+EM+FA, Agglomerative+ 
EM+FA, DBSCAN+EM+FA, and Affinity+EM+FA. It 
reveals that the hybrid proposed algorithm is much more 
effective than others. However, the use of MBK+EM+FA is a 
bit higher in computational time compared to MBK+EM. 
However, as mentioned in the previous section, it offers a 
good accuracy performance. A slight increase in execution 
time does not cause an issue in the practical use of the 
algorithm because a better performance is obtained. Overall, 
the computational time is less than a minute. Thus, it can be 
said to be sufficient time for the execution of cluster data since 
the proposed algorithm involves a searching mechanism 
compared to the others [29][30]. 

TABLE III. CLUSTERING PERFORMANCE COMPARISON FOR HOMO, FMI, 
COMP AND VM 

Clustering Algorithms HOMO FMI COMP VM 
MBK+EM+FA 0.7914 0.9307 0.7804 0.7858 
MBK+EM 0.4777 0.804 0.4576 0.4673 
 K-Means+ EM+FA 0.0006 0.7192 0.0639 0.0013 
K-Means+EM 0.4479 0.7742 0.4218 0.4343 
Agglomerative+EM+FA 0.0006 0.7192 0.0639 0.0013 
Agglomerative+EM 0.4496 0.7679 0.4214 0.4349 
 DBSCAN+EM+FA 0.0090 0.6938 0.0324 0.0141 
 DBSCAN+EM  0.0005 0.7033 0.0392 0.0002 
Affinity+EM+FA 0.8493 0.1285 0.1232 0.2152 
Affinity+EM 0.729 0.1178 0.101 0.1699 

TABLE IV. EXECUTION TIME (PER SECONDS) 

Clustering Algorithms Time (s) 
MBK+EM+FA 0.4589 
MBK+EM 0.3550 
 K-Means+ EM+FA 0.5839 
K-Means+EM 0.7850 
Agglomerative+EM+FA 14.1792 
Agglomerative+EM 13.9627 
 DBSCAN+EM +FA 87.7652 
 DBSCAN+EM  8.3744 
Affinity+EM+FA 23.03922 
Affinity+EM 11.7965 

VII. DISCUSSION 
The capability and effectiveness of a clustering approach 

to reduce the clustering error and improve the accuracy are the 
most crucial qualities in clustering. There is no inherent 
distance between the feature of categorical data analysis 
remains challenging. This research aims to evaluate the 
clustering efficiency of heterogeneous categorical data. 
Entropy is a measure of information. The entropy distance 
generates within the clustering algorithm approach allows us 
to measure the distance of features systematically quantified. 
The entropy aided the clustering algorithms in selecting the 
center of the centroid. Due to the nature of the entropy, it can 
investigate the compatibility of data to produce weighted 
values that can represent each class in the dataset. The initial 
weight value of entropy can study the data well and produces 
a higher accuracy. 

Introducing the FA approach in the proposed clustering 
algorithms establishes a new search strategy for finding a 
globally optimal solution. The aim is to find the nearest 
features based on the entropy distance measure. In this case, 
the total number of categorical features is 111 features. 
Overall, achieving a clustering algorithm embedded with FA 
provides a good performance. It supports the previous work 
FA can contribute to an efficient solution due to its flexibility,  
simplicity, and fast convergence [31]. FA also offers a global 
search strategy [17] that can explore more search spaces for all 
features in finding the nearest neighbor. The generated value 
for the entropy measure seems to improve when using the FA. 
It could reflect in the clustering similarity measure based on a 
data point in both the intra-distance and inter-distance among 
the features. As illustrated in the above results, the best 
performance is by the proposed MBK+EM+FA. However, the 
high quality of the clustering results in more than constitutes 
for such restrictions of elapsed time. In addition, more work 
can be done such as embedding the k-interpolation model 
based on Kriging Method [25] and other computational 
optimization methods. 

VIII. CONCLUSION 
This research compares clustering algorithms that utilize 

the fundamental behavior of the firefly algorithm in order to 
improve clustering problem-solving. The proposed firefly 
algorithm can locate the cluster centers by comparing several 
clustering techniques to refine the centers as input. The 
experimental results have proved the effectiveness, capability, 
and efficiency of the FA and MBK with EM in improving the 
clustering performance in heterogeneous categorical data of 
public perception of timber utilization as compared to 
MBK+EM, K-Means+EM+FA, K-Means+EM, Agglome 
rative+EM+FA, Agglomerative+EM, DBSCAN+EM +FA, 
DBSCAN+EM, Affinity+EM+ FA, and Affinity+EM. In 
improving the solution, other objective functions considering 
inter and intra-cluster measurements could be used in future 
research to improve the proposed models. Another aspect is 
the evaluation of heterogeneous categorical data from a 
different domain. 
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Abstract—The imbalanced dataset is a prominent concern for 
automotive deep learning researchers. The proposed work 
provides a new mixed pooling strategy with enhanced 
performance for imbalanced vehicle dataset based on 
Convolution Neural Network (CNN). Pooling is crucial for 
improving spatial invariance, processing time, and overfitting in 
CNN architecture. Max and average pooling are often utilized in 
contemporary research articles. Both techniques of pooling have 
their own advantages and disadvantages. In this study, the 
advantages of both pooling algorithms are evaluated for the 
classification of three vehicles: car, bus, and truck for 
imbalanced datasets. For each epoch, the performance of max 
pooling, average pooling, and the new mixed pooling method was 
assessed using ROC, F1-score, and error rate. Comparing the 
performance of the max-pooling method to that of the average 
pooling method, it has been found that the max-pooling method 
is superior. The performance of the proposed mixed pooling 
approach is superior to that of the maximum pooling and 
average pooling methods. In terms of Receiver Operating 
Characteristics (ROC), the proposed mixed pooling technique is 
approximately 2 per cent better than the maximum pooling 
method and 8 per cent better than the mixed pooling method. 
Using a new pooling technique, the classification performance 
with an imbalanced dataset is improved, and also a novel mixed 
pooling method is proposed for the classification of vehicles. 

Keywords—Average pooling; convolution neural network; 
imbalance dataset; max pooling; mixed pooling 

I. INTRODUCTION 
Automotive companies are conducting cutting-edge 

research on vehicle platoon management to improve 'vehicle-
to-vehicle' communication for enhanced performance. Vehicle 
platoon management increases customer and societal benefits 
by attaining greater fuel efficiency, less pollution, less road 
congestion, and fewer road accidents [1] to [2]. To improve 
performance, a key feature of vehicle platoon management is 
categorizing vehicles based on their size and grouping them 
suitably to achieve reduced aerodynamic drag when driving in 
the longitudinal direction, as illustrated in Fig. 1. To achieve 
the requirement, vehicles having Advanced Driving Assistance 
System (ADAS) features such as lane-keeping, automated 
cruise control, pedestrian safety, platoon management, and 
others must have at least two cameras installed. Vehicle 
platoon management is also categorized as ADAS [3], which 
falls within the L2 and L3 levels of vehicle automation. As 
vehicle automation level increases from L1 to L5 then vehicle 

intelligence should also increase to improve safety. 
Considering the features given by automotive manufacturers 
for modern vehicles, it is clear that camera utilization is 
expanding day by day, necessitating further study into image 
processing algorithms. Strict safety requirement calls for the 
need for more cameras in vehicles along with other sensors. As 
the number of cameras on a vehicle increases, image 
processing output will become more vital for controlling the 
vehicle according to safety requirements. 

CNN has been widely used in vehicle image processing 
applications like pedestrian safety [4], vehicle classification 
[5,6,7], and many more applications. The focus of current 
research is on categorizing vehicles by type, which is the initial 
stage in vehicle platoon management before combining them 
for greater efficiency. To begin with car, bus, and truck are 
three classes of vehicles that are regularly seen on highways, 
and these three have been taken into consideration for 
experimental work using CNN. To train the CNN algorithms, 
high-quality and sufficient volumes of images are required. 
Unlike other applications where image datasets are publicly 
available, such as medical imaging, sign language 
identification, pattern recognition, and so on, the availability of 
vehicle image datasets is limited. Open repository datasets may 
not contain all of the images needed to do experimental work 
on the specified topic. In another instance, researchers have 
created datasets for vehicle rear parts in [8], and a few vehicle 
datasets are published in open source PKU-VD [9], VeRi-776 
[10], VehicleID [11], as well as different vehicle datasets are 
available for smart city study [12]. But, to get dataset access 
from open source, researchers need to get approval from the 
owners. However, researchers must obtain permission from the 
owners of open-source datasets to access them. Still, 
sometimes delays or no response can be expected when 
seeking approval from the owners. There are few open access 
datasets for automotive applications [14,15,16]. While 
developing required image dataset, all this leads to an 
imbalanced image dataset collection, which is a prevalent 
problem in the automotive arena. In multiclass analysis, 
imbalance datasets indicate that the dataset's distribution 
includes unequal amounts of images for each class. Uneven 
quantities of images will impact the accuracy of the learning 
algorithms. In comparison to the amount of car images, the 
availability of images in open source for bus and truck images 
are minimal. As a result, various image augmentation 
techniques such as flipping, rotation, cropping, and so on are 
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used to increase the quantity of bus and truck images. 
Therefore, to increase the classification performance even with 
an imbalanced dataset a mixed pooling approach has been 
proposed in this research. In the further sections deal with the 

works carried out related to vehicle classification using CNN 
and the motivation behind the mixed pooling implementation 
to improve the performance of the CNN learning algorithm for 
the imbalance vehicle datasets has been explained. 

 
Fig. 1. Example for Three Vehicles in Platoon Management, Where the First Vehicle is called as Lead Vehicle and subsequent Two Vehicles are called as 

Follower-1 and Follower-2. Vehicles Separated from each with Distance - d. 

II. RELATED WORK 
Deep Learning methods for image processing currently 

dominate computer vision, particularly for image recognition 
related applications. Several works utilising Deep Learning for 
vehicle detection are documented in the literature. 

Using the CNN deep learning technique, [23] proposed a 
daytime vehicle detection system. Using appearance-based 
feature extraction techniques, the experiment yielded improved 
results. Fast R–CNN-based vehicle classification algorithm for 
real-time traffic surveillance was developed by Wang et al. 
[24]. A dataset of 60,000 images depicting traffic junction was 
compiled and divided into training and tested data, on which 
the suggested approach achieved an accuracy of 80.051%. 
Chauhan et al. [25] have developed a CNN-based framework 
for the classification and counting of vehicles on highways. On 
the collected dataset of 5,562 CCTV camera videos of highway 
traffic, the suggested framework achieved 75 percent MAP. Jo 
et al. [13] have suggested a GoogLeNet framework for vehicle 
categorization based on transfer learning. The authors 
demonstrated that the provided classifier achieved a 0.983% 
accuracy rate on the ILSVRC-2012 data set. Chia-Chi Tsai et 
al., 2018 [17], developed an improved Convolutional Neural 
Network architecture based on deep learning methods for 
intelligent transportation applications. Improved Spatio-
Temporal Sample Consensus is the name of a method 
developed by Yu Wang et al. [26] for detecting and classifying 
moving vehicles. First, the moving vehicles are detected using 
the Spatio Temporal Sample Consensus technique, based on 
the brightness variation and shadow of the vehicles. In 
addition, using feature fusion algorithms, the objects are 
categorised based on area, face, licence plate, and vehicle 
symmetry characteristics. In the study proposed by Kaiming 
He [18], the deep networks are equipped with the pooling 
approach called spatial pyramid pooling. This eliminates the 
requirement of fixed size image being given as input to the 
network. The novel network structure, termed SPP-net, may 
provide a fixed-length representation independent of image 
size/scale. Pyramid pooling is also robust to object 
deformations. With these features, SPP-net improves all CNN-
based image classification algorithms. 

Deep feature-based techniques can effectively improve the 
accuracy of vehicle classification, but they require an 
enormous quantity of data to attain considerable accuracy. 
Hence, in this current work an attempt has been made to 
achieve good accuracy with moderate dataset size. 

III. MOTIVATION 
CNN's components include a convolution layer, a pooling 

layer, and a flattening layer that performs feature extraction 
and uses the output of the flattening vector for classification. 
The convolution layer performs a linear operation that extracts 
a feature map from an image. For the given image, the ith 
convolution layer generates ith output feature map and it can be 
represented as mentioned in (1) where ‘wi’ is kernel or filter 
and ‘x’ is the input image with 2D convolution operator and y 
is an output. 

yi = f(wi ∗ x)               (1) 

The kernel used in convolution will travel across the image 
left to right and top to bottom, the amount of movement for the 
given input image depends on the input image size and kernel 
size. The activation function in the convolution layer produces 
a feature map, which is fed into the pooling layer. Pooling is a 
nonlinear function that generates output by summing the net of 
certain pixel positions. The pooling layer has numerous 
advantages in CNN architecture, including improved 
processing time, noise invariance, and overfitting. In the 
following sections below some of the most commonly utilized 
pooling strategies are discussed. 

A. Max Pooling 
Max Pooling selects the maximum value in the feature map 

for the selected filter dimension. Here computation has made 
faster [19, 20] because of the elimination of non- max values 
and the output of the max pool will reduce from X to Y as 
mentioned in Fig. 2. By selecting the max value in the feature 
map, max-pooling picks the brightest pixel from the given 
image. Max pooling can be represented mathematically as 
given in (2). Where for given ith feature map x is the input 
element at (p,q) within pooling region Rjk which represents 
local neighbourhood position (j,k)with output y. 

yijk = max
(p,q)∈Rjk

(xipq)             (2) 
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Fig. 2. Toy Example to Illustrate 2x2 Max, Average and Mixed Pooling 

Principle. 

B. Average Pooling 
Average pooling selects the average value in the feature 

map for the selected filter dimension. The computation is faster 
[21] since it selects the average value of each region and the 
output value is lowered from X to Y, as illustrated in Fig. 2. By 
selecting the average value in the feature map, average pooling 
picks the average pixel from the given image. Average pooling 
is represented mathematically as given in (3). Where for given 
ith feature map x is the input element at (p,q) within pooling 
region Rjk which represents local neighbourhood position 
(j,k)with output y. 

yijk = 1
|Rjk|

∑ xipq(p,q)∈xRjk              (3) 

C. Mixed Pooling 
Max pooling performance will degrade when the feature 

map has a low pixel value and average pooling performance 
will degrade when the feature map has high pixel values. To 
overcome this problem, mixed pooling approach has been 
implemented [22]. As illustrated in Fig. 2, the mixed pooling 
approach combines both max and average pooling by picking 
any one method during execution. Mixed pooling can be 
represented as in (4). Where λ can be 1 or 0 and is chosen at 
random; pooling strategy is average if λ is 0 and pooling 
strategy is to max if λ is 1. 

𝑦𝑖𝑗𝑘 = 𝜆 max(𝑝,𝑞)∈𝑅𝑗𝑘 𝑥𝑖𝑝𝑞 + (1 − 𝜆) 1
|𝑅𝑗𝑘|

∑ 𝑥𝑖𝑝𝑞(𝑝,𝑞)∈𝑥𝑅𝑗𝑘    (4) 

D. Proposed Novel Method 
In the current work, novel pooling method has been 

proposed to get the benefits of mixed and max pooling. 
Because mixed pooling has the advantage of taking into 
account both the max and average value of the pixels, it has 
been implemented after the first layer of convolution, and max 
pooling has been implemented in the second and third layer 
pooling, as shown in Fig. 3 for a three-layer CNN. The 
proposed method has the advantage that once the first 
convolution layer captures the maximum needed feature using 
mixed pooling; the subsequent layer using max pooling will 
reinforce the features. 

IV. METHODOLOGY 
The present work begins with gathering bus, car, and truck 

images and creating the requirement dataset for the vehicle 
platoon environment. With the developed dataset training, 
testing and validation has been performed for three different 
pooling scenarios as presented in Fig. 3. Performance 
evaluation for all three pooling scenarios has been visualized 
using ROC Curve. 

A. Dataset Creation 
To undertake experimental work in deep learning, the first 

step is to develop a suitable image dataset to train the deep 
learning algorithm. The car images were acquired from an 
open-source repository [14], the bus images were acquired 
from an open-source repository [15], and truck images were 
acquired from the open-source repository [16]. There were 
approximately 3000 images available for truck and bus, and 
nearly 8000 images were acquired for the car vehicle class. The 
image data size for bus and truck has been increased from 3000 
images to 5000 images using image augmentation techniques. 
Different image augmentation techniques like padding, flip, 
rotate, tilt, blur, crop, adding noise, etc. have been incorporated 
based on the available images. Therefore, the total number of 
images used to conduct the experiment is 5000 for the bus and 
truck classes and 8000 for the vehicle class. 
B. Training, Testing and Validation Dataset 

As demonstrated in Fig. 4 by utilizing open source and 
different augmentation techniques final dataset has been 
created. The training and testing ratio are set at 80% and 20%, 
respectively. To optimize the CNN algorithm's learning 
performance, 20% validation datasets were used. 

C. CNN Architecture 
As mentioned earlier, a three-layer Convolution Neural 

Network has been implemented as shown in Fig. 5. The 
experiment has been carried out using Python 3.7.9, with IDE 
PyCharm and OpenCV Library. The CNN architecture has 
taken care of feature extraction, including filtering, image 
segmentation, and image enhancement for images that are 64 
by 64 in size. 

CNN model consists of convolution layer, pooling layer, 
fully connected layer, and output layer. The first convolution 
layer consists of 32 filters, followed by 64 filters in the second 
and third layers. Padding has been considered to maintain input 
and output image size. Three alternative pooling strategies 
have been studied in terms of pooling techniques. In Scenario-
1, all three pooling configurations are max pooling. In 
Scenario-2, all three pooling configurations are mixed pooling 
and in Scenario-3 the first pooling configuration is mixed 
pooling and the second two pooling configurations are max 
pooling. The output of pooling with window size 2 and stride 
size 2 is fed to the size 2 of the fully connected layer. The fully 
connected layer is the deep layer which is used for 
classification. Finally, the fully connected layer passes its input 
to softmax with 2 layers for the final classified image output. 
Each scenario's output is executed in three distinct steps, and 
the outcomes are summarized and discussed in the following 
section. 
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Fig. 3. Proposed Architecture Where the First Pooling Layer will be mixed and the subsequent Pooling Layer will be Max. 

 
Fig. 4. Training Dataset 80% and Testing Dataset 20 %, for Fine-tuning the Learning Algorithm 20% of the Validation Dataset has been used. 
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Fig. 5. Implementation Methodology. 

D. Performance Evaluation 
Standard formulae of accuracy, precision, recall, and F1 

score, as indicated (5) through (8), were used to evaluate the 
performance of three distinct pooling procedures. Here, True 
Positive (TP) is a correctly predicted class, False Positive (FP) 
is a label that does not belong to class but is predicted as 
positive, True Negative (TN) is the correctly predicted for class 
that does not belong to the class, False Negative (FN) is 
wrongly predicted for class that does not belong to the class. 

Accuracy = (TP + TN)
 (TP + TN+ FP+ FN)

              (5) 

Precision = TP
 (TP+ FP )

                (6) 

 Recall = TP
 (TP + FN )

               (7) 

F1 Score = 2 x TP
 ((2 x TP) +FP+ FN )

             (8) 

V. RESULTS AND DISCUSSION 
As depicted in Fig. 5. imbalance image datasets were fed 

into the CNN model and run individually for each of the three 
cases and the results obtained are as shown in Fig. 6. In Fig. 6, 
label 0 denotes the bus class, label 1denotes the car class, and 
label 2 denoted the truck class. ROC graphs are also being used 
to visualize the results of Scenario-1, Scenario-2, and Scenario-
3 as illustrated in Fig. 7, Fig. 8, and Fig. 9, respectively. 

A. Scenario-1(All Three Max Pooling) 
Fig. 7 illustrates the accuracy attained for all three classes 

using the ROC curve for Scenario-1. The acquired findings 
show that the achieved average accuracy is 98 % with 100 % 

accuracy for vehicle classification and 95 % and 97 %accuracy 
for bus and truck classification. After execution, false-positives 
for bus and truck are 150 and 250 images, respectively, and 
false-negatives are 250 and 150 images for the 20% overall 
dataset during testing. 

B. Scenario -2 (All Three Mixed Pooling) 
The ROC curve for Scenario-2 is shown in Fig. 8. The 

average accuracy achieved is 98%, with 100% classification 
for car class and 94 % and 97 % for bus and truck class, 
respectively. The false-positive rate for bus and truck is 150 
and 300 images, respectively, whereas the false-negative rate 
for the 20% overall dataset during testing is 300 and 150 
images. 

 
Fig. 6. Predicted Output (Label Convention: Label 0 -Bus, Label 1- Car, 

Label 2-truck). 
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Fig. 7. ROC for Scenario-1, Where Class 0 is for Bus, Class 1 is for Car and 

Class 2 is for Truck. 

 
Fig. 8. ROC for Scenario-2, where Class 0 is for Bus, Class 1 is for Car and 

Class 2 is for Truck. 

C. Scenario-3 (New Mixed Pooling) 
Fig. 9 depicts the ROC curve for Scenario-3. While 100% 

of cars are correctly classified, 94% and 97% of buses and 
trucks are correctly classified. The number of false-positive 
images for the bus and truck is 150 and 50 respectively and the 
number of false-negative images is 50 and 150, respectively for 
the 20% overall dataset during testing. 

D. Epoch Error Rate 
From Fig. 10, it can be observed that the learning cycle has 

been completed nearly at 50 epochs for all three scenarios. 
However, in the proposed methodology, the pooling error rate 
is decreased to 0.7 percent, whereas the error rate in max-
pooling is 1% and 1.4 per cent in mixed pooling. 

 
Fig. 9. ROC for Scenario-3, Where Class 0 is for Bus, Class 1 is for Car and 

Class 2 is for Truck. 

 
Fig. 10. Performance at different Epochs of for Three different Pooling 

Scenarios. 

E. Overall Performance Evaluation 
As the literature review reveals no evidence of deep 

learning based vehicle grouping to aid in vehicle platoon 
management, an attempt has been made where the proposed 
methodology enhances the performance of vehicle 
classification using an imbalanced image dataset. For the three 
different situations that were taken into consideration for the 
experimentation, Table I list the performance metric values for 
accuracy, precision, recall, and f1-score for multiclass vehicle 
classification. From the experimental outcomes, it can be 
inferred that the suggested strategy outperformed other 
methods while using its own dataset for the platoon 
management system. 

To demonstrate the improved performance of the proposed 
method, the results obtained from the proposed method is 
compared with the other methods as shown in Table II. The 
proposed method also shows a consistent classification 
performance for all the vehicle classes. 
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TABLE I. SUMMARY OF THE PERFORMANCE EVALUATION FOR ALL 
THREE SCENARIOS 

Class Performance 
Metric 

Scenari-1 
output in % 

Scenari-2 
output in % 

Scenari-3 
output in % 

BUS 

Accuracy 95 94 97 

Precision 97 97 99 

Recall 95 95 97 

F1 Score 96 95 98 

Car 

Accuracy 100 100 100 

Precision 100 100 100 

Recall 100 100 100 

F1 Score 100 100 100 

Truck 

Accuracy 97 97 99 

Precision 95 94 97 

Recall 97 97 97 

F1 Score 96 96 98 

Bus, 
Car & 
Truck 

Average 
Accuracy in % 
for all 3 class 

98 97 99 

Bus, 
Car & 
Truck 

Average error 
rate in % at 
epoch 50 

1.4 1 0.7 

TABLE II. PERFORMANCE COMPARISON WITH PROPOSED METHOD TO 
OTHER METHODS 

Method 

Vehicle 
class 
considere
d 

Accuracy Precision Recall F1 Score 

F-RCNN 
(8) 

Bike , Bus 
and Truck 94.4 88.6 93.5 88 

YOLO 
(7) 

Bus, Car, 
and Truck 99 Not  

applicable 
Not 
applicable 

Not 
applicable 

CNN-
Super 
learner 
(6) 

Bus, Car, 
Truck, 
Pedestrian, 
and Bike 

99 98 98 99 

Propose
d 
method 

Bus, Car, 
Truck 99 99 99 99 

VI. CONCLUSION 
A frequent challenge in deep learning-based vehicle 

classification task is obtaining sufficient visual data for the 
experimentation. In this regard, a customized dataset for 
vehicle platoon management has been created combining open 
source repositories and employing image augmentation 
techniques. The customized dataset has resulted in an 
imbalanced dataset consisting of 8000 car images, 5000 bus 
images, and 5000 truck images. The analyses carried out 
showed that, the performance of classification algorithm with 
existing methods considering the imbalance dataset is 
inconsistent across all vehicle classes, lowering the overall 
performance of the classification task. Whereas, the proposed 
novel mixed pooling method with three-layer CNN architecture 
performs significantly well even for the imbalanced dataset. 

This also highlights the importance of pooling in CNN. 
Additionally, the selection of the optimal pooling mechanism 
plays crucial role in optimising the efficiency of the learning 
algorithm in a CNN architecture. Employing the proposed 
method, experimental results show that the suggested strategy 
outperforms the traditional max and mixed pooling approaches 
by 2% and 8%, respectively for the imbalanced bus and truck 
datasets. From the accuracy gained using the proposed method, 
it is evident that selecting the optimal pooling mechanism is 
crucial for boosting the performance of CNN architecture. 
Thus, proposed mixed pooling method outperformed other 
methods on the imbalance dataset. Further research will focus 
on the performance of the proposed mixed pooling technique 
with additional CNN layers and a larger number of epochs. 
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Abstract—The reconstruction of the health sector amidst the 
forth industrial revolution has been confronted with many 
challenges. Many benefits have been attributed to the vital role 
played by technology in realizing and constructing a robust 
health information system. However, amidst the digitalization in 
the healthcare system, several challenges such as integration and 
fragmentation have been affecting the structure of the Health 
Information Systems (HIS) which subsequently influences 
decision making and resource allocation. Therefore, this paper 
through a comprehensive systematic review afford a proposition 
for a develop a resilient and sustainable information system for 
Health Care applications. The study reveals the parallel impact 
of health information technology application in the healthcare 
arena and highlight the need for more in-depth research on HIS 
that incorporate novel scientific methods. Additional this study 
also presents a body of evident that reveal the inadequacies of the 
HIS to tackle the constant transformative changes presently 
confronting the global healthcare systems. 

Keywords—Health information system; integrated information 
system; e-health; bioinformatics 

I. INTRODUCTION 
Over the last decades there have been remarkable 

advancements in medical informatics with the development of 
the health information systems (HIS) championing this course 
[1, 2]. This has benefited the continuous changing societies in 
the attainment of sustainable health care as well as efficient and 
effective information management. An increase in life 
expectancy and resource allocation are among some of the 
known attributes foster by this progress. The current HIS 
developmental path has been gearing toward a global 
information system to cater for a universal health coverage and 
civil registration and vital statistics [3]. However, despite the 
unique contribution of the HIS in shaping health care systems 
and applications, there are still many current challenges 
associated with the implementation of the HIS. 

Theoretically, the HIS is commended as a system that plays 
an important role in the integration of different departments as 
well as support information flow [4]. Practically these systems 
are considered to be asymmetrical, resulting to distorted 
functions within the health care environment [3]. Highlighting 
the need for efficient development and strategic management 
of HIS. However, despite the strong influence exerted by 
Information and Communication Technology (ICT) in the 
realizations of the diverse health care goals [5]. Previous 

research on information systems has been reported to be short 
of due diligence in tackling the global healthcare systems 
transformation [6]. Hence, the need for study that employ 
novel scientific approaches such as an integrated data science 
approach and machine learning techniques is indispensable and 
essential for development of a framework that enhance the 
current HIS, as well as providing practical findings to realigns 
the healthcare global transformation. 

Over that last decades, information technology (IT) has 
presented several opportunities as well as equal challenges to 
many disciplines. In fact, within the healthcare arena, IT 
through the HISs has facilitated many benefits and 
transformations such as eHealth [6] and apt decision making 
that has attracted many nations to invest and assimilate these 
systems [2, 6, 7]. However, amidst this digitalization in the 
healthcare arena, there have been several challenges presented 
such as integration, data quality and the structure of the HIS [3, 
6, 8, 9]. Authors also highlight the lack of concerns on the 
transformative changes in the Healthcare industries and the 
need for a strengthened HIS [3, 5-7]. Therefore, studies that 
tackles these problems are vital and necessary for the 
strengthening of a nations’ HIS. This paper seeks to explore 
extant literature base on HIS to ascertain the knowledge, 
constraints and perceptions on Health Information Systems 
deliverables, and afford a proposition for resilient and 
sustainable HIS. 

II. LITERATURE REVIEW 
The contributions of an integrated information system in 

the healthcare arena have been alluded in literature with several 
authors attesting to the value creation it brings to the field [6, 8, 
10-12]. According to English, Masilela, Barron and Schonfeldt 
[4] a robust integrated information system is pivotal to an 
efficacious healthcare delivery. Many attributes have been 
accorded to the successful deployment of HIS especially in the 
current times [5, 6, 8, 13]. However, there are many persistent 
challenges revolving around the technological and institutional 
scopes [2, 4-7, 13, 14]. 

Research on HIS is considered to be of great importance 
due to the role it plays in realizing the two urgent priorities of 
globally health; universal health coverage, and civil registration 
and vital statistics systems [3, 15, 16]. Similarly, HIS’s 
research is also asserted to be pivotal in supporting the 
attainment of sustainable development goals by 2030 [1, 3, 5, 
17]. However, despite this disposition, a large amount of 
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research done on HIS recurrently highlight major shortcomings 
in prior studies, in meeting the developmental and anticipated 
transformation confronting the complex healthcare system [3, 
6, 7]. Ostern, Perscheid, Reelitz and Moormann [6],criticize 
HIS research for focusing on trifling agenda such as, 
investment and failing to assimilate healthcare industries 
transformative concerns. Literature further reveal the 
unsatisfactory trepidations from scholars on addressing 
potential long lasting changes in the healthcare industries [6, 
7]. 

Critical review of literature highlights the need for well-
prepared HIS research to exploit it potentially to tackle 
healthcare systematic problems thoroughly. In order to afford 
diverse solutions apt for the healthcare industries and its many 
actors such as the healthcare providers, government and 
technology companies [6]. Lluch [11], alluded the need for 
further research for HIS optimal development and cost 
effective applications. Scholars, further indicated the 
deficiency of adequate HIS [5, 8]. Najimudeen, Aldheleai and 
Ubaidullah [8] identified the impeded widespread use of HIS to 
be attributed to implementation challenges such as lack of; 
basic facilities, experts, medical personals e-readiness and 
technical complexities. Dehnavieh, Haghdoost, Khosravi, 
Hoseinabadi, Rahimi, Poursheikhali, Khajehpour, Khajeh, 
Mirshekari and Hasani [12], categories these challenges as 
operational basing them on the experiences of the actors in the 
healthcare. These authors call for more research to strengthen 
the HIS [4, 5, 12]. 

Literature also revealed many HIS research to be 
qualitative lacking empirical finding and scientific rigour [3, 5, 
6]. Despite the growing data and advancement of ICTs in the 
health sector, Authors purported that there is a distinct dearth 
of macro analysis that elucidate impact [18]. Suresh and Singh 
[18], argued that impact data for ICTs in health development 
remain a grand challenge. 

Many studies also reveal the challenges faced by 
developing countries implementing HIS [8, 18]. While many 
advances have been attained by developed nation, Dehnavieh, 
Haghdoost, Khosravi, Hoseinabadi, Rahimi, Poursheikhali, 
Khajehpour, Khajeh, Mirshekari and Hasani [12] reveal the 
tussle in developing countries where several barriers hinder the 
development of HIS which resultantly influences decision 
making due to the chaotic and fragmented state of HIS [18, 
19]. These authors allude the need for developing countries to 
pay attention to the local needs, priority, environment, 
infrastructure and capacity to harness technological solutions. 

Additional, many studies have been conducted in 
developed countries like Australia, USA and Europe and 
practical solutions and framework for HIS have developed, 
implemented and adopted [18]. Whereas in developing 
countries there is a deficit in studies and solutions on HIS 
phenomena [12, 18]. Some studies have suggested that 
developing countries harbor many barriers to HIS development 
such as inadequate resources, lack of data ownership and 
feedback [12, 18, 19]. 

III. METHODOLOGY 
The important of HIS has been herald in literature with the 

challenges hindering it implementation and optimization. The 
demand for a better understanding of the phenomena 
confronting HIS development, utilization and optimization is 
paramount to the effectiveness of these systems in the places 
where they are deployed. Couple with the necessities of the 
global priorities and sustainable goals for a global healthcare 
system. The need to comprehensive review extensive literature 
is paramount and a needed step in the attainment of a 
sustainable and resilient HIS. This study being qualitative in 
nature and aiming to uncover insight on HIS utilizes a 
comprehensive systematic review [14, 20]; adopting an 
abductive approach that ensue a systematic content analysis 
procedure on extant literature and studies of HIS research [20-
23]. 

Preceding the review, search engines are utilized to perform 
search on online databases and websites using the keywords to 
retrieve the needed data for this study. For the purpose of 
adequately responding to the study objective to uncover insight 
that aid HIS sustainability and resilient, articles containing 
keywords and references to “Health Information System” AND 
“HIS” are analysis painstaking. Identification of these articles 
was done through an exhaustive literature search on prominent 
journals and database feature studies on HIS. Table I outlines 
some of the journals, databases and Keywords used. 

TABLE I. INFORMATION SOURCE FOR HIS JOURNAL 

Information Sources 

Journals and Databases Keywords 

Web of Sciences Health information system 

Google Scholar Integrated Information system 

Elsevier E- Health 

ProQuest Mobile health 

Science Direct  

PubMed  

Embase  

IV. DISCUSSION AND RESULT 
Literature reveal the urgent parallel need for global health 

information systems that afford valuable aid to effective 
decision making which is paramount in rendering effective 
healthcare applications [18, 24]. The review on health 
information system was conducted in line with prior 
methodology that explores extant literature extensively to 
ascertain current insight and knowledge of these systems. 

A. ICT and HIS 
Many facets of the HealthCare segment have been 

significantly impacted by ICT [18]. Making the value of an 
effective information system indispensable in today era. 
Literature attribute the difference between good and bad 
decision to be associated with the difference between life and 
death [18]. Authors posit the optimization of ICT capabilities 
in the healthcare arena can be realize via the fusion of primeval 
and novel technologies [18]. According to Suresh and Singh 
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[18], ICT serve as an irreplaceable mediator for community 
access to Healthcare and information. Highlighting the 
detrimental role of information in effective decision-making. 
Similarly, Najimudeen, Aldheleai and Ubaidullah [8], revere 
ICT mediation in facilitating access to medical care and 
information, branding its support within the healthcare sector 
as “healing at a distance”. However, despite the involvement of 
ICT in improving healthcare, several authors have advocated 
for the redesigning of ICT within the healthcare arena [14, 25]. 

B. Benefits of ICT in HealthCare Delivery 
The appraisal of integrated information systems like HIS 

has always been center on the growing numbers of 
implementation. However, many studies have recounted that 
increase implementations and adoptions does not equate 
success. Literature, places emphases on improvement, 
efficiencies and effectives of outcomes and methods directly 
concerns with healthcare as a true definition of success [18]. 
Suresh and Singh [18] reports the important of health 
information that serve as vehicle to track health needs, guide 
health programs design and implementation and quality 
assessment. A similar study by Najimudeen, Aldheleai and 
Ubaidullah [8] enumerate on the value of HIS in health care 
delivery. According to Najimudeen, Aldheleai and Ubaidullah 
[8], HIS has afforded tremendous opportunities that includes 
the plunging of medical errors, advancing of healthcare admin 
efficiency and medical information management. 

C. Challenges in Health Information Systems 
Despite the advancement and development of the ICT 

applications in the health sectors there exist several challenges. 
Some authors have attributed these challenges to be foster by 
issues such as connectivity, ICT literacy and lack of 
technological convergence [14, 18, 24]. According to Fusheini 
and Eyles [24] the effectiveness and efficiency of healthcare 
delivery is significantly affected by these challenges. 
Contemporary studies highlight the lack of incorporation of 
stakeholder and technological design flaw to be contributing to 
these challenges[14, 25]. A study by Dehnavieh, Haghdoost, 
Khosravi, Hoseinabadi, Rahimi, Poursheikhali, Khajehpour, 
Khajeh, Mirshekari and Hasani [12], categorizes these 
challenges in themes that included human resources, data 
issues and infrastructure among many others. The Table II 
summarizes these challenges identified in the diverse studies. 

Funding has been identified in several studies to be a 
critical challenge influencing the implementation and 
strengthening of HIS. Dehnavieh, Haghdoost, Khosravi, 
Hoseinabadi, Rahimi, Poursheikhali, Khajehpour, Khajeh, 
Mirshekari and Hasani [12], contend that the effectiveness and 
optimization of HIS is hinder and influence by financial 
deficiencies. Fusheini and Eyles [24] added to this claim 
revealing the lack of ample resources to afford funding. Many 
authors highlighted the need for the inclusion of financial 
needs associated with HIS in the annual plans [12, 26].A 
similarly study by Bergum, Kusumasindra, Øren, Falch and 
Sahraoui [27] and Al-Nashy [28] support this assertion and 
emphasis on the need for a sustainable finance for HIS 
implementation. These authors indicate the vitality of stable 
and sufficient financial sources for HIS enactment. Implying 
the lack of acknowledgement and incorporation of funding for 

HIS, results to shortage of finances needed to address financial 
related needs associated with HIS function and implementation 
as they arise. 

TABLE II. EXTANT HIS CHALLENGES 

Challenges Cited Sources 

Finance (Funding 
Sources) 

Manoj et al. 2013; Al-Nashy 2015; Bergum et al. 
2015; Fusheini and Eyles 2016; Dehnavieh et al. 
2019. 

Communication 
Infrastructure 

Dehnavieh et al. 2019; Najimudeen, Aldheleai and 
Ubaidullah 2021. 

Data (completeness, 
ownership and 
security) 

Kiberu et al. 2014; Karuri et al. 2014; Suresh and 
Singh 2014; Dehnavieh et al. 2019; Farnham et al. 
2020. 

Political, cultural, 
social and structural 
infrastructure 

Suresh and Singh 2014; Fusheini and Eyles 2016; 
Dehnavieh et al. 2019. 

Workforce capacity Manoj et al. 2013; Karuri et al. 2014; Kiwanuka, 
Kimaro and Senyoni 2015; Dehnavieh et al. 2019. 

Top Management and 
leadership 

Sheikh and Bakar 2011; Manya et al. 2012; 
Adaletey, Poppe and Braa 2013; Manoj et al. 2013; 
Karuri et al. 2014;Manya and Nielsen 2015; 
Dehnavieh et al. 2019. 

Lack of Training 

Sheikh and Bakar 2011; Adaletey, Poppe and Braa 
2013; Manoj et al. 2013; Karuri et al. 2014; Al-
Nashy 2015; Kiwanuka, Kimaro and Senyoni 2015; 
Manya and Nielsen 2015; Nguyen 2015; Dehnavieh 
et al. 2019. 

Project Management Sheikh and Bakar 2011; Manoj et al. 2013; 
Dehnavieh et al. 2019 

Application selection 
criteria Dehnavieh et al. 2019 

Stakeholder 
coordination. 

Dehnavieh et al. 2019; Grosjean, Bate and Mestre, 
2020; Grosjean et al., 2022 

Pre-deployment (Pilot 
System). 

Sheikh and Bakar 2011; Manoj et al. 2013; Al-
Nashy 2015; Dehnavieh et al. 2019 

Communication Infrastructure which comprises of ICTs’ 
infrastructure for Internet, Mobile and Electricity’s 
infrastructure has been in the center of Healthcare sector. These 
infrastructures are vital to the efficient and effective 
functioning of operations in the healthcare arena. However, 
several studies have reported communication infrastructure to 
be inapt [8, 12]. Authors argue that the inadequacies of 
supporting infrastructure are among the challenges disclosed 
by stakeholders [8]. Several studies highlight the internet 
connection restriction in many countries to be problematic to 
the utilization of HIS in many areas [12]. 

Data management has influence several aspects in the 
health sector and many decision-making has been reliance on 
quality and analysis of data [29]. However, there is an 
information usage deprivation for decision making in the 
healthcare arena [12, 30]. Even though information and data 
usage has been encouraged and developed in many countries, it 
still remains an enormous problem. According to Karuri, 
Waiganjo, Daniel and Manya [19], data management has 
significantly influence health decision-making and funding 
allocation [12, 18, 19]; indicating data management to be a 
significant determinant in the optimization and implementation 
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for HIS. Dehnavieh, Haghdoost, Khosravi, Hoseinabadi, 
Rahimi, Poursheikhali, Khajehpour, Khajeh, Mirshekari and 
Hasani [12] argue that all countries encounter data related 
problems with some experiencing data concerns more than the 
others. 

Infrastructures are a formidable foundation in many HIS 
deployment. Literature reveals the challenges presented by 
infrastructures like political, cultural, social and structural to 
the implementation of HIS to be daunting. These 
infrastructures are considered to serve as a major challenge to 
HIS with many citations in literature [12, 24]. Hence, some 
authors recon they be ascertained forthright in relation to the 
HIS efficacy [12, 18]. Suresh and Singh [18] indicate their 
availability and adequacy to be paramount to HIS. Whilst, 
Dehnavieh, Haghdoost, Khosravi, Hoseinabadi, Rahimi, 
Poursheikhali, Khajehpour, Khajeh, Mirshekari and Hasani 
[12], further reveal several challenges such as political 
instability, linguistic, regional cooperation and technical-
economic associated with these infrastructures that indirectly 
or directly influence HIS operation. Additionally, Fusheini and 
Eyles [24] reveal the adverse outcome of this constraint on 
healthcare delivery. 

Workforce capacity are also among the principal challenges 
face by the HIS implementation and optimization. Many study 
reveal the efficacy of HIS to be reliance on the human 
competency and capacity of staff [19, 31]. However, many 
studies allude workforce shortage, incompetency, accuracy and 
motivation as dares confronting HIS efficacy [12, 19, 26]. 

Top Management and leadership has been herald in many 
information systems to be a dare that hinder the effectiveness 
and efficacies of these systems. Likewise, in the HIS, several 
top management and leadership functions have been reported 
to be vital in the operation of HIS. Among which are planning, 
participation, perception and support that are alleged to be 
inadequate [12, 26]. Authors highlight the need to win top 
management from all level that includes, national and 
provincial levels for HIS implementation [19, 26]. Similarly, 
Adaletey, Poppe and Braa [32] and Manya, Braa, Øverland, 
Titlestad, Mumo and Nzioka [33] cheer the attainment of these 
key stakeholders involvement in HIS deployment. Many other 
studies call for the restructuring of management role and early 
formation of team [12, 19, 34, 35]. 

Deficiency of Training has been professed in literature to 
significantly reduce the HIS optimization [12, 19, 26, 34, 35]. 
Many studies call for the need to provide training to 
stakeholders, highlighting their lack of skills and competencies 
to be attributed to the absence of adequate trainings [10, 12, 19, 
26, 28, 31, 32]. Study done by Manya and Nielsen [34] and 
[26], accentuate the need for training methods that include 
workshops and formal educational courses that incorporate 
biomedical informatics course. 

Other challenges found in literature include project 
management, application selection criteria, stakeholder 
communication and coordination and pre-deployment (Pilot 
System) [12, 26, 35]. Their inadequacy serves as a major 
barrier to HIS implementation and efficacy. 

V. CONCLUSION AND FUTURE RESEARCH 
The importance of HIS and it capabilities in the delivery 

and deployment of quality healthcare application cannot be 
understated. As the call for an improve and universal 
healthcare advances, it is pertinent to explore and develop 
effective models to attain these objectives. Although many 
developing countries have already enacted technological 
solutions to enhance their healthcare section. The findings of 
this study show that there exists a strong body of evidence in 
literature that highlight the unfitness of the HIS for the 
transformative changes confronting the globe today. 
Correspondingly, several studies reveal the need for a strong 
and hybrid HIS to eliminate some of the present challenges 
confronting the deployment of an integrated information 
system like the District HIS (DHIS). 

Notwithstanding the commendable benefits of the HIS, the 
findings reveal there is a need and call for active engagements 
of countries to strengthening these systems in alignment with 
the global priorities. While many studies have been undertaken 
in regards to HIS, the plethora of challenges confronting its 
implementations and utilization seem to remain a grand huddle 
in the advancement of healthcare applications. Eleven of these 
challenges was reported in this study with seven most 
prominent discussed. The challenges reveal the inadequacies of 
the HIS to tackle the constant transformative changes presently 
confronting the global healthcare systems. 

Additionally, the findings of this study highlights the 
necessity for further research on HIS deployment optimization 
that take into consideration their challenges and concerns. And 
also, provide valuable insight into HIS offerings and dares for 
decision maker and HIS stakeholders. 
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Abstract—Forecasting the ionosphere layer’s total electronic 
content (TEC) is crucial for its impact on satellite signals and 
global positioning systems (GPS) and the ability to predict 
earthquakes. The existing statistical-based forecasting models 
such as ARMA, ARIMA, and HW suffered from the TEC non-
stationarity nature, which requires algorithmic handling of the 
forecasting and the mathematical part. This study proposes a 
hybrid method that incorporates several components and is 
designated as Optimized Variational Mode Decomposition with 
Recursive Neural Network Forecasting (OVMD-RNN) to forecast 
TEC. Before using the Elman Network to train each component, 
Variational Mode Decomposition (VMD) was used to decompose 
the signal into its essential stationary components. In addition, 
the proposed method includes an optimization algorithm for 
determining the best VMD decomposer parameters. The GPS 
Ionospheric Scintillation and TEC Monitor (GISTM) at 
Universiti Kebangsaan Malaysia station have been used to 
evaluate the method based on collected datasets for three years, 
2011, 2012, and 2013. The experiment findings show that the 
model has successfully tracked all the up and down patterns in 
the time series. The results also reveal that VMD-based training 
might not always provide good results due to the residual signal. 
Finally, the evaluation focused on generating loss value and 
comparing it to the ARIMA benchmark. It showed that OVMD-
RNN had accomplished a maximum improvement percentage of 
ARIMA with a value of (99%). 

Keywords—Elman neural networks; forecast; hybrid model; 
optimized Variational Mode Decomposition; total electronic content 

I. INTRODUCTION 
The global navigation satellite system (GNSS) has become 

a critical system for providing a wide range of services and 
applications in the modern world. As a result, its dependability 
and performance are critical for various systems. The state of 
the ionosphere and its amount of influence by solar radiation 
and the geomagnetic field is one of the factors that affect 
GNSS radio communication transmissions [1]. 

Researchers utilise a quantitative metric to explain the 
effect of solar radiation on the total electron content (TEC) of 
the ionosphere layer. This variable represents the variability of 
solar radiation's impacts on the ionosphere layer, as well as it's 
geographically and temporally represented global positioning 
system (GPS) coordinates and time information. A dependable 
and accurate TEC forecasting can provide useful feedback to 
GPS receivers and improve numerous GPS-dependent 
services. Scientists created the International Reference 
Ionosphere (IRI) project to anticipate electron density, ion 

composition, electron and ion temperature, and vertical 
electron column density due to the relevance of ionosphere 
prediction. As a result, IRI is a collaborative international 
initiative of the Committee on Space Research (COSPAR) and 
the International Union of Radio-science (URSI) to build and 
refine a reference model for the Earth ionosphere's most 
critical plasma properties [2]. 

The main goal of majoring in TEC is to foresee any delays 
in GPS or communication signals in general, which could 
impair the operation of numerous devices. Earthquake 
forecasting is another application of measuring and evaluating 
TEC. Studies have shown that the ionosphere is influenced by 
the Sun's position and radiation and geomagnetic activity, and 
seismic activity in the Earth's crust and surface. These impacts 
can aid in predicting an earthquake several days ahead of time 
[3]. 

The challenging aspect of TEC prediction is its non-
stationarity nature. This has brought a limitation to the 
existing studies that uses statistical-based forecasting models 
such as ARMA, ARIMA, and HW [4]. Hence, researchers 
have tested the capability of neural networks in the general 
and recursive types of neural networks [5]. The latter is more 
preferred because of its feedback or memory aspect, which 
enables more flexibility in modelling the dynamics of the time 
series. However, RNN is not sufficient because of embedded 
non-stationarity in the time series, which requires algorithmic 
handling of the forecasting in addition to the mathematical 
part. VMD decomposition is a possible candidate for 
decomposing the original time series into various stationary 
components [6], However, it is still encountering an issue in 
deciding the optimal number of intrinsic mode components for 
better forecasting performance and obtaining optimal VMD 
components before forecasting is needed. Hybrid architecture 
is a good candidate approach through combining RNN with 
optimal VMD settings. With such a hybrid combination, the 
VMD will decompose the original time series into stationary 
components that are easier to be learned by the following 
RNN layer. 

The current forecasting models suffered from the TEC 
non-stationarity nature. This study describes a new method for 
forecasting the TEC time series that combines three 
components: decomposing the original signal to its stationary 
components using Variational Mode Decomposition (VMD), 
parameter optimization using Genetic Algorithm (GA), and 
forecasting using the Elman Neural Network, a well-known 
Recurrent Neural Network (Elman NN). 
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In the next Section II, related works on TEC forecasting 
and current approaches have been presented. In Section III, 
the proposed method has been described, i.e., OVMD-RNN 
and the methodology flow. The experimental works have been 
presented in Section IV as well as the results, whereas 
Section V gives conclusions. 

II. RELATED WORK 
TEC forecasting increases the knowledge of ionosphere 

space weather to give accurate warning and mitigation of TEC 
impacts. Due to the time-series nature of TEC forecasting, 
researchers prefer traditional time series forecasting models 
such as Auto Regression Moving Average (ARMA) and its 
derivatives [7]. The VMD-ARMA (VARMA) model is 
described in [8] as a non-stationary signal decomposition 
technique based on Variational Mode Decomposition (VMD) 
paired with Auto Regressive Moving Average (ARMA) to 
estimate ionosphere delay values 1-hour ahead. 

However, despite their large training requirements, some 
researchers have favoured non-linear models with a high 
approximation, such as Artificial Neural Networks (ANN) [9]. 
The TEC signal’s non-linear nature is one of the factors 
driving the researchers' interest in employing ANN models for 
TEC forecasting. [10] is one of the first researchers to use 
ANN for TEC forecasting, further aided by [11]. According to 
them, the capacity to use ANN to predict TEC in places where 
appropriate training data was absent has been demonstrated 
empirically. [11] used ANN with a single hidden layer in 
addition to input and output layers, as described by the 6:9:1 
configuration. 

According to the newest research, a single hidden layer is 
sufficient, and adding more layers necessitates more training 
without increasing accuracy. However, studies have shown 
that ANN does not outperform basic linear models like 
ARMA and Auto Regressive Integrated Moving Average 
(ARIMA) [1], which is essentially ARMA plus an integration 
component. Both ARMA and ARIMA have outperformed the 
IRI global reference model. ARMA's and ARIMA's 
superiority Holt-Winter models, which add a component for 
seasonable effect, were also seen compared to the global IRI 
model [12, 13]. Several scholars have made a comparison of 
ARIMA with ANN. Based on mean absolute error (MAE) and 
root mean square error (RMSE) values, the performance of the 
ARMA and ANN models are validated on both geomagnetic 
quiet and disturbed days [14]. For the ARMA and ANN 
models, forecasting errors are higher on geomagnetically 
disturbed days; when tested using MAE and RMSE, ANN 
outperformed ARMA. Hybrid models of ARMA and ARIMA 
were used in other investigations. For 1-hour ahead forecast of 
ionosphere TEC, [12] used hybrid ARIMA models based on 
Wavelet Transform (WT) and Empirical Mode Decomposition 
(EMD). 

A hybrid GA and ANN model was suggested by [15] to 
forecast 1-hour vertical TEC for one station in China. The 
Backpropagation Neural Network (BP) and the GA approach 
train parameters in a two-step process. GA tunes the weights 
and biases of the original neural network in the first stage. 
Model's weights and biases are recorded as a lengthy 

chromosome. The fitness function expressed as a prediction 
error is used to evaluate each chromosome's performance in 
the population. A Wavelet Neural Network (WNN) is utilised 
to model the ionosphere time series in Iran by [16]. WNN is a 
hybrid of wavelet theory and neural network theory. One of 
the advantages of TEC modelling with WNN is its ease of use 
and speed of computation. 

More recent studies have used machine learning 
algorithms for GPS TEC forecasting. The performance of a 
Gaussian kernel-based machine learning algorithm was 
compared to that of ANN and ARMA in  [1]. The outcomes of 
their work have demonstrated dominance over them. 

the authors in [17] employed a hybrid model in which the 
TEC time series was divided into its stationary components 
using VMD. Then a kernel extreme learning machine was 
used to anticipate the data. Kernel extreme learning machines 
were compared to ANN in this study, and the results show that 
the former is superior in forecasting accuracy. The idea of 
combining VMD with neural networks can be found in older 
time series forecasting research. Integration of VMD and 
generic regression neural networks is the focus of [17]. 

Another example is [18], who used VMD in conjunction 
with an extreme learning machine to model the Monthly 
Precipitation Time Series. Overall, researchers have attempted 
to forecast TEC time series in various locations for 
accomplishing needed actions such as handling delays of 
satellite signals GPS and forecasting earthquakes. 

III. PROPOSED METHOD 
This study proposes a time series forecasting model using 

a VMD, and ENN hybrid architecture called an Optimized 
Variational Mode Decomposition with Elman Recursive 
Neural Network Forecasting (OVMD-RNN). It contains the 
following contributions. 

• It develops a framework for TEC forecasting based on 
decomposition, optimization and ENN. 

• It provides GA for finding the optimal IMF 
components K and the correlation coefficients 𝛼  for 
VMD. 

• It integrates the developed OVMD by GA with ENN 
for forecasting the TEC. 

• It evaluates the hybrid framework based on our data 
and compares it with recent models in the literature. 

A. Preliminary 
1) Variational mode decomposition: The application of 

VMD is the initial step in the approach. The purpose of VMD 
is to decompose the TEC signal into bandwidth-limited 
components of varying frequencies. The decomposition helps 
eliminate the signal's random behavior and makes it more 
forecastable. Before VMD, researchers discovered various 
decomposition techniques, including Fourier transforms, 
wavelet transforms, and EMD [19]. However, research has 
shown that VMD outperforms EMD. 
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In the VMD algorithm [20], the real-valued input signal is 
viewed as an ensemble of sub-signals (modes) with a narrow 
band of frequencies around a few light frequencies. The VMD 
algorithm is represented as a variational problem with 
constraints: 

𝑚𝑖𝑛
{𝑢𝑘},{𝑤𝑘}

  �∑  𝑘 ∥∥∂𝑡 ��𝛿(𝑡) + 𝑗
𝜋𝑡
� ∗ 𝑢𝑘(𝑡)� 𝑒−𝑗𝑤𝑘𝑡∥∥2

2
�

 s.t ∑  𝑘 𝑢𝑘 = 𝑓
           (1) 

where, 𝑢𝑘 denotes variational model components, and 𝑤𝑘 
are the corresponding centres of each variation model 
component. 

The optimization is solved using Lagrangian multiplier 
𝜆 and quadratic penalty 𝛼 as follows; 

𝐿(𝑢𝑘 ,𝜔𝑘 , 𝜆) =

𝛼∑  𝑘 ∥∥
∥∂𝑡 ���𝛿(𝑡) + 𝑗

𝜋𝑡
� ∗ 𝑢𝑘(𝑡)� ∗ 𝑒−𝑗𝜔𝑡�∥∥

∥
2

2

+∥∥𝑓 − ∑  𝑘 𝑢𝑘∥∥2
2 + ⟨𝜆, 𝑓 − ∑  𝑘 𝑢𝑘⟩

           (2) 

The augmented Lagrangian equation is then solved using 
the algorithm of alternate direction multipliers [20]. 

The values of the number of components K and penalty 𝛼 
play a significant role in VMD decomposition performance 
[21]. Specifically, a large value of K indicates interferential 
decomposition, whereas a small value indicates incomplete 
decomposition. As a result, the best values for K and 𝛼 must 
be determined. Therefore. The problem formulation is being 
reformulated as follows. 

Assume y(t) represents a TEC time series. The goal of this 
study is to predict its value for the future time horizon, Tf. 
Because of its non-stationary aspect, first, it must be 
decomposed using the type VMD procedure before 
forecasting. The result of the decomposition is K modes that 
are expressed as follows: 

∑  𝐾
𝑘=1 𝑢𝑘(𝑡) = 𝑦�               (3) 

The decomposition’s objective function is formulated to 
maximizes the correlation between intrinsic components Corr 
such as. 

𝐶𝑜𝑟𝑟 = 𝐶𝑜𝑣�𝑦(𝑡),𝑦�  (t)�
𝜎�𝑦(𝑡)�𝜎�𝑦�(𝑡)�

               (4) 

�

 
[𝐾,𝛼]∗ =

𝑎𝑟𝑔𝑚𝑖𝑛(1 − 𝐶𝑜𝑟𝑟) = 𝑎𝑟𝑔𝑚𝑖𝑛(1 − 𝐶𝑜𝑣(𝑦(𝑡),𝑦�  (t))
𝜎(𝑦(𝑡))𝜎(𝑦�(𝑡))

)
            (5) 

2) Genetic algorithm: A genetic algorithm (GA) is a 
stochastic searching algorithm with heuristic knowledge. It 
provides a way to find the optimal value of an objective 
function based on random generating of candidate solutions, 
heuristic interaction between them, and selecting elites from 
one generation to provide the offspring representing the next 
generation until convergence or meeting the stopping criterion 
[22]. GA is inspired by the theory of survival of the fittest that 
was proposed by Darwin [23]. The GA pseudocode is given in 
Algorithm 1. 

Algorithm 1 GA Optimization 

Input  
        S //number of solutions in generation 
        N//number of generations  
       Objective function  
Output  
        Best solution  
Start 
1- Initiate first population 
2- Current generation =first population 
3- Evaluate current generation 
4- Select elites (using roulette wheel) 
1- Perform crossover ((using uniform crossover) and mutation 
(using probability) 
2- Combine solutions  
3- if not meeting stopping criterion go to 3  
4- best solution =solution of best fitness value of the last 
generation  
End 

GA was employed to optimize the objective function of 
the decomposition Equation 5, and the two variables K and α 
represent the chromosome. Algorithm 1 shows the steps of 
GA to obtain the best K and α values. The first step consists of 
randomly generating the initial population in this work. The 
population is evaluated based on the objective function stated 
in Equation 5. Then, a roulette wheel selection mechanism is 
applied to select the parent that will undergo the crossover 
operation, used within a specific probability. 

Similarly, the mutation operator is performed on the new 
solution within a pre-defined probability to maintain the 
diversity of the population. After that, the produced population 
will replace the worst solutions of the previous generation. 
These steps are repeated till meeting the stopping criterion. 
Finally, GA will return the best solution (i.e., best K and α 
values). 

3) The Elman neural network: An Artificial Neural 
Network, or ANN, is a massively parallel distributed 
processing system made up of densely interconnected neural 
computing parts that can learn, gain knowledge and make it 
available for use. ANN architecture is defined by the network 
of neuron connections, the training or learning mechanism for 
calculating the connection weights, and the activation 
function. 

Even though the Multilayer Perceptron neural network 
(MLP) can solve a wide range of complex issues, it can only 
map the input space to the output space in a static way. Elman 
Neural Network (ENN) [24] is a simple recurrent neural 
network with dynamic characteristics. The structure of Elman 
RNN is identical to a three-layered MLP, except for an 
additional layer called a context layer, which is engaged in the 
former. In Elman RNN, the hidden neurons are activated by 
both the input and context neurons. The hidden neurons feed 
forward to activate the output neurons while also feeding back 
to activate the context neurons. As a result, the context layer 
allows ENN to respond to dynamism. 

The ENN is trained using the BP algorithm, as shown in 
Equation 6 [25]. 

𝑊(𝑡 + 1) = 𝑊(𝑡) − 𝜇 ∂𝐸(𝑡)
∂𝑊(𝑡)

              (6) 
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where, 𝜇 denotes the learning rate. 

A conceptual diagram of Elman RNN is presented in 
Fig. 1. 

 
Fig. 1. The Structure of ENN [26]. 

B. Methodology Flow 
As shown in Fig. 2, the developed methodology of the 

forecasting method consists of three phases after pre-
processing: 1- Optimized VMD Decomposition, 2 - Elman 
RNN training, and 3 - forecasting. The phases are conceptual, 
but practically they have an interconnected nature. The 
optimization requires calculating the loss function to rank 
candidate solutions. On the other hand, the optimal evaluation 
setting is used for the VMD decomposition. Next, the result is 
used for ENN training and the trained ENN is used for 
forecasting. 

1) Phase 1: Optimized VMD Decomposition: As is 
presented in Fig. 2, in the first phase, the data is entered into 
the optimized VMD decomposer, which is responsible for 
dividing the time series into various IMF components with the 
assistance of a genetic algorithm that optimizes K and 𝛼 
values. 

2) Phase 2: ENN Training: After decomposing the TEC 
time series into its IMF components in the first phase, the IMF 
passed to the recursive neural networks (ENN) to train the 
ENN model. The training phase comprises of two parts: the 
first part is the backward path that takes an existing neural 
network topology and calculates weight changes based on the 
gradient of the error. The second part is the forward path that 
uses current weights to propagate. 

3) Phase 3 Forecasting: Once the ENN is trained, the 
testing phase (forecasting) is used. It uses the optimized VMD 
and trained ENN for forecasting the IMFs and after that a 
summation of the forecasted time series is used to forecast the 
overall time series. Such an evaluation includes providing the 
discrepancies between the predicted values and the actual 
values. 

C. Training and Testing Flow 
The interaction between the training phase and the testing 

phase is given in Fig. 3. As it is shown in the figure, the data 
comes as s stream, and it is partitioned into two parts: the 
historical part 𝑤ℎ and the future part 𝑤𝑓. The data in 𝑤ℎ was 
used for training, while the data in 𝑤𝑓  was for performance 
evaluation. For the testing, the predicted value was compared 
with the original value stored in 𝑤𝑓  and used to calculate 
testing errors. 

D. Data pre-processing and partitioning 
Pre-processing comprises data visualization and 

determining whether missing records exist. In the case of 
missing records, an average window over multiple days is 
used to replace the missing value in one day. After that, the 
data were partitioned. The purpose is to divide the data into 
training and testing data. The training data will come from the 
past, whereas the testing will occur in the future, forecasting 
time intervals. The signal and the duration of the time window 
are inputs. The output is a matrix consisting of training and 
testing data. The data will be passed through the time window, 
and samples will be added. The final sample is a prediction 
based on these samples. Following data collection, the data is 
divided into two categories: training and testing. 

 
Fig. 2. A General Methodology Flowchart in TEC Forecasting. 
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Fig. 3. Training and Testing Phases of TEC Forecasting. 

E. Data Description 
Data are recorded by the GPS Ionosphere Scintillation and 

TEC Monitor (GISTM) with a dual-frequency receiver 
GSV4004B at UKM station, geographic coordinate: 2.55 °N, 
101.46 °E. At the L1 (1575.42 MHz) and L2 (1227.6 MHz) 
frequency bands, the GSV4004B receiver can track up to 11 
GPS satellites. Amplitude and phase are monitored at 50 Hz, 
while code/carrier divergence (C/No) is sampled at 1 Hz for 
each satellite. The GPS Ionospheric Scintillation and TEC 
Monitor (GISTM) shows ionospheric delay over Universiti 
Kebangsaan Malaysia (UKM) station from 2011 to 2013. 

F. Parameter Setting 
GA optimization has been employed to find the best values 

of K and 𝛼 . Considering that the optimization process 
consumes considerable computational time, only a few 
numbers of individuals were permitted to participate. For GA, 
the number of iterations is set to 6, the number of individuals 
to 5, the searching range for K between 2 and 16, and the 
searching range for  𝛼  between 1,000 and 10,000 for GA 
optimization. The parameters are shown in Table I. 

The proposed method has also been compared to ARIMA 
using the parameters mentioned in Table II. The observation's 
lag time is set to 30, the degree of difference is set to 2, and 
the moving window size is set to 15. 

TABLE I. PARAMETER SETTING FOR GA 

Dataset No. of 
iterations 

Crossover 
prob. 

Mutation 
prob. 𝑲 𝜶 

2011- 
2012 6 0.5 0.3 [2,16] [1000,10000] 

2013 10 0.5 0.3 [2,16] [1000,10000] 

TABLE II. ARIMA PARAMETER SETTINGS 

Parameter name  Value  

Number of lag observations (p) 30 

Degree of differencing (d) 2 

Moving average window size 15 

For ENN, the number of epochs was set to 6 and 10 for 
2011 & 2012 and 2013, respectively. The number of neurons 
in the first layer was set to 60; the second layer was set to 30. 
The time window lag was set to 30. The parameter settings are 
shown in Table III. 

TABLE III. ELMAN RNN PARAMETER SETTINGS 

Parameter name  2011 &2012 2013 

Number of epochs 6 10 

Neurons present in the First layer 50 50 

Neurons in the hidden layer 30 25 

Time-window (time lag) 30 30 

G. Performance Metrics 
The evaluation is based on two measures: 

The first one is the mean squared error (MSE) which is 
given to evaluate the prediction of one time series, and is 
given by Equation 7. 

𝑀𝑆𝐸 = 1
𝑛
� (𝑌𝑡 − 𝐹𝑡)2

𝑛
𝑡=1               (7) 

where, 𝑌𝑡 denotes the ground truth value of the time series 
at moment 𝑡, and 𝐹𝑡  denotes the predicted value of the time 
series. 

The second metric is the improvement percentage from 
one model to another, and it is used to evaluate the relative 
improvement of proposed model over the benchmark as 
shown in Equation 8. 

𝑃𝑒𝑟𝑐𝑒𝑛𝑡𝑎𝑔𝑒 = �𝑀𝑆𝐸𝑂𝑢𝑟−𝑀𝑆𝐸𝑅𝑀𝑆𝐸
𝑀𝑆𝐸𝑅𝑀𝑆𝐸

�             (8) 

IV. EXPERIMENTAL RESULTS AND ANALYSIS 
This section presents the obtained results from the 

experiments conducted in this study and analysis the results of 
the developed OVMD-RNN and its comparison with the 
benchmark ARIMA. 

For the 2011 and 2012 datasets, 21 months were used for 
training and the remaining three months for testing. Fig. 4 
depicts the original TEC time series for 2011 and 2012 before 
applying the proposed model, and the non-stationarity (the 
frequency varies over time) can be seen. Fig. 5 shows the 
testing data’s TEC time series for three consecutive months. 

For further evaluation, the proposed model has been tested 
on another dataset for the year 2013. Fig. 6 depicts the original 
TEC time series for 2013 before applying the proposed model. 
Fig. 7 is the TEC time series for two consecutive months for 
the testing data. 
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Fig. 4. TEC for 2011 and 2012 Dataset. 

 
Fig. 5. TEC Time Series for Three Consecutive Months for Testing Data. 

 
Fig. 6. TEC for 2013 Dataset. 

 
Fig. 7. TEC Time Series for Two Consecutive Months for Testing Data. 

A. VMD Decomposition 
1) K=5: Firstly, the TEC time series for 2011-2012 has 

been decomposed into its components using VMD and 
analyzed into five IMFs, which representing the optimal 
number of K components obtained through GA optimization, 
as shown in Table IV. Fig. 8 shows K=5 components for the 
test TEC time series data part. 

2) K=7: As shown in Fig. 9, the testing TEC time series 
for 2013 was decomposed into its components and analysed 
into seven IMFs representing the optimal number of K 
components obtained through GA optimization. 

B. Forecasting 
Fig. 10, for example, displayed the visualisation of mode 2 

forecasting and their comparison to real values. The 
visualization of mode 4 forecasting and its comparison to real 
values are depicted in Fig. 11. The visualisation shows that the 
proposed model OVMD-RNN can follow all the up and down 
peaks in the original data. 

TABLE IV. THE BEST K AND 𝛼 VALUE BY THE GA 

Best K Best  𝜶 Algorithm 

5 9948 GA 

 
Fig. 8. VMD Decomposition for K=5 for Testing Data. 
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Fig. 9. VMD Decomposition for K=7 for Testing Data. 

 
Fig. 10. Real Values Vs Prediction of VMD Mode 2. 

 
Fig. 11. Real Values Vs Prediction of VMD Mode 4. 

 
Fig. 12. A Comparison between Real Values, OVMD_RNN and ARIMA for 

K = 5. 

The forecasting results have been presented in Fig. 12. It is 
observed from the figure that in the three models, the 

proposed model has provided better forecasting compared 
with ARIMA, which has shown a lack of capturing the trend 
and the pattern in the original time series. Furthermore, it has 
been discovered that the proposed model correctly predicted 
the four peaks in the original data, which show a level of 40 in 
October and November and a little lower level in late 
November and early December. 

 
Fig. 13. A Comparison between Real Values, OVMD_RNN and ARIMA for 

K = 1 (without VMD). 

Fig. 13 presented the forecasting results for the years 
2011&2012 in the last three months. Without applying VMD 
(K=1), observing Fig. 12, 13, it is noticed that K=1 has better 
tracking than a higher loss at the training. VMD interprets it  
has caused the removal of an essential part of the signal, 
which has led to missing by the neural network while training 
for K= 5, when K=1, this has not been observed because this 
part was preserved when training by ENN. This provides that 
VMD based training might not always provide good results 
due to the residual signal that is deleted by this process. 

For further evaluation, the forecasting behavior in the year 
2013 is presented for the proposed model and its comparison 
with ARIMA. 

As is shown in Fig. 14 and 15 increasing the value of K 
has enabled better prediction. Furthermore, the model has 
successfully tracked all the up and down patterns in the time 
series, ranging between 15 and 30. 
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Fig. 14. A Comparison between Real Values, OVMD_RNN and ARIMA for 

K = 7. 

 
Fig. 15. A Comparison between 2013 Real Values, OVMD_RNN and 

ARIMA for K = 1 (without VMD) and K = 7. 

Fig. 14 presented the forecasting results for the year 2013 
in the last two months because the first months have been used 
for training. It is observed from the figure that the proposed 
model has provided better forecasting compared with ARMIA, 
which has shown a lack of capturing the trend and the pattern 
in the original time series. In addition, it is noticed that the 
proposed model has successfully forecasted all the up and 
down peaks in the original data, which appears with the level 
of 10 for October and at the end of November with the level of 
35. 

Fig. 15 presented the forecasting results for the year 2013 
in the last two months. Without applying VMD (K=1), the 
model can’t track the trend of the time series. 

C. Evaluation 
The evaluation was focused on creating the loss value and 

comparing it to the ARIMA benchmark. 

1) Loss value: The loss value in the training phase is 
presented in Fig. 16, which shows that K=1 has the highest 
loss value than K=5, which is the value resulting from GA. In 
addition, for leading the optimality of GA. 

Observing Fig. 13, it is noticed that K=1 has better 
tracking than a higher loss at the training. In K=5, the VMD 
process removed some important parts and caused some 
missing during Elman training. The result shows VMD-based 
training might not always provide good results due to the 
residual signal deleted by the process. 

The loss value in the training phase is presented in Fig. 17 
for the dataset 2011-2012, which proves the superiority of the 
proposed forecasting model when the value of K is selected 
optimally. 

Regarding the loss value K=5, the proposed model has 
been compared to ARIMA, as shown in Fig. 17. The proposed 
approach has a smaller error or loss value than ARIMA. The 
results demonstrate that it is superior. 

To summarize the performance, the overall loss value K 
=1 has been presented, which indicates VMD decomposition 
and K= 7, which suggests the result of GA. 

In Fig. 14 and 15, it is observed that increasing the value 
of K from 1 to 7 has enabled a lower value of loss than 
ARIMA, which proves the superiority of the proposed 
forecasting model when the value of K is selected optimally. 

 
Fig. 16. The Loss Value of OVMD-RNN for When K =1, K=5. 

 
Fig. 17. The Loss Value of OVMD-RNN Vs ARIMA. 
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2) Accuracy: In terms of the loss value K = 5, OVMD-
RNN has been compared to ARIMA, as shown in Fig. 12, 
Because proposed approach has a smaller error or loss value 
than ARIMA, the results demonstrate that it is superior. The 
improvement percentage is 99% as calculated based on 
Equation 9. 

𝑃𝑒𝑟𝑐𝑒𝑛𝑡𝑎𝑔𝑒 = �𝑅𝑁𝑁−𝐴𝑅𝐼𝑀𝐴
𝐴𝑅𝐼𝑀𝐴

� = �0.05−12.47
12.47

� = 0.99            (1) 

TABLE V. OVERALL PREDICTION COST FOR ARIMA AND OVMD-RNN 
BASED ON DIFFERENT YEARS AND VALUES OF K 

 2011&2012 2013 

K 1 5 1 7 

ARIMA 6.92 12.04 10.14 7.79 

OVMD-RNN 8.12 0.03 24.72 4.29 

Improvement percentage  0.17 99% %143 %44 

From Table V, K = 1 indicates that VMD has not been 
applied. So, the non-stationary time series were not divided 
into stationary components but were predicted directly using 
ENN and ARIMA. For K = 5 and K = 7, these values were 
obtained by implementing GA on both times series 2011-2012 
and 2013, respectively, to find the best K value. These K 
values provide the lowest loss value. 

D. Observations 
From the results obtained, it has been observed that TEC is 

a non-stationary time series making it challenging to forecast. 
Moreover, VMD is a good candidate for decomposing TEC 
time series into stationary components. Still, sometimes VMD-
based training might not always provide good results due to the 
residual signal. 

The proposed model (OVMD-RNN) does not implement 
multi-time series collected from different areas to be 
generalized. Therefore, extending the model to accept multi-
time series at one time will enable more accurate forecasting; 
this can be applied for future work. 

V. SUMMARY AND CONCLUSION 
This paper has created a novel forecasting approach for the 

TEC time series. VMD is used to split the original TEC time 
series into necessary stationary components, considering the 
non-stationarity of the data and the need to include non-linear 
knowledge for forecasting. Each essential TEC component 
was trained and forecasted using an Elman RNN. In addition, 
the method consists of an optimization algorithm for 
determining the best VMD decomposer parameters. The VMD 
parameters, K and 𝛼 selection, utilized the GA optimization 
method. The GPS Ionospheric Scintillation and TEC Monitor 
(GISTM) with a dual-frequency receiver GSV4004B at the 
UKM station evaluated our obtained dataset for three years, 
2011, 2012 and 2013. The evaluation was focused on creating 
the loss value and comparing it to the ARIMA benchmark. It 
showed that the proposed progressive technique with two 
decomposition values for K = 4 and 5 and a significant 
reduction of the loss value was superior. Future research will 
develop multi-dimensional TEC forecasting from multiple 
places within the same geographic region. 
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Abstract—Now-a-days, the surging of crime against women is 
occurring at a startling rate in India. According to the National 
Commission for Women, there was a 46% increase in reports of 
crimes against women in the initial months of the year 2021 in 
comparison with the same period in 2020. However, to handle 
this problem, the need of the hour is to fetch relevant and timely 
information about the various types of crime taking place and 
make specific predictions based on the existing information to 
safeguard women from future predictable contingencies. AI and 
Machine learning mechanisms have become a powerful tool in 
predicting the crime rate in India under various crime categories 
by analyzing the crime patterns, crime–centric areas, and the 
comparative study of various crime categories. Hence, from 2001 
to 2019, a women's crime-based dataset from NCRB has been 
used in this paper, which included various crime sub-categories, 
for instance; molestation, sexual harassment, rape, kidnapping, 
dowry deaths, cruelty to family, importation of girls, immortal 
traffic, sati prevention act, and others. To acquire a better 
understanding of the data, a framework has been created which 
makes use of provenance and machine learning algorithms on the 
dataset, which has been grouped based on several factors such as 
distribution of cases convicted or reported every year, safest and 
un-safest states for women in India, etc. Different machine 
learning algorithms, such as gradient boosting and its many 
versions, Random forest, and many more, have been used on the 
dataset. Their performances are evaluated using various metrics 
such as accuracy, recall, precision, F1 score, and root mean error 
square. 

Keywords—Crime against women; provenance; scalar 
techniques; machine learning techniques; decision tree; random 
forest; gradient boosting; XgBoost; CatBoost; LightGBM 

I. INTRODUCTION 
The overall crime rate in India is increasing at a steady 

pace. Crime cannot be predicted as it is either efficient, 
coincidental, or goes unreported. Various modern 
advancements and hi-tech procedures enable criminals to carry 
out their crimes when it comes to cybercrime. As far as 
women's crimes are concerned, it has been seen that a girl can 
be a victim or target of a crime from the moment she is born or 
even before. According to crime statistics, authority violations 
against women, for example, chain grabbing, sex abuse, child 
abuse, assault, and murder, are rapidly increasing [1]. Hence, 
keeping that in view, the establishment of the gender equality 
principle was done in the Constitution of India, and to uphold 
and implement the Constitutional mandate, the state has 
created several laws as well as has taken various actions to 

guarantee equal rights, eradicate social injustice, and prohibit 
multiple forms of violence and massacres [2]. 

India's National Crime Records Bureau records various 
incidents showing that crime against women increased by 
6.4%, and it occurs every three minutes [3]. The reports also 
revealed that in 2011 the number of reported crimes against 
females was more than 228,650. In the year 2015, reported 
incidents were more than 300,000. It can be deduced that there 
was a rise of 44% in felonies against the members of fair 
sex.7.5% of females residing in the state of West Bengal in 
India account for 12.7% of reported crimes against women [4]. 
The female population of Andhra Pradesh accounts for 7.3% of 
total India's women population, and 11.5% of all reported 
crimes against women were from this state. Hence to compile 
all the information, a graphical analysis has been shown in 
Fig. 1 to define the rate of women crimes in India in different 
states for 2018. It is also important to note that exact figures on 
the breadth of case occurrences are difficult to obtain because 
many cases go unreported. This is mainly due to the potential 
reporter's fear of scorn or embarrassment and tremendous 
pressure not to jeopardize the family's honor [5]. 

A crime investigation system should be able to rapidly and 
efficiently identify crime patterns to detect and act on future 
crime trends to work on such crimes. Various law enforcement 
agencies and state governments should take significant steps to 
reduce such crimes and promote a secure environment for 
women [6]. Multiple scholars have been working on detecting 
women-related crime worldwide in the field of research. Data 
Analytics and machine learning have contributed notably to 
detecting and preventing crime, providing a basis for crime 
analysis. They are also acknowledged as a relatively new and 
highly sought-after area of research. In reality, law 
enforcement agencies are seeking the support of data mining 
and AI techniques to help deter crime and ensure law 
enforcement. In a nutshell, data mining is a branch of the 
multidisciplinary subject of database knowledge discovery. 
The input in the process of Data mining is the unprocessed 
data, which is transformed into information that is used to 
produce precise projections and applied to real-life 
circumstances (through inference and analysis). Multiple 
techniques, such as scientific and statistical machine learning 
algorithms, have recently been used in the recognition of 
images and speech, detection of medical ailments, and 
classification [7] and are additionally designed to estimate 
crime rates for a particular year formed on statistical 
information of crime against females. 
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Fig. 1. Rate of Crimes against Women in the Year 2018. 

In a nutshell, it can be said that studying the crime data 
helps us to solve criminal cases and is taken as a first step to 
prevent the1 crime via which we can reduce or deter criminals 
and their activities. But depending on raw data is utterly 
erroneous as it contains plenty of noise, incomplete or missing 
values, etc. to confuse the investigation team so that they 
cannot afford either forecast its future features or catch the 
culprit. Hence, to work on such destructed data, we want to 
create a decision-making system that can analyze the crime 
data, find the data uncertainty, and remove the errors. 

The essential part and main motive behind this research 
work is data provenance which is a novelty and is used to train 
the system so that we can work on the uncertainty of the crime 
data against women. Provenance aids in getting into the origin 
of data and various transformations made on the data over 
time. Suppose the analysis is done based on data obtained from 
a particular source that no longer exists or is unavailable to us; 
in that case, the data provenance generated might be the 
guiding light to establish the uncertainty in the data. 

Hence, the contribution of the research for analyzing the 
statistics of women-based crimes in India using crime data 
provenance is as follows: 

1) The information is gathered from NCRB and Kaggle 
between 2001 to 2019, which is further pre-processed to 
remove NAN or missing values. 

2) Later feature scaling techniques such as Min-Max, 
Standard scalar, and PCA is being applied to scale or 
generalize the values. 

3) At the end, the scaled data is further evaluated using 
various evaluation parameters such as accuracy, rmse, R2, 
mse, precision, recall, etc to find the best technique for 
predicting the crime. 

The study has been divided into several sections where 
Section I has been already defined as an Introduction; 
Section II defines the related work. The proposed model is 
demonstrated in Section III, which includes information about 
datasets, libraries, data collection, data provenance, data pre-
processing, feature scaling, algorithms, and evaluative 
parameters. Section IV mentions the results, whereas Section V 
concludes the study. 

II. RELATED WORK 
Many scholars have investigated crime control concerns 

and proposed various crime prediction algorithms. The 
qualities of the techniques and the dataset, along with the 

challenges, have been used as a benchmark (Table I) to 
determine the accuracy of the prediction and generate the 
research gap. In [7], the authors examined and found the key 
factors influencing crime in certain parts of the country. They 
employed clustering, a graphical representation based on 
determining which areas have the greatest and minor crimes. In 
addition, the authors have implemented the Community 
Detection Algorithm. The authors presented a method for 
predicting crime without human involvement [8] using 
computer vision and machine learning technologies. The paper 
employed rectified linear units (ReLU) and convolutional 
neural networks (CNN) to identify weapons in images, such as 
knives or guns. This aided in confirming the occurrence of a 
crime and identifying the event's site. The results looked highly 
accurate, with roughly 92% accuracy for a test set. In [9], the 
authors developed a provenance capturing mechanism that 
aims to trace digital evidence's transformation to bolster the 
trustworthiness of digital evidence when the incident response 
takes place on the affected system. In their work, the data 
provenance was recorded simultaneously in both the systems, 
i.e., the incident response system and the affected system. 

Likewise, in [10], the authors employed a variety of 
machine learning algorithms on data of criminal cases in India 
to find patterns in criminal activities in a particular 
geographical location. The aim was to reduce the number of 
pending criminal cases by classifying them based on their 
crime patterns to solve them faster. Different machine learning 
algorithms were applied, and a comparison was made based on 
several parameters to find the best algorithm to solve this 
problem efficiently. It had been concluded that the Random 
Forest Classification method was best suited to predict the 
desired results after classification. In [11], the authors created a 
prediction model that can be used for the prognosis of crime 
rates accurately, and they tested the accuracy of six different 
types of Machine learning algorithms on crime data, which 
included Linear Regression, SVM, KNN, decision trees, Nave 
Bayes and CART (Classification and Regression Tree). The 
authors of [12] described how the frequency of crimes and 
crime features in India, such as rape, sexual assault, and 
kidnapping, may be examined using machine learning models 
in the investigation process. 

Similarly, in [13], the authors worked on several machine 
learning algorithms predicting crimes. They devised a new 
framework to combine two machine learning algorithms, i.e., 
XGBoost and TF-IDF, to improve the results of various 
algorithms used in text mining to predict crimes. The 
improvement of data accuracy to strengthen the accuracy of 
crime prediction overweighs the optimization process of 
algorithms. The inaccuracy of crime data might result in an 
inaccurate prediction of a specific category of crime that has its 
basis in the historical data. Training a good classification 
model is imperative in improving the accuracy of data, which 
in turn forms the basis for analyzing and accurately predicting 
crime. The text-based classification of theft crime data based 
on the two algorithms, i.e., XgBoost and TF-IDF, were also 
used to get a logical and error-free classification effect of data. 
This was a constructive trial at a machine learning algorithm 
for data mining of police-related data and quintessential for 
predicting crime. 
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TABLE I. ANALYSIS OF THE PREVIOUS WORK 

Ref Dataset Techniques Outcomes Limitation 

[8] 

Dataset 
containing 
criminal 
tools 

CNN, ReLu Accuracy = 
90.02% 

High 
computational 
cost 

[11] Real world 
data KNN Mean = 0.33 

Accuracy 
needed to be 
improved 

[34] Crime 
reports 

Visionary 
system, 
natural 
language 
processing 

The system 
detected the 
crime based 
on analysing 
analytic 
provenance 
trails. 

Multiple 
techniques 
needed to be 
incorporate 
for achieving 
the better 
results 
 

[30] NCRB data Linear 
Regression Acc = 83% Limited 

dataset 

[13] 

data 
collected 
from 2009 
to 2019 

Tf-IDF, 
XGBoost 
model 

Prec = 92.3% 
Rec = 91.6% 
F1 score = 
91.9% 

Values of 
performance 
metrics needs 
to be 
enhanced 

[31] 

Data 
collected 
from past 
10 years 

Logistic 
Regression 

Acc = 
80.769% 

Less 
scalability 

Random forest Acc= 
76.923% 

Naïve Bayes Acc = 
80.769% 

Decision tree Acc= 
76.923% 

[33] Crime 
dataset 

Huber 
Regression 

Results 
obtained in the 
form of 
predictions 
and score of 
each state 
where women 
crime has 
taken place 

Design 
complexity 

No research on data provenance classification in criminal 
data has been conducted. Scientific data is kept in databases. 
Therefore, provenance management solutions were created 
with that in mind. No system has taken the provenance of 
crime data and its implementation concerns and challenges into 
account. Various women-based crimes have been targeted 
using multiple machines and deep learning techniques. Still, it 
has been discovered that researchers have encountered specific 
issues, either in terms of detection or system performance. A 
few models, such as logistic regression, KNN, Relu, and SVM, 
had a complex design, used a limited dataset, or needed 
improvement in their performance. As a result, the research's 
primary motivation is to fill the gaps to forecast a better system 
for detecting crime utilizing data provenance. 

III. PROPOSED SYSTEM 
A framework has been designed to analyze the statistics of 

women-based crimes in India, named the Crime Data 
Provenance Framework, as shown in Fig. 2. This framework 
aims to design a methodology to use the provenance of the 
given crime data in the form of annotations (a subtext or 
metadata which provides additional information about the 
actual data) to create crime classes that are used further for the 

classification and prediction of crime data. There are a variety 
of crime sub-categories in this framework which has become 
the basic building block, and prediction models have been 
applied. The results have been compared and analyzed. The 
framework has only been implemented for a single category of 
crime, i.e., crime against women. The various steps in the 
framework are categorized into several sub-sections wherein 
each sub-section elucidates the purpose and tasks performed in 
each step. 

A. Data Collection 
The data has been accumulated from the government 

website named National Crime Record Bureau (NCRB) [35] 
and Kaggle [36]. The website was established on 11th March 
1986. The general aim was to empower Indian Police with 
Information Technology and Criminal Intelligence to make law 
enforcement more productive. The data from 2001 to 2015 was 
in .xls format, and the rest from 2015 to 2019 was in pdf 
format. Some books helped to understand how crime 
provenance trends can be represented in a textual form that 
could later become part of Provenance. The first book, named 
‘Violence Against Women in India’ prepared by International 
Center for Research on Women, aimed at elaborating on the 
trends and patterns in crime against women, and the second 
book was ‘Tackling Violence Against Women: A Study of 
State Intervention Measures’ which was a report prepared by 
Bhartiya StreeShakti, a voluntary, autonomous, apolitical 
organization committed to empowering women, families and 
the society at large. The report aimed to study different aspects 
of crime against women by taking perspectives from other 
professionals like Lawyers, Police Personnel, Public 
Prosecutors, and Medical Officials [12]. 

At a fleeting glance, the data seemed to have a lot of 
dimensions as there were a lot of crime subcategories. There 
were several crime categories as shown in Fig. 3 and each 
category had further subcategories. Each crime subcategory 
had different crime status categories. For instance, our crime 
category was CRIME AGAINST WOMEN. Further, it had 
subcategories such as cruelty by husband and relatives, 
kidnapping of women and girls, Indecent Representation of 
Women (Prohibition) Act, 1986, and many more. 

  
Fig. 2. Crime Data Provenance Framework. 
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Fig. 3. Various Crime Categories under Crime against Women. 

B. Provenance Generation 
The crime against women has been subcategorized based 

on physical or mental abuse, or both caused to women under 
various circumstances with varying intentions. Different laws 
are formulated to deal with cases for each crime category, and 
they have been listed along with their annotations as a small 
sample data in Table II. 

In addition to this, the number of cases for different 
categories of crime reported at various places has also been 
organized and segregated according to various States and 
Union territories. As we know, India has 28 States and 8 Union 
Territories, and the data has been compiled by the number of 
cases of different crime categories reported in these places. The 
states and union territories have been annotated to be used as 
Provenance for crime prediction purposes. Table III consists of 
the name of a state and a Union Territory and their annotations 
as a sample. 

TABLE II. SAMPLE OF ANNOTATIONS FOR DIFFERENT CRIME 
CATEGORIES 

Case Sub-categories  Crime Act/Section Case Code 
(Annotations) 

Rape Section 376 IPC CSR-376 
Kidnapping & Abduction of 
Women & Girls Sec. 363-373 IPC CSK-363-373 

Commission of Sati Prevention 
Act 1987 NA CSSP-1987 

Protection of Women from 
Domestic Violence Act 2005 NA CSDV-2005 

TABLE III. SAMPLE OF ANNOTATIONS FOR DIFFERENT STATES AND 
UNION TERRITORIES 

Name of the State/Union Territory State/UT Code(Annotations) 
Arunachal Pradesh SCAR 
Puducherry UTPU 
Himachal Pradesh SCHP 
Jharkhand SCJH 
Karnataka SCKA 
Kerala SCKE 
Madhya Pradesh SCMP 
Maharashtra SCMH 
Manipur SCMA 
Meghalaya SCME 
Mizoram SCMI 

C. Crime Data Pre-processing Phase 
The Preprocessing of data is necessary to clean it and make 

it suitable for a machine learning model, which improves the 
effectiveness and precision of the machine learning model. 
Loading libraries and setting up the platform is the prerequisite 
to initializing the process of Data pre-Processing Fig. 4. 
Several Python libraries, such as Matplotlib, Numpy, Sklearn, 
Itertools, SimpleImputer, Seaborn, Maths, and Pandas, have 
been loaded to perform specific functions [14-16]. 

 
Fig. 4. Preprocessing of Dataset. 

D. Exploratory Data Analysis 
The pre-processed data has been categorized into various 

categories, including the most unsafe and safe states for 
women in India from 2001 to 2013, as displayed in Fig. 5. The 
classification of different categories of women-based crimes, 
distribution of cases convicted per year, and distribution of 
cases reported per year (i.e., from 2001 to 2010) has been 
displayed in Fig. 6 and Fig. 7, which show that the convicted 
cases in terms of the total number of crimes against women 
range from 25000 to 35000 while as in the year 2010. 

  
Fig. 5. Most Unsafe and Safe States for Women in India. 

 
Fig. 6. Convicted Cases of Crime against Women in India. 
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Fig. 7. Reported Cases of Crime against Women in India. 

 
Fig. 8. Statewise Records of Rape Cases in 2019. 

 
Fig. 9. Statewise Records of Kidnapping and Abduction in 2019. 

In addition, Fig. 8 and Fig. 9 explore the data for the most 
recent year, 2019, the statistics displaying states that fell most 
heavily in crimes such as rape, the modesty of women, cruelty 
by husbands, kidnapping, and so on. The state of Haryana had 
the most rape cases, followed by Madhya Pradesh, while Tamil 
Nadu had the least. Similarly, Maharashtra ranked first in 
kidnapping and abduction, while Tamil Nadu and Kerala tied 
for last place. Dowry deaths have decreased dramatically 
across the country, with at least five states reporting the lowest 
number of women affected by dowries. Women's molestation 
has also reduced in several states, including Gujarat, Jammu & 

Kashmir, and many other conditions. Uttar Pradesh, Andhra 
Pradesh, and other states have many offenses involving spouse 
or relatives' maltreatment. 

On the other hand, Andhra Pradesh ranks first among all 
states regarding girl importation as we know that the input to 
all these attributes is in numerical data. Hence, standardizing it 
using various scaling techniques mentioned in the next section 
is essential. 

E. Feature Scaling 
Feature scaling is the final stage in machine learning data 

processing. It is a method for standardizing the independent 
variables in a dataset within a given range. Multiple scaling 
techniques can be used here, but the one given priority is the 
one that offers more optimized results after normalizing the 
data [17-21]. Hence in this section, the scaling techniques such 
as Min-Max Scalar, Principal component analysis, and 
Standard Scalar have been used to showcase the performance 
of machine learning models such as decision tree, gradient 
boosting, and its many versions and random forest. These 
models have been applied to the dataset taken from various 
women-based crimes like cruelty by husbands, rape cases, an 
insult to modesty, kidnapping and abduction cases, dowry 
deaths, and importation of girls and are shown graphically in 
Fig. 10 to 12. 

1) Min Max: The entire data is scaled between 0 and 1. To 
calculate min-max, the formula is shown in Eq. (1): 

𝑥𝑠𝑐𝑎𝑙𝑒𝑑 = (𝑥−𝑥𝑚𝑖𝑛)

(𝑥−𝑥𝑚𝑎𝑥)
 R             (1) 

 

 
Fig. 10. Analysis of Algorithms using Min-Max Scalar. 
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On assaying Fig. 10, it can be said CatBoost worked well 
for importaton of girls, cruelty by husband, insult to modesty, 
and rape cases by 60, 93.4, 73.4, and 94 R2 score, respectively 
while as XgBoost obtained great score in dowry death cases 
and kidnapping by 81 and 94 R2 score respectively. On the 
other hand, for both mean square error and root mean square 
error best values have been obtained by CatBoost and XgBoost 
as compared to the other algorithms. 

1) Standard scalar: It scales the values in such a way 
where the standard deviation or variance is 1 and mean is 0. 
The formula is shown in Eq. (2): 

𝑥𝑠𝑐𝑎𝑙𝑒𝑑 = (𝑥−𝑚𝑒𝑎𝑛)

𝑠𝑡𝑑_𝑑𝑒𝑣
 R             (2) 

 

 

 
Fig. 11. Analysis of Algorithms using Standard Scalar. 

The analysis in Fig. 11 determines that CatBoost worked 
well for the importation of girls, cruelty by husbands, an insult 
to modesty, and rape cases with 79, 93.4, 78.4, and 98 R2 
scores, respectively. At the same time, XgBoost obtained a 
great score in dowry death cases and kidnapping with 89 and 
96 R2 scores, respectively. On the other hand, for root mean 
square error and mean square error, the best values have been 
obtained by CatBoost and XgBoost as compared to the other 
algorithms. 

2) Principal component analysis: A statistical technique 
in determining interrelations among a set of variables. The 
conversion of correlated variables to a set of uncorrelated 
variables takes place. 

 

 

 
Fig. 12. Analysis of Algorithms using Principal Component Analysis. 

On assaying Fig. 13, it can be said that LightGBM, 
CatBoost, XgBoost, and Random Forest gave better results for 
the women crime dataset by 63, 90.4, 80, 90 R2 scores, 2.76, 
31.6,20.3,64.6 root mean square error value for data such as 
importation of girls, cruelty by husband, dowry, and rape, 
respectively. 

The Scaling technique that gave the best results after 
normalizing the data was Standard Scalar. After feature 
scaling, the dataset has been divided into two halves. The first 
half consists of 75% of the training dataset, and the remaining 
half has a 25% testing dataset on which application of machine 
learning algorithms has been made. 

F. Model Selection 
Various machine learning models have been applied on the 

women crime dataset. A variety of models have been used on 
the dataset as one particular model cannot give accurate results 
as each model has its own characteristics and working 
technique. The output produced by each one of them is 
compared to get the best results. Features of each one of them 
have been discussed subsequently. 

1) Decision tree: It is a representation of every all 
probable solutions to a problem/decision which is based on 
particular specifications [20]. It is organized in a tree-like 
form with two nodes: the Leaf Node and the Decision Node 
and Leaf nodes keep track of the outcomes of those decisions 
and have no other branches, on the other hand Decision nodes 
can have multiple branches depending upon the number of 
decisions made [21]. The features of the given dataset are used 
to make judgments or run tests. The values of decision tree 
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can be calculated by computing the impurity of a node and its 
entropy which are shown in Eq. (3) and Eq. (4): 

𝐼𝐺(n) = 1 − ∑ (𝑝𝑖)2𝐽
𝑖−1               (3) 

where J is the count of classes present in the node and p is 
the distribution of the class in the node. 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦 = ∑ −(𝑝𝑖)∗𝑙𝑜𝑔2(𝑝𝑖)𝑐
𝑖 = 1              (4) 

where C is the number of classes present in the node and p 
is the distribution of the class in the node. 

2) XgBoost: It is based on the concept of gradient 
boosting. It also makes use of decision trees. It is a custom, 
parallelized tree building algorithm which contains several 
decision trees. It provides features like efficient handling of 
missing data, and automatic feature selection [18]. 

3) Gradient boosting: Gradient Boosting is one of the 
most powerful techniques to construct predictive models. It 
trains many models in parallel. Every new model minimizes 
the loss function using the Gradient Descent Method. It is a 
greedy algorithm, and overfitting of the training dataset can 
happen quickly. It benefits from regularization methods by 
penalizing various parts of the algorithm and improving the 
algorithm's performance by reducing overfitting [22]. 

4) Random forest: It uses the concept of many decision 
trees to solve a compounded problem and helps improve the 
model's performance [23]. A random forest has the following 
characteristics. It combines several decision trees from distinct 
subsets of the provided dataset and averages them to increase 
the dataset's predicting accuracy. The number of trees and 
precision has a linear relationship, which helps to avoid over-
fitting. It is divided into two phases: In the first phase, a 
random forest is created by mixing N decision trees, and in the 
second phase, predictions are made for every tree formed in 
the former step. The Random Forest algorithm is solved by 
Eq. (5) to Eq. (8): 

𝑅𝐹𝑓𝑖i =
∑ 𝑛𝑜𝑟𝑚𝑓𝑖𝑖𝑗  
j𝑒𝑎𝑙𝑙 𝑡𝑟𝑒𝑎𝑠

𝑇
            (5) 

𝑛𝑜𝑟𝑚𝑓𝑖i = 𝑓𝑖𝑖
∑ 𝑓𝑖𝑗  
𝑗𝑒𝑎𝑙𝑙 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠 

             (6) 

𝑓𝑖i =
∑ 𝑛𝑖𝑗  
jinode j splits on feature i 

∑ 𝑛𝑖𝑘  
𝑘𝑒𝑎𝑙𝑙𝑛𝑜𝑑𝑒𝑠 

            (7) 

𝑁𝑖𝑗 = 𝑊𝑗𝐶𝑗 − 𝑊𝑙𝑒𝑓𝑡(𝑗)𝐶𝑙𝑒𝑓𝑡(𝑗)−𝑊𝑟𝑖𝑔ℎ𝑡(𝑗)𝐶𝑟𝑖𝑔ℎ𝑡(𝑗)           (8) 

Here ni j means importance of node j, Wj = weighted 
number of samples reaching node j, Cj = the impurity value of 
node j,  left(j)= child node from left split on node j, right(j) = 
child node from right split on node j, fi i = the importance of 
feature i, RFfii = the importance of feature i calculated from all 
trees in the Random Forest model, normfi = the normalized 
feature importance for i in tree j, 𝑇 = total number of trees [19]. 

5) CatBoost: CatBoost is an open-source algorithm which 
uses gradient boosting on decision trees. It allows the use of 
non-numerical. It uses a combination of one-hot encoding and 
an advanced mean encoding [24]. 

6) LightGBM: Microsoft created LightGBM, a free and 
open-source distributed gradient boosting platform for 
machine learning. It's a decision tree-based gradient boosting 
framework that improves a model's efficiency while 
minimizing the utilization of memory. It uses a split strategy 
which is leaf-wise rather than level-wise, and consequently 
produces complex trees, which is the primary factor in 
attaining higher levels of accuracy [25]. 

G. Evaluation Metrics 
Various evaluation metrics have been used such as 

accuracy; F1 score, precision, recall, root mean square error, 
and R score to test the performance of the applied machine 
learning models. Each one of them has been discussed briefly 
below: 

Accuracy: The percentage of predicted values that match 
actual values is calculated by accuracy [25] and is shown in 
Eq. (9). 

𝐴𝑐𝑐 = 𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝑇𝑟𝑢𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒

     (9) 

F1 Score: It is used to assess the authenticity of a test. The 
Harmonic Mean of precision and recall is the F1 Score which 
has ranges between 0 and 1. It tells you how accurate and how 
robust our classifier is [26]. It is calculated by Eq. (10). 

𝐹1 𝑆𝑐𝑜𝑟𝑒 = 2 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙 
𝑅𝑒𝑐𝑎𝑙𝑙+𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

         (10) 

Precision: It is the number of positive classifiers divided by 
the total number of positives both true as well as false number 
of correct positive outcomes. [25]. It is calculated by Eq. (11). 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

        (11) 

Recall: The number of rational positive results divided by 
total relevant samples [25]. It is calculated by Eq. (12). 

𝑅𝑒𝑐𝑎𝑙𝑙 = 𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒

        (12) 

Root mean square error: Euclidean distance uses to indicate 
how far predictions differ from true measured values [27]. It is 
one of the most widely used criteria for assessing the accuracy 
of predictions [28]. The root mean square error is calculated by 
Eq. (13). 

𝑅𝑀𝑆𝐸 = �∑ 𝐼𝐼𝑥(𝑗)−𝑥(𝑗)𝐼𝐼2

𝑛
 𝑗

𝑖=1           (13) 

where n denotes the number of data points, x(j) refers to the 
j-th measurement, and x(j) belongs to the prediction which 
corresponds to the measurement. 

R2 score: It is known as coefficient of determination. It is 
the proportion of the variance in the dependent variable that is 
forecasted from the independent variable(s) [13] and is 
calculate by Eq. (14). 

𝑅2 = 1 − 𝑆𝑆𝑅𝐸𝑆
𝑆𝑆𝑒𝑟𝑟

           (15) 

where SSRES is the residual sum of squared errors and SSerr 
is the total sum of squared errors. 
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IV. RESULTS 
The performance of the algorithms based on the various 

parameters such as accuracy, recall, root mean square error, 
precision, and F1 score has been computed during testing 
phase as shown in Table IV along with the discussion. 

TABLE IV. COMPUTATION OF VARIOUS METRICS FOR MACHINE 
LEARNING MODELS 

Algorithms 
Metrics 
Accuracy Recall RMSE Precision  F1 Score 

Decision Tree 72 71 2.31 77 71 
Random Forest 92 85 0.91 86 85 
Gradient 
Boosting 74 80 2.25 79 80 

Xgboost 88 78 1.35 78 78 
CatBoost 79 84 2.11 84 85 
LightGM 80 84 1.98 85 85 

 

 

 

 

 

 
Fig. 13. Evaluation of Various Machine Learning Models using Three 

Different Metrics 

On analyzing it can be said that random forest obtained the 
highest accuracy by 92%, recall by 85% and precision by 86%, 
F1 score by 85% on comparison with other algorithms. Besides 
this, each woman's recall, precision, and F1 score based on 
criminal activities such as dowry deaths, sexual harassment, 
importation of girls, prohibition act, sati prevention act, etc., 
have also been computed shown in Fig. 13. These parameters 
have been calculated to analyze the work of each learning 
model, as mentioned. 

V. DISCUSSION 
In this research paper, the proposed system checks the 

credibility of the women based crime data by applying various 
machine learning models. Their performances have been 
evaluated using various evaluation metrics such as accuracy, 
recall, precision, F1 score, and root mean error square, with 
random forest achieving the highest accuracy of 92%, recall of 
85%, the precision of 86%, F1 score of 85%, and the root mean 
square error value of 0.91 is obtained which is highest when 
compared to other algorithms. In addition to this, the work of 
various researchers in analyzing women's crime using different 
datasets has been also considered and compared with our study 
to understand our research work in a more efficient manner as 
shown in Table V. 

TABLE V. COMPARATIVE ANALYSIS OF PREVIOUS WORK WITH OUR 
WORK 

Ref Techniques Dataset Accuracy 
(%) 

 [29] Random 
forest Crime in India dataset 86 

 [30] Linear 
regression 

National Crime Records Bureau 
(NCRB) crime data 83 

[31] Naïve Bayes Collection of data from 2001 to 
2012 81 

[32] KNN Primary data 77 

Our 
study 

Random 
forest 

National Crime Record 
Bureau from year 2001 to 2019 92 

After comparing, it has been concluded that our study has 
achieved a great result in terms of accuracy for the National 
crime record bureau (2001-2019) with 92%, while linear 
regression has obtained less accuracy by 83% on applying the 
data that has been collected from the same repository. Overall, 
KNN has obtained the lowest accuracy value by 77% while 
working on the primary data. 

VI. CHALLENGES FACED DURING RESEARCH WORK 
During this research, we faced specific challenges while 

collecting the data, which is the most important step for crime-
based research. Like this, the three main problems that we 
came across were: 

1) No uniformity in Data: The data collected initially from 
2001 to 2015 had a different data format and many parameters 
related to the case status. Still, the data from 2015 onwards 
was more compressed and less comprehensive. In addition, 
many crimes go unreported, and no one has a record of them. 
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2) Varying data formats: The data from 2001 to 2016 was 
in excel format and had a different format and parameters, and 
data from 2016 onwards was in pdf format and had a different 
set of parameters. A lot of time was taken to pre-process data 
into a desired, standardized format. 

3) Size of the crime data: The data was huge as there are 
11 sub-categories of crime against women, and each crime 
sub-category case status is stored. There are 13 types of case 
status. All this information is stored for 27 states and 8 Union 
Territories. The records taken were for 15 years. As the data 
size was huge, rectifying the problems with the data was an 
uphill task. Along with it, the data taken from books was 
compatible for analysis. 

4) Missing values in crime data: There were a lot of 
missing values in the data, so the data cleaning was time-
consuming. Hence, the SimpleImputer technique was used to 
handle missing data. 

VII. CONCLUSION 
The study focuses on the investigation of women's crime 

statistics such as rape, abduction, dowry deaths, molestation, 
sexual harassment, cruelty to family, importation of girls, 
immortal traffic, dowry prohibition act, prohibition act, sati 
prevention act, and others from 2001 to 2019 in various Indian 
states using data provenance and machine learning models. It 
has been discovered that Random Forest proved to be the best 
approach when compared to the others. Moreover, the 
proposed system demonstrates that the algorithms used for 
machine learning perform effectively in analyzing various 
crimes against women across states and union territories. 
Hence, the same technique can also be applied to search for 
information about other crimes in states with a higher crime 
rate. In addition, deep learning algorithms might be utilized to 
improve prediction accuracy while dealing with complex 
criminal cases in India. 

REFERENCES 
[1] Das, Priyanka, and Asit Kumar Das. "Crime analysis against women 

from online newspaper reports and an approach to apply it in dynamic 
environment." 2017 International Conference on Big Data Analytics and 
Computational Intelligence (ICBDAC). IEEE, 2017. 

[2] Hagan, Frank E. Crime types and criminals. Sage, 2009. 
[3] Balasubramanian, t. “Violence against women’s in India”. Journal of 

shanghai jiaotong university, 876-892, 2020. 
[4] Saravanan, Parthasarathy, et al. "Survey on crime analysis and 

prediction using data mining and machine learning 
techniques." Advances in Smart Grid Technology. Springer, Singapore, 
2021. 435-448. 

[5] Mittal, Mamta, et al. "Monitoring the impact of economic crisis on 
crime in India using machine learning." Computational Economics 53.4 
(2019): 1467-1485. 

[6] Shah, Neil, Nandish Bhagat, and Manan Shah. "Crime forecasting: a 
machine learning and computer vision approach to crime prediction and 
prevention." Visual Computing for Industry, Biomedicine, and Art 4.1 
(2021): 1-14. 

[7] Braga, Anthony A., et al. "Hot spots policing of small geographic areas 
effects on crime." Campbell Systematic Reviews 15.3 (2019): e1046. 

[8] Nakib, Mohammad, et al. "Crime scene prediction by detecting 
threatening objects using convolutional neural network." 2018 
International Conference on Computer, Communication, Chemical, 
Material and Electronic Engineering (IC4ME2). IEEE, 2018. 

[9] Englbrecht, Ludwig, et al. "Enhancing credibility of digital evidence 
through provenance-based incident response handling." Proceedings of 
the 14th International Conference on Availability, Reliability and 
Security. 2019. 

[10] Telugu M.,Vaddemani Sai M., K V Sai S. ,G. Shriphad R. Crime Data 
Analysis Using Machine Learning Models”, IJAST, vol. 29, no. 9s, pp. 
3260 – 3268, 2020. 

[11] Tamilarasi, P., and R. Uma Rani. "Diagnosis of crime rate against 
women using k-fold cross validation through machine learning." 2020 
Fourth International Conference on Computing Methodologies and 
Communication (ICCMC). IEEE, 2020. 

[12] Anjali, “ Women empowerment and constitutional provisions”. In 
Legalserviceindia.com. 

[13] Qi, Zhang. "The text classification of theft crime based on TF-IDF and 
XGBoost model." 2020 IEEE International Conference on Artificial 
Intelligence and Computer Applications (ICAICA). IEEE, 2020. 

[14] Shermila, A. Mary, Amrith Basil Bellarmine, and Nirmala Santiago. 
"Crime data analysis and prediction of perpetrator identity using 
machine learning approach." 2018 2nd International Conference on 
Trends in Electronics and Informatics (ICOEI). IEEE, 2018. 

[15] Amponsah, Wellington, and Parvinder Kaur. "Exploratory Data 
Analysis And Crime Prevention Using Machine Learning: The case of 
Ghana.". 

[16] Mishra, Shivani, and Suraj Kumar. A comparative study of crimes 
against women based on Machine Learning using Big Data techniques. 
No. 4376. EasyChair, 2020. 

[17] Tamilarasi, P., and R. Uma Rani. "Predict the Crime Rate Against 
Women Using Machine Learning Classification Techniques." Data 
Science and Its Applications. Chapman and Hall/CRC, 2021. 295-313. 

[18] Durgapal, Vartika Hari. "Crime Based Evaluation of GPS Network 
Using Machine Learning Techniques." 2022 4th International 
Conference on Smart Systems and Inventive Technology (ICSSIT). 
IEEE, 2022. 

[19] Prabakaran, S., and Shilpa Mitra. "Survey of analysis of crime detection 
techniques using data mining and machine learning." Journal of Physics: 
Conference Series. Vol. 1000. No. 1. IOP Publishing, 2018. 

[20] Ivan, Niyonzima, et al. "Crime Prediction Using Decision Tree (J48) 
Classification Algorithm." (2017). 

[21] Patel, Nisarg P., et al. "Fusion in Cryptocurrency Price Prediction: A 
Decade Survey on Recent Advancements, Architecture, and Potential 
Future Directions." IEEE Access 10 (2022): 34511-34538. 

[22] Ghankutkar, Surabhi, et al. "Modelling machine learning for analysing 
crime news." 2019 International Conference on Advances in Computing, 
Communication and Control (ICAC3). IEEE, 2019. 

[23] Mistry, Chinmay, et al. "MedBlock: An AI-enabled and blockchain-
driven medical healthcare system for COVID-19." ICC 2021-IEEE 
International Conference on Communications. IEEE, 2021. 

[24] Kumar, Yogesh, Komalpreet Kaur, and Gurpreet Singh. "Machine 
learning aspects and its applications towards different research 
areas." 2020 International conference on computation, automation and 
knowledge management (ICCAKM). IEEE, 2020. 

[25] Rawat, Romil, et al. "Analysis of darknet traffic for criminal activities 
detection using TF-IDF and light gradient boosted machine learning 
algorithm." Innovations in electrical and electronic engineering. 
Springer, Singapore, 2021. 671-681. 

[26] Sachin Bhardwaj Yogesh Kumar, M. K. P. K. R. Recent Trends of Data 
Mining in the Field of Intrusion Detection System. Journal of Critical 
Reviews, 7, 2360–2365,2020. 

[27] Parekh, Raj, et al. "DL-GuesS: Deep Learning and Sentiment Analysis-
based Cryptocurrency Price Prediction." IEEE Access 10 (2022): 35398-
35409. 

[28] McClendon, Lawrence, and Natarajan Meghanathan. "Using machine 
learning algorithms to analyze crime data." Machine Learning and 
Applications: An International Journal (MLAIJ) 2.1 (2015): 1-12. 

[29] Sarah, J., Danny, A., Deen, J., Dongre, L., Chitransh, V. and 
Ramchandhani, H. Analysing Crimes of Indian Datasets Based on 
Machine Learning Methods. In vol 12, issue 8, 2415-2435, 2021. 

500 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 7, 2022 

[30] Ravi Teja, K., et al. "Analysis of Crimes against Women in India Using 
Machine Learning Techniques." Communication Software and 
Networks. Springer, Singapore, 2021. 499-510. 

[31] Prasad, D. S., Rachit Sharma, and V. Anbarasu. "Analysis and 
Prediction of Crime against Woman Using Machine Learning 
Techniques." Annals of the Romanian Society for Cell Biology 25.6 
(2021): 5183-5188. 

[32] Mahmud, Sakib, Musfika Nuha, and Abdus Sattar. "Crime rate 
prediction using machine learning and data mining." Soft Computing 
Techniques and Applications. Springer, Singapore, 2021. 59-69. 

[33] Sonal Singh. “Leveraging ML to Predict Crime Against Women” 
International Journal of Engineering Research & Technology (IJERT) 
,Volume 11, Issue 01 (January 2022), 

[34] Stoffel, Florian, et al. "VAPD: A Visionary System for Uncertainty 
Aware Decision Making in Crime Analysis." Symposium on 
Visualization for Decision Making Under Uncertainty at IEEE VIS 
2015. 2015. 

[35] https://ncrb.gov.in/crimeinindiatablecontents?field_date_value[value][ye
ar]=2019&field_select_additional_table_ti_value=All&items_per_page
=All. 

[36] https://www.kaggle.com/datasets/khanmohammadanas/district-wise-
crimes-in-india. 

501 | P a g e  
www.ijacsa.thesai.org 

https://ncrb.gov.in/crimeinindiatablecontents?field_date_value%5bvalue%5d%5byear%5d=2019&field_select_additional_table_ti_value=All&items_per_page=All.
https://ncrb.gov.in/crimeinindiatablecontents?field_date_value%5bvalue%5d%5byear%5d=2019&field_select_additional_table_ti_value=All&items_per_page=All.
https://ncrb.gov.in/crimeinindiatablecontents?field_date_value%5bvalue%5d%5byear%5d=2019&field_select_additional_table_ti_value=All&items_per_page=All.
https://www.kaggle.com/datasets/khanmohammadanas/district-wise-crimes-in-india
https://www.kaggle.com/datasets/khanmohammadanas/district-wise-crimes-in-india


(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 7, 2022 

502 | P a g e  

www.ijacsa.thesai.org 

XBLQPS: An Extended Bengali Language Query 

Processing System for e-Healthcare Domain 

Kailash Pati Mandal
1
, Prasenjit Mukherjee

2
, Atanu Chattopadhyay

3
, Baisakhi Chakraborty

4
 

Computer Science and Engineering, National Institute of Technology, Durgapur, India
1, 2, 4 

BBA (H) and BCA (H) Department, Deshabandhu Mahavidyalaya, Chittaranjan, India
3 

 

 
Abstract—The digital India program encourages Indian 

citizens to become conversant with e-services which are primarily 

English language-based services. However, the vast majority of 

the Indian population is comfortable with vernacular languages 

like Bengali, Assamese, Hindi, etc. The rural villagers are not 

able to interact with the Relational Database Management 

system in their native language. Therefore, create a system that 

produces SQL queries from natural language queries in Bengali, 

containing ambiguous words. This paper proposes a Bengali 

Query Processor named Extended Bengali language Query 

Processing System (XBLQPS) to handle queries containing 

ambiguous words posted to a Healthcare Information database in 

the electronic domain. The Healthcare Information database 

contains doctor, hospital and department details in the Bengali 

language. The proposed system provides support for the Bengali-

speaking Indian rural population to efficiently fetch required 

information from the database. The proposed system extracts the 

Bengali root word by removing the inflectional part and 

categorizing them to a specific part of speech (POS) using 

modified Bengali WordNet. The proposed system uses manually 

annotated parts of speech detection of a word based on Bengali 

WordNet. Patterns of noun phrases are generated to detect the 

correct noun phrase as well as entity and attribute(s). Entity and 

attributes are used to prepare the semantic table which is utilized 

to create the Structured Query Language (SQL). The simplified 

LESK method is utilized to resolve ambiguous Bengali phrases in 

this query processing system. The accuracy, precision, recall and 

F1 score of the system is measured as 70%, 74%, 73%, and 73% 

respectively. 

Keywords—Relational database management system (RDBMS); 

modified bengali WordNet; LESK algorithm; structured query 

language (SQL); natural language query 

I. INTRODUCTION 

Indian citizens have become more familiar and conversant 
with online or electronic systems like e-banking, e-governance, 
e-health, e-tourism, and e-education due to the empowerment 
through the digital India program. Nowadays most government 
facilities are electronic based. However, the vast majority of 
the Indian population is village based. There are 0.7 million 
villages in India. Most villagers are not accustomed to the 
English-based systems. They are comfortable with their own 
vernacular language(s) and Bengali is one of them. Bengali is 
widely used in West Bengal, Andaman and Nicobar Islands, 
Tripura, Assam, and other states. The Bengali language is the 
official language of Bangladesh, West Bengal and Tripura. 
One of the major e-service requirements in the rural interiors is 
related to healthcare systems. Health care domain-based e-
services in vernacular languages are a really challenging task. 

Today, the query-response model in vernacular language is an 
open research problem in the research community. This is 
because the resources of vernacular languages are very low and 
difficult to implement. A good query response model in the 
Bengali language can be helpful for naive users to extract 
information without any technical knowledge. WordNet plays 
a vital role to develop the query-response model. The Query 
expansion (QE) is a well-known technique used to enhance the 
effectiveness of information retrieval. A new approach for QE 
using Wikipedia and WordNet as data sources is described in 
[1]. The IndoWordNet is an important lexicographic resource 
for different Indian languages. The lexical matrix has been 
used to construct the relational semantics as discussed in [2]. In 
the article [3], The BWN is a WordNet database for the 
Bengali language. It consists of lexical source files, a grinder, a 
WordNet database, and an interface. Using the WNDB 
interface, users can interact with the BWN documents in 
various ways as explained in [3]. The African Wordnet Project 
aims to develop aligned wordnets for African languages 
spoken in South Africa. The focus of this article will be on 
isiZulu as one of the selected languages used in [4]. The 
meaning of an ambiguous word has been determined according 
to its context. The proposed method generates context by 
comparing a doubtful word with words in the input document 
for similarity. The similarity computation is based on 
BabelNet's semantic framework. [5]. 

The naive users who access the online Healthcare 
Information Management System in the Bengali language is a 
challenging task. Therefore, this paper proposes a modified 
Bengali WordNet and a natural language query-response 
system, namely Extended Bengali language Query Processing 
System (XBLQPS) that can handle natural language queries in 
Bengali. This automated system generates responses from the 
knowledge database. A relational Database Management 
System (RDBMS) is used to implement the knowledge 
database. This work is an enhancement of the work of [6], 
where a Query Processing System for the Bengali language has 
been proposed and discussed. 

This research article consists of various sections. Section II 
narrates related works. Section III describes the objective of the 
proposed system where Section IV explains the proposed 
system and Section V describes analysis and discussion of the 
proposed system. Section VI is about the modified Bengali 
WordNet and health information database. Section VII 
illustrates the used tool and IPA notation. Section VIII derives 
the time complexity of the proposed system. Section IX is 
related to analyze the precision, recall, and accuracy of the 
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XBLQPS, Section X presents the limitations and future works. 
The proposed system is concluded in Section XI. 

II. RELATED WORK 

Bengali WordNet databases are useful and a few good 
implementations have been done by Pushpak Bhattacharyya [2] 
and Farhana Farque [3]. The proposed work is influenced from 
Pushpak Bhattacharyya [2], Farhana Farque [3] and A. Haque 
[22]. 

The article [7] stated a question-answering model using 
natural language query where interactions between table and 
question are complex type. The sketch-based approach has 
been applied to solve the complexity as in [7]. Word sense 
disambiguation (WSD) is to find the proper meaning of a word 
in any context. It involves incorporating word knowledge from 
external knowledge resources to remove equivocalness. A 
WSD tool has been implemented using Hindi WordNet where 
it is a knowledge-based approach as in [8]. In the paper [9], the 
sense Induction approach has been used in the algorithm for 
word sense disambiguation (WSD) in Bengali. Ten frequently 
used Bengali ambiguous terms and 200 phrases of each term 
are utilized to test the WSD model. The radix tree-based 
structure is used to keep context information as well as faster 
searching of a word in the paragraph. The WordNet is used as a 
knowledge base to disambiguate the word as discussed in [10]. 
The Case-Based Reasoning interpretation technique was used 
to decipher the confusing word Gurmukhi, also known as 
Punjabi, in Indian Regional Language. The solution to the new 
problem was inferred from the previously solved problems as 
described in [11]. Machine translation at the human level can 
be helpful greatly using WSD. Through the FP-Growth 
method, Authors [12] provide a system for WSD in their study 
as in [12]. The fuzziness of semantic relation has been applied 
in Fuzzy Hindi WordNet (FHWN). Various membership 
values of semantic relations of the FHWN were considered to 
extract the correct sense as in [13]. In the article [14], the 
authors described the root word extraction technique from the 
Bengali inflected nouns by applying well-defined grammatical 
mapping rules (GMRs) between nominal bases and inflections. 
The proposed methodology can be applied to the Bengali 
grammar and inflected words that were described in [14]. To 
decipher the confusing term, the LESK algorithm has been 
utilized. The result set of the proposed system is in line with 
the result set of KBBI as well as provides an accuracy of 

78.6% for one of the ambiguous words while 62.5 % for two 
ambiguous words as explained in [15]. The effort of 
identifying the meaning of a word in a certain situation is 
known as word sense disambiguation (WSD). The novel WSD 
[16] model has been introduced where the proposed model 
calculates each word's meaning uniquely. The creation of 
Arabic WordNet (AWN) has made lexical resources available 
to the Arabic NLP community. The usage of this resource 
cannot be considered because there are fewer AWN Synsets 
than other WordNets that has been elaborated in [17]. In the 
article [18], Vietnamese and Korean both are morphologically 
rich languages. The high homograph rate in the Korean 
language is word ambiguities that affect neural MT (NMT). 
There isn't a sufficient, publicly accessible parallel Korean and 
Vietnamese that can be utilized to train translation models as 
implemented in [18]. A hybrid approach is used for Urdu word 
stemming that is helpful for information extraction, textual 
categorization, data analysis and related applications. This 
proposed approach [19] works on unigram, bigram, and 
trigram features that were discussed in [19]. The word was 
disambiguated by combining the sense relativeness algorithms 
with a neural model in the paper [20]. The proposed model 
works on POS-labeled text corpus and the length of the context 
may be varied as discussed in [20]. The raw collection of 
Bangla text has been used to generate meaning-tagged data. 
The Bangla meaning tagged data contains root word form and 
their POS type of an ambiguous word with 86.95% 
performance as implemented in [21]. The Bangla Word Sense 
Disambiguation System can be distinguished by some 
confusing Bangla phrases. Parsing and detection are two main 
working phases of the proposed system [22]. An Algorithm has 
been developed that clears the confusing word according to the 
categories of ambiguous words that are nouns, adjectives, and 
verbs as in [22]. Authors were focused on how to differentiate 
the important records and generate a summary from them. In 
the proposed system, the authors applied natural language 
processing, WordNet and lexical chains for the summary 
generation of a text as explained in [25]. An Arabic WordNet 
(AWN) has been used to overcome the WSD problem where 
word semantic similarity has been checked by multiple Arabic 
stemming algorithms. This work is related to reducing the gap 
in Arabic NLP compared to English as in [26]. Table I shows 
the results of a comparative investigation of existing systems 
with the proposed system. 

TABLE I. A COMPARISON OF IDENTICAL SYSTEMS USING THE XBLQPS 

SL NO. AUTHOR(S) & SYSTEM METHODOLOGY USED IN SAME TYPE SYSTEM 
METHODOLOGY APPLIED IN THE 

PROPOSED SYSTEM (XBLQPS) 

1 

S. Basuki et al. & LESK Algorithm 

Utilization for Word Sense 

Disambiguation (WSD) for 
Indonesian Homograph Word 

Meaning Determination [15] 

1) The LESK procedure has been used to disambiguate 
Indonesian Homograph Word referred in [15]. 

2) This system provides 78.6% accuracy if one 

ambiguous word present, and 62.5% accuracy if two 
ambiguous words present.  

3) The time complexity has not been discussed for this 

system 

1) The proposed system uses the LESK 
algorithm, modified Bengali WordNet and 

formation of patterns to disambiguate the 

Bengali word.  
2) The overall accuracy of XBLQPS is 70%. 

3) The time complexity has been calculated 

for the proposed system. 

2 

M. S. Kaysar et al.& Applying FP-

Growth Algorithm to Disambiguate 
Bengali Words [12] 

1) The FP-Growth Algorithm has been used to 
disambiguate the Bengali ambiguous word. 

2) This system provides 80% accuracy. 

3) The time complexity has not been specified here. 

1) The LESK has been used to disambiguate 
the Bengali ambiguous word. 

2) The XBLQPS provides 70% accuracy. 

3) The complexity has been computed here. 
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3 

D. O et al. & Word Sense 

Disambiguation Utilizing Word 
Vector Representation from a 

Knowledge-based Graph Based on 

Word Similarity Calculation [5] 

1) The system referred in [5] has been used to 
disambiguate the ambiguous word using similarity 

calculation with help of semantic network structure of 

BabelNet. 
2) This system does not generate pattern(s). 

3) The precision, recall and F1 score on semEval-2013 

dataset are 75%, 75%, and 75% respectively whereas on 
semEval-2015 are 69.2%, 62.6% and 65.8%. 

 

1) The XBLQPS uses LESK algorithm and 

modified Bengali WordNet to disambiguate 
the ambiguous word. 

2) The XBLQPS generates pattern(s). 

3) The precision, recall and F1 score for the 
proposed system are 74%, 73% and 73% 

respectively. 

 

4 

M. Biswas et al. & Construction of a 

Bangla Sense Annotated Corpus for 
Disambiguation of Word Sense [21] 

1) The system referred in [21] creates sense annotated 

corpus containing ambiguous word. 

2) The accuracy of sense annotated corpus is 86.95%. 
3) The time complexity has not been discussed for this 

system. 

1) The XBLQPS creates SQL from the 
Bengali language query containing ambiguous 

word. 

2) The proposed system provides 70% 
accuracy. 

3) The time complexity of XBLQPS has been 

computed. 

5 

K. P. Mandal et al. & An unique 

Bengali Language Query Execution 
System in the field of health [6] 

1) The system referred in [6] does not able to handle the 
query containing ambiguous word. 

2) This system does not use LESK algorithm. 
3) The time complexity of this system is O(n4). 

1) The XBLQPS can process the query 

containing ambiguous word. 

2) This system uses LESK algorithm. 
3) The time complexity of the proposed 

system is O(n3). 

6 

C. Lachichi et al. & Machine 

translation and external linguistic 

elements have been used to enrich 
Arabic WordNet[17] 

1) The system referred in [17] uses  

Machine Translation and External Linguistic 
Resources to enhance the Arabic WordNet.  

2) It is an Arabic WordNet enhancement system.  

3) The average accuracy of this system is 0.48.  

1) The XBLQPS uses Bengali WordNet to 

disambiguate the Bengali ambiguous word. 
2) It is a Bengali language query processing 

system. 

3) The accuracy of the XBLQPS is 0.70. 

7 

A. Haque et al. & Utilizing 

dictionary-based approach, a Bangla 
word sense disambiguation model 

has been proposed [22] 

1) The system referred in [22] is a dictionary based 
Bengali word sense disambiguation system. 

2) The accuracy of this system is 82.40%.  

3) This system does not convert Bengali natural query to 
SQL. 

1) The XBLQPS is a query processing system 
containing Bengali ambiguous word.  

2) The accuracy of the XBLQPS is 70%. 

3) The XBLQPS converts Bengali natural 
language query to SQL. 

III. OBJECTIVE OF THE PROPOSED SYSTEM 

 The main objective of this research is to create a system 
that can handle natural language queries in Bengali in 
the healthcare domain. A naïve user will be able to 
extract healthcare information without any technical 
knowledge. 

 The proposed system will be able to handle natural 
language queries that are containing ambiguous words 
in Bengali. 

 The proposed system will be able to generate a response 
from the Bengali Query that contains ambiguous words. 

 The proposed system will generate SQL from natural 
language queries in Bengali without any manual 
intervention. 

IV. PROPOSED XBLQPS 

Following are the steps of the proposed system: 

Step 1: The user logs into the proposed system and submits 
the Bengali language query. 

Step 2: The system slices the query into token(s). 

Step 3: The root word extraction and POS tagging are done 
with the help of modified Bengali WordNet. 

Step 4: Once the POS tagging is over, the proposed system 
generates pattern(s) with the help of noun and noun phrases. 

Step 5: The ambiguous term is disambiguated using the 
simplified LESK method. The proper sense of an ambiguous 
Bengali word was discovered by examining the most 
significant number(s) of common words existent between the 
word's current context and gloss. 

Step 6: After identification of the correct sense of every 
pattern, entity and attribute are also determined from the table 
named “table_entity_attribute_sensing” for semantic analysis. 

Step 7: Once entity and attribute are detected, a set of 
predefined rules are used to generate an SQL query. 

Step 8: After generating the SQL query, the proposed 
system executes and retrieves desired information from the 
health information database. 

There are three tables in the health information database. 
"table_hospital" contains the hospital's name and address. The 
"table_doctor" includes the doctor's name, qualification, 
specialization, fee, and a particular doctor connected with the 
department and hospital. The “table_department” contains the 
department’s name and which department exists in which 
hospital. 

Finally, the desired result sends to the user. The workflow 
diagram of the XBLQPS is depicted in Fig. 1. The workflow 
diagram (Fig. 1) shows the functionality of each component of 
the proposed system. 
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Fig. 1. Work Flow Diagram of XBLQPS. 

V. ANALYSIS AND DISCUSSION OF THE PROPOSED SYSTEM 

The detailed analysis and description of each component of 
the proposed system are as follows. 

Component 1: Login into the system and submit the query 
in the Bengali language. 

 The user logs in to the proposed system and submits the 
query string in the Bengali language. For instance, a query has 
been provided. The example of query 1 is given in Fig. 2. 

                                             

          ? 

(asansole matʰa kʰaraper tʃikitsar dʒno ɦaspatal kotʰae  
atʃʰe?) 

(Where is a hospital for treatment of mental diseases in 
Asansol?) 

 

Fig. 2. Example Query 1 in Bengali. 

Component 2: Tokenization 

The query string will be sliced into small linguistic units 
called tokens after removing punctuation mark(s). These 
token(s) are stored in a string array. Table II shows the array 
indexing in the string array of the user-submitted query after 
tokenization. 

Component 3: Root word extraction 

The nominal word is the main backbone of SQL formation. 
Often the noun exists in the inflected form in the Bengali 
sentences as Bengali is a highly inflected language. Before 
POS tagging and extraction of correct sense, each token is 
compared with the inflectional part table i.e. 
“table_inflectional_part” which is shown in Table XV in the 
modified Bengali WordNet DB. The proposed system 
compares each token with the inflectional part table, that is, 
Table XV. If any of the inflectional parts in the inflectional part 
table matches with the trailing part of the token, then the 
XBLQPS removes the matched part from the token. In this 
way, the proposed system extracts the root word by removing 
the matched part from the token. If the trailing part of the token 
does not match with the inflectional part table in the Modified 
Bengali WordNet DB, then the XBLQPS will consider that the 
token itself will be a root word. After removing the inflectional 
part, all token(s) will be stored again in another string array. 
After extraction of the root word, the string array has been 
given in Table III. 

TABLE II. TOKENIZATION 

array index 0 1 2 3 4 5 6 7 

String array of 

user query 
          

(asansole) 

     
(matʰa) 

        

(kʰaraper) 

         
( tʃikitsar) 

    (dʒno) 
         

(ɦaspatal) 

       
(kotʰae ) 

    

(atʃʰe) 

TABLE III. ROOT WORD EXTRACTION 

array index 0 1 2 3 4 5 6 7 

String array of root word 
         
(asansol) 

     
(matʰa) 

      
(kʰarap) 

        
(tʃikitsa) 

    
(dʒno) 

         
(ɦaspatal) 

       
(kotʰae ) 

    
(atʃʰe) 
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Component 4: POS tagging 

The proposed system utilizes a POS string array (Table IV) 
with the same length as the string array of the root words 
(Table III) for keeping track of parts of speech of every token. 
The POS string array (Table IV) is helpful for pattern 
generation of noun phrases. The proposed system selects each 
token and compares it with the table named “table_word” 
(Table IX) in the modified Bengali WordNet DB. If the token 
matches with the table named “table_word” in the modified 
Bengali WordNet DB, then the corresponding “word_id” field 
value will be retrieved. The retrieved “word_id” will be 
compared with the “word_id” field of the table named 
“table_sense” is shown in Table XI, from where the proposed 
system will map the “synset_id”. Using “synset_id”, the 
XBLQPS will retrieve the “parts_of_speech” field value from 
the table “table_synset”is given in Table X and that will be 
inserted into the POS string array (Table IV). If the token does 
not match with the modified Bengali WordNet DB, then the 

token will be treated as noun (      ) and that will be inserted 

into the POS string array (Table IV) as a noun (      ). The 
selected token's array index value is same in POS string array 
(Table IV) and string array of root word (Table III). Each token 
of the query will be compared in the modified Bengali 
WordNet DB and on finding a match with a word, it will be 
stored in POS string array (Table IV) in the form of its parts of 
speech derived from the parts of speech definition given 
alongside the word in the modified Bengali WordNet proposed 

in the paper, except the token          (Asansol) which is a 
proper noun; the name of a place. That why the POS string 

array (Table IV) value of          is treated as a noun 

(      ), which means all unknown tokens which do not 
match with the modified Bengali WordNet DB will be treated 

as a noun (      ). The string array after pos tagging has been 
given in Table IV. 

Component 5: Pattern generation of noun phrases 

The noun and noun phrases are very much important for 
entity and attribute(s) identification which are main 
components of SQL formation. The correct noun or noun 
phrases have been identified by pattern generation because 
often the Bengali noun phrase is consisting of more than one 

consecutive noun (      ) or noun with an adjective 

(      ). The proposed system will generate pattern(s) for the 

consecutive noun (      ) or consecutive any combination of 

a noun (      ) and adjective (      ). More than one 

consecutive noun (      ) or combination of noun (      ) 

and adjective (      ) will generate more than one pattern 

whereas nonconsecutive noun (      ) will generate single 

pattern. The token which is not belong the noun (      ) or 

adjective (      ) is simply ignores by the proposed system. 
The system will generate more than one pattern for array index 
0, 1, 2 and 3 of the POS string array (Table IV) because this 

array index contains combination of noun (      ) and 

adjective (      ). The single pattern will generate for array 

index 5 because this is a non-consecutive noun (      ). 
During pattern generation, the token order occurrence will be 
maintained by the proposed system and that will be stored in a 
string array. The string array of pattern has been given in 
Table V. The generated patterns for the user given query are as 
follows. 

1)          (asansol) 

2)      (matʰa) 

3)       (kʰarap) 

4)         (tʃikitsa) 

5)               (asansol matʰa) 

6)            (matʰa kʰarap) 

7)               (kʰarap tʃikitsa) 

8)                     (asansol matʰa kʰarap) 

9)                    (matʰa kʰarap tʃikitsa) 

10)                             (asansol matʰa 

kʰarap tʃikitsa) 

11)          (ɦaspatal) 

Component 6: Sense extraction of pattern(s) using LESK 
algorithm and semantic analysis 

After generation of pattern(s), every pattern will be 
compared with the value of “word_name” field of the table 
named “table_word” (Table IX) in the modified Bengali 
WordNet DB. If the pattern matches with the value of 
“word_name” field of the table named “table_word”, then 
corresponding “word_id” will be fetched. The fetched 
“word_id” will be compared with the value of “word_id” field 
of the table named “table_sense” is shown in Table XI. If the 
match is found then corresponding synset_id will be retrieved. 
Finally, the retrieved “synset_id” will be compared with the 
value of “synset_id” of the table named “table_synset” is 
indicated in Table X. If the match is found then the 
corresponding “parts_of_speech”, “gloss_concept_defination”, 
“example_sentence”, “meaning” and “possible_attribute” 
field’s values will be retrieved from the table named 
“table_synset”. The retrieved “possible_attribute” value will be 
compared with the value of “attribute_name” field of the table 
named “table_entity_attribute_sensing” is specified in Table 
XIV. If the“possible_attribute” field’s value of the table named 
“table_synset” matches with any value of “attribute_name” 
field of table named “table_entity_attribute_sensing”, then 
corresponding row value will be fetched from 
“table_entity_attribute_sensing”. 

TABLE IV. POS TAGGING 

Array Index 0 1 2 3 4 5 6 7 

POS string 

array 
       
(biʃeʃɔ) 

       
(biʃeʃɔ) 

       

(biʃeʃn) 

       
(biʃeʃɔ) 

     

(oboe  ) 
       
(biʃeʃɔ) 

       

(sr[2]bonam) 

     
(kir[2]ia) 
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TABLE V. PATTERN GENERATION OF NOUN PHRASES 

Array 

Index 
0 1 2 3 4 5 6 7 8 9 10 

String 

array of 

patter 

    

     

(asans

ol) 

     
(matʰa
) 

      

(kʰarap

) 

     

   
(tʃikitsa

) 

       

       
(asansol 

matʰa) 

     

      

(matʰa 

kʰarap

) 

          

   (kʰarap 

tʃikitsa) 

          

         

(asansol 

matʰakʰarap) 

     

          

   (matʰa 

kʰarap 

tʃikitsa) 

          

         

        
(asansol matʰa 

kʰarap tʃikitsa) 

       

  

(ɦaspatal

) 

The row which will be fetched from 
“table_entity_attribute_sensing” that will be inserted into 
“table_semantic”is given in Table XVI for semantic analysis 
where the value of “meaning” field of the tablenamed 
“table_synset” will be inserted into the “value” field of the 
table named “table_semantic”, If anytime exists NULL value 
in the “meaning” field then the “value” field of the table named 
“table_semantic” will also be NULL. Sometimes the pattern 
may contain more than one value at the “possible_attribue” 
field. The proposed system fetches all values of 
“possible_attribute” field and compared with value of 
“attribute_name” field of the table named 
“table_entity_attribute_sensing”. The matched row values are 
fetched from “table_entity_attribute_sensing”, inserted into 
“table_semantic” for semantic analysis. If the pattern contains 
NULL value at their “possible_attribue” field then the pattern 
simply ignores by the proposed system. If a “word_id” 
contains only one “synset_id” in the table named 
“table_sense”, that means the pattern is unambiguous .If 
a“word_id” contains more than one “synset_id” in the table 
named “table_sense”, that means the pattern is ambiguous. To 
identify the correct sense of the ambiguous pattern, the 
XBLQPS considers user given query as well as value of the 
“gloss_concept_defination” and “example_sentence” fields of 
the table named “table_synset”. Next step, the system applies 
LESK algorithm referred in [27] to find out correct sense of 
ambiguous pattern(s). The XBLQPS counts the number of 
common word(s) by comparing between current user given 
query with the value of “gloss_concept_defination” field of the 
table named “table_synset” as well as the value of 
“example_sentence field”. The proposed system adds up those 
above-mentioned count values and selects the row value from 
the table named “table_synset” which gives maximum count 
value. The pseudo code of the simplified LESK algorithm is 
shown in Table VI. 

TABLE VI. THE PSEUDO CODE OF THE SIMPLIFIED LESK ALGORITHM 

Function LESK_simple(word, sentence) 
Ideal sense=widely used sense of a word 

Maximum common word=0 

Context=number of word present in the sentence 

Do select every meaning from a set of meaning of every word 

Favourite=a set of words present in the gloss example 

Collision=compute_collision(favourite, context) 
If collision > maximum common word then 

Maximum common word=collision 

Ideal=meaning 
End [27]. 

Eleven patterns have been generated from the user given 

query; among them five patterns i.e     (matʰa),       

(kʰarap),         (tʃikitsa),            (matʰa kʰarap) and 

         (ɦaspatal) match with table named “table_word”. 

The remaining six patterns i.e.          (asansol), 

              (asansol matʰa),              (kʰarap 

tʃikitsa),                     (asansol matʰa kʰarap),      

              (matʰa kʰarap tʃikitsa) and               

              (asansol matʰa kʰarap tʃikitsa) do not match 
with table named “table_word” and the proposed system treats 
these mismatched pattern(s) as a value. These values will be 

compared with the three tables named “table_hospital”,“
table_department” and “table_doctor” are shown in Table 
XVII, Table XVIII and Table XIX respectively. These values 
will be compared with the values present in these three tables 
and on finding a match with any value of among these above 
mention three tables, the corresponding attribute name will be 
retrieved. The retrieved attribute name will be again compared 
with value of “attribute_name” field of the table named 
“table_entity_attribute_sensing”. If the retrieved attribute name 
matches with any value of “attribute_name” field of table 
named “table_entity_attribute_sensing”, that corresponding 
row value will be fetched from 
“table_entity_attribute_sensing” and inserted into 
“table_semantic” for semantic analysis. If these values do not 
match with above mentioned three tables, they are simply 
ignored by the proposed system. 

Among these six patterns, only the pattern          
(asansol) matches with the value of “hos_add” field of the table 
named “table_hospital”, the attribute name i.e. “hos_add” will 
be retrieved. The retrieved “hos_add” attribute again will be 
compared with the value of “attribute_name” field of the table 
named “table_entity_attribute_sensing”. If the “hos_add” 
matches with “attribute_name” field of the table named 
“table_entity_attribute_sensing”, then the row value will be 
fetched and will be inserted into “table_semantic” for semantic 
analysis. Those patterns which match with table named 
“table_word”, some of them are ambiguous and some are 
unambiguous. 

Patterns       (kʰarap),         (tʃikitsa) and          
(ɦaspatal) have single “synset_id” means these patterns are 
unambiguous and their corresponding “possible_attribute” 
field’s value will be retrieved. These retrieved 
“possible_attribute” will be compared with value of 
“attribute_name” field of the table named 
“table_entity_attribute_sensing”. If the retrieved attribute name 
matches with any value of “attribute_name” field of table 
named “table_entity_attribute_sensing”, then corresponding 
row value will be fetched from 
“table_entity_attribute_sensing”. The row which is fetched 
from “table_entity_attribute_sensing”, will be inserted into 

“table_semantic” for semantic analysis. Patterns       

(kʰarap) and         (tʃikitsa) contain NULL value at their 
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“possible_attribute” field that why these patterns will be 

ignored by the proposed system. Pattern          (ɦaspatal) 
contains “hos_name” at their “possible_attribute” field. The 
value “hos_name” is compared with “attribute_nane” field 
value of the table named “table_entity_attribute_sensing”, then 
the row value is fetched and inserted into the “table_semantic” 

for semantic analysis. But patterns      (matʰa) and      

      (matʰa kʰarap) contains more than one synset_ids means 
these patterns are ambiguous. Now the proposed system 

applies the LESK algorithm on patterns      (matʰa) and      

      (matʰa kʰarap) to extract the correct sense. 

The pattern     (matʰa) contains more than one sense in 
the modified Bengali WordNet DB. Here the proposed system 
uses retrieved “gloss_concept_defination” and 
“example_sentence” field value from the table named 
“table_synset” that has been given below. 

Sense 1: gloss_concept_defination –                

                     ,   ,             (the upper 
part of body which contains eyes, nose, ears etc.) 

example_sentence –                                  

                               (It is better to treat 
mental diseases in a hospital which has psychiatric 
department.) 

Sense 2: gloss_concept_defination –             , 

                        

matha – head (head of family, head of a state, leader of a 
nation, head of a group of humans or animals who controls 
others.). 

example_sentence –                           (The 
words of the head of a village is final). Here head of a village is 
human being. 

The user given query will be compared with the 
“gloss_concept_defination” as well as “example_sentence” 

field value of the pattern     . The sense 1 contains maximum 
number of overlapping word(s). These overlapping words are 

    ,         and         . But the sense 2 does contain 

only one overlapping word i.e.     . So the sense 1 will be 

closest sense of the pattern      and the value of 
“possible_attribute” field of that row of the “table_synset” is to 
be selected. The retrieved possible attribute name is again 
compared with value of “attribute_name” field of the table 
named “table_entity_attribute_sensing”. If the retrieved 
attribute name matches with any value of “attribute_name” 
field of the table named “table_entity_attribute_sensing”, then 
corresponding row value will be fetched from the 
“table_entity_attribute_sensing”. The row which will be 
fetched from “table_entity_attribute_sensing”, and that will be 
inserted into “table_semantic” for semantic analysis. 

The pattern            (mentally challenged) contains 
more than one sense in the modified Bengali WordNet DB. 
Similarly, the proposed system will retrieve 
“gloss_concept_defination” and “example_sentence” field 

value from the table named “table_synset” that has been given 
below. 

Sense 1: gloss_concept_defination –                 

               (a mentally challenged living being.) 

example_sentence –                     

                                                  

      (mentally challenged people should be treated by 
psychiatric doctor) 

Sense 2: gloss_concept_defination –             

          (to be unusually anxious over a trivial matter.) 

example_sentence –                               

       (Do not be anxious over such a small matter.) 

The user given query will be compared with 
“gloss_concept_defination” as well as “example_sentence” 

field value of the pattern           . The sense 1 contains 
maximum number of overlapping word(s). The overlapping 

word is        . But the sense 2 does not contain any 
overlapping word(s). So the sense 1 will be closest sense of the 

pattern            and the value of “possible_attribute” field 
of that row of the “table_synset” is to be selected. The retrieved 
possible attribute name will be compared again with value of 
“attribute_name” field of the table named 
“table_entity_attribute_sensing”. If the retrieved attribute name 
matches with any value of “attribute_name” field of table 
named “table_entity_attribute_sensing”, then corresponding 
row value will be fetched from 
“table_entity_attribute_sensing”. The row which will be 
fetched from “table_entity_attribute_sensing”, and that will be 
inserted into “table_semantic” for semantic analysis. Our 
proposed system has disambiguated two Bengali ambiguous 

words      and           as         (mental disease) for 
current context. Therefore two same entries occur for id 4 and 
6 in Table VII. The instance of “table_semantic” for above 
mention user query has been given in Table VII. 

TABLE VII. SENSE EXTRACTION OF PATTERN (S) USING LESK 

ALGORITHM AND SEMANTIC ANALYSIS 

i

d 
entity 

attribut

e_name 

prima

ry_key 

foreig

n_key 

candid

ate_key 
value 

1 
table_ho

spital 
hos_add hos_id   

        (as

ansol)(propoer 
Noun) 

2 
table_ho

spital 

hos_na

me 
hos_id    

3 
table_de

partment 

dept_na

me 
dept_id hos_id  

        (mno

r[2]oɡ)( mental 

disease) 

4 
table_do

ctor 

doc_spe

cialist 
doc_id hos_id dept_id 

        (mno

r[2]oɡ)( mental 

disease) 

5 
table_de

partment 

dept_na

me 
dept_id hos_id  

        (mno

r[2]oɡ)( mental 
disease) 

6 
table_do

ctor 

doc_spe

cialist 
doc_id hos_id dept_id 

        (mno

r[2]oɡ)( mental 
disease) 
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Component 7: SQL formation 

The proposed system will generate SQL from 
“table_semantic”. The proposed system will consider only one 
entry if more than one rows have the same value in entity, 
“attribute_name”, “primary_key”, “foreign_key”, 
“candidate_key” and “value” fields. Id 4 and 6 contains same 
values in“entity”, “attribute_name”, “primary_key”, 
“foreign_key”, “candidate_key” and “value fields”. One entry 
will be deleted between id 4 and 6 from the “table_semantic”. 
Hence the refinement instance of the table named 
“table_semantic” has been given in Table VIII. 

Some predefine postulates have been taken for SQL 
formation from one of our research article has been described 
in [6]. The desired result retrieving query in SQL can be given 
by SELECT attribute 1, attribute 2, attribute 3… attribute n 
FROM entity 1 (table 1), entity 2 (table 2), entity 3 (table 3)… 
entity n (table n) WHERE condition 1 and condition 2 and 
condition 3… and condition n. There are few clauses are fixed 
any retrieving query. These are SELECT, FROM and 

WHERE. The proposed system has to determine the correct 
possible attribute(s), entities and condition(s). Predefine 
postulates have been described below as well as conditional 
flowchart has been given in Fig. 3. 

TABLE VIII. REFINEMENT TABLE OF SEMANTIC TABLE 

i

d 
entity 

attribut

e_name 

prima

ry_key 

foreig

n_key 

candid

ate_key 
value 

1 
table_ho
spital 

hos_add hos_id   
        (as

ansol)(propoer 

Noun) 

2 
table_ho

spital 

hos_na

me 
hos_id    

3 
table_de

partment 

dept_na

me 
dept_id hos_id  

        (mno

r[2]oɡ)( mental 
disease) 

4 
table_do

ctor 

doc_spe

cialist 
doc_id hos_id dept_id 

        (mno

r[2]oɡ)( mental 

disease) 

 

 

Fig. 3. Conditional Flowchart for SQL Rules Generation. 

 

Attribute is 

detected.  

The proposed 

system selects 

distinct entity 

name. 

Conditional part 

of SQL is formed 

IN operator of 

SQL is used 

SQL join 

operation is   

performed 

All conditions are 

joined using AND 

operator 

SQL generation is 

not possible 

The proposed system 

checks table_semantic 

if the entity field==NOT 

NULL and attribute_name 

field ==NOT NULL and 

value field==NULL  

if the entity field 

contains duplicate entry   

if the entity field==NOT 

NULL and  attribute_name 

field ==NOT NULL and 

value field==NOT NULL 

if the entity field==NOT NULL, 

attribute_name field ==NOT 

NULLand value field==NOT 

NULL and more than one row 

contain same  value in entity as well 

as attribute_name fields.  

if primary_key==foreign_key or  

primary_key==candidate_key  

if more than one 

conditions present   

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

No 

No 

No 

No 

No 

No 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 7, 2022 

510 | P a g e  

www.ijacsa.thesai.org 

Postulate i: The proposed system predicts attribute if the 
“entity” field, “attribute_name” field and “value” field of the 
table named “table_semantic” contain NOT NULL, NOT 
NULL, NULL value respectively, then whatever attribute 
present in the “attribute_name” field is treated as attribute. In 
case such type of condition does not occur, then the proposed 
system considers all attributes i.e. denoted by “*”. Finally this 
attribute is appended by “.” operator with their corresponding 
entity field value of that row. 

Postulate ii: The system predicts entity name from entity 
field value(s) of the table named “table_semantic”. For 
duplicate entry the system selects distinct entity field value. 

Postulate iii: The proposed system predicts condition if the 
“entity” field, “attribute_name” field and “value” field of the 
table named “table_semantic” does not contain NULL, NULL, 
NULL value respectively, then whatever attribute present in 
the “attribute_name” field will be treated as condition. This 
attribute will be appended by “.” operator with their 
corresponding entity field value followed by “=” symbol and 
value of the field value of that row in the semantic table. 

Postulate iv: The proposed system determines IN clause in 
condition if the “entity” field, “attribute_name” field and value 
field of the table named “table_semantic” does not contain 
NULL, NULL, NULL value respectively. More than one row 
in the table named “table_semantic”, the “entity” field as well 
as corresponding “attribute_name” field contains same value 
means that particular attribute of that entity has a list of values. 
Then the attribute will be appended by “.” operator with their 
corresponding “entity” field value followed by IN clause and a 

list of values will be placed within opening and closing 
parenthesis separated by “,”. 

Postulate v: The “primary_key” field value of one entity 
matches with “foreign_key” or “candidate_key” of other entity 
that means joining occurs.It is a property of relational database. 
The proposed system appends matched “primary_key” field 
value by “.” with corresponding “entity” field value followed 
by “=” symbol and matched “foreign_key” or “candidate_key” 
value append by “.” with corresponding “entity” field value. 

Postulate vi: The proposed system combines all conditions 
using AND operator if more than one conditions are present. 

The proposed system converts the user given Bengali query 

i.e.                                              

          ? into SQL has been given below. 

SELECT hos_name FROM table_hospital, 
table_department, table_doctor WHERE 

table_hospital.hos_add= '        ' AND 
table_hospital.hos_id = table_department.hos_id AND 
table_department.dept_id = table_doctor.dept_id AND 

table_department.dept_name = '        ' AND 

table_doctor.doc_specialist = '        '. 

Component 8: SQL executed by the proposed system. 

The proposed system will execute the SQL that will be 
generated from user given query i.e. given in Bengali language. 
After execution of the SQL, the expected result will be 
generated. The response of the user query1 has been given in 
Fig. 4. 

 

Fig. 4. Response of the Query 1 in Bengali. 

VI. MODIFIED BENGALI WORDNET AND HEALTH 

INFORMATION DATABASES 

The data repository of XBLQPS is made up of a modified 
Bengali WordNet database and a health information database. 
The modified Bengali WordNet database has been developed 
with help of Bengali WordNet database as referred in [3]. 
Table IX, Table XI, Table XII and Table XIII has been kept 
same as the Bengali WordNet whereas, Table X has been 
modified by introducing two fields named meaning and 
“possible_attribute” by the authors. The Health information 
database contains other tables named 
“table_inflectional_part”,“table_entity_attribute_sensing”,“tabl
e_semantic”,“table_hospital”,“table_department” and 
“table_doctor” which have been introduced and developed by 
the authors. The table named “table_semantic”, 

“table_hospital”, “table_department” and “table_doctor” have 
been taken from our research article referred in [6]. The 
proposed system thus has modified the original WordNet 
database of [3] and shall now be termed as “Modified Bengali 
WordNet DB”. Each word in the Modified Bengali WordNet 
DB contains its parts of speech definition introduced manually 
as according to the largest probability of its use. We have not 
referred to any standard Bengali POS Tagger but to our own 
prepared POS definitions in Modified Bengali WordNet DB. 
The Modified Bengali WordNet DB and Health information 
database consist of a set of tables as follows: 

Structure of table “table_word” 

The table named “table_word” consists of two fields’ 
“word_id” and “word_name”. The field “word_id” is primary 
key field whereas “word_name” field contains Bengali 
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word.Data types and sizes of these two fields are int(10) and 
varchar(100) respectively. The instance of the table 
“table_word” has been given in Table IX. 

TABLE IX. STRUCTURE OF TABLE “TABLE_WORD” 

word_id word_name 

7      (bibʱaɡ) (department) 

16              (ɔptʰɛlmolodʒi)( ophthalmology) 

23 
         (matʰakʰarap)  
(mental disease) 

Structure of table “table_synset” 

The table named “table_synset” consists of “synset_id”, 
“parts_of_speech”, “gloss_concept_defination”, 
“example_sentence”, “meaning” and “possible_attribute”. The 
“synset_id” is the primary key field of this table. The 
“parts_of_speech” field contains possible parts of speech value 
of the Bengali word which is stored in table “table_word”. The 
“gloss_concept_defination”, “example_sentence” and 
“meaning” field contain definition, example of sentence and 
meaning of above mention Bengali word respectively. The 
“possible_attribute” field contains likelihood relationship of a 
particular Bengali word with medical domain. If a 
“possible_attribute” field does not contain any value that 
means it has NULL value.Data types and sizes of these six 
fields are int(10), varchar(50), varchar(150), varchar(200), 
varchar(300) and varchar(150) respectively. The instance of 
the table “table_ synset” has been given in Table X. 

TABLE X. STRUCTURE OF TABLE “TABLE_SYNSET” 

synse

t_id 

parts _of_ 

speech 

gloss 

_conce

pt_ 

definit

ion 

example_s

entence 

meani

ng 

possible_attrib

ute 

2 
      (biʃeʃ

o)(noun) 

     

     

    

      

    

       

        

          

       

 dept_name 

5 
      (biʃeʃ

o)(noun) 

      

  

    

  

     

   

         

     

          

     

       

     

     

    

dept_name,doc
_specialist 

10 
    (kir[2]i

a) (verb) 

     

   

     

     

     

          

          

     

      

       

    

    
 

Structure of table “table_sense” 

The table named “table_sense” has two fields. These two 
fields are “word_id” and “synset_id”. The primary key field 
consists of both fields. This table is used to map a “word_id” to 
its corresponding “synset_id”. Data types and sizes of these 
two fields are int(10) and int(10) respectively. The instance of 
the table “table_ sense” has been given in Table XI. 

TABLE XI. STRUCTURE OF TABLE “TABLE_SENSE” 

word_id synset_id 

7 2 

16 5 

23 10 

Structure of table “table_hypernym” 

The table named “table_hypernym” consists of two fields. 
These two fields are “synset_id” and “hypernym_id". The 
“synset_id” field stores the synsetid value of a Bengali word 
which is stores in the table “table_word” whereas 
“hypernym_id” field value is nothing but a “synset_id” of a 
another word. These two words have hypernym and hyponym 
relationship.Data types and sizes of these two fields are int(10) 
and int(10) respectively. The instance of the table 
“table_hypernym” has been given in Table XII. 

TABLE XII. STRUCTURE OF TABLE “TABLE_HYPERNYM” 

synset_id hypernym_id 

7 3 

8 3 

Structure of table “table_tree” 

The table named “table_tree” consists of two fields. These 
two fields are “hypernym_id” and “parent_id”. The 
“hypernym_id” is “synset_id” of a Bengali word. The 
“parent_id” is parent word id of a hypernym word. This table 
maintains the hierarchical relationship between hypernym and 
hyponym word. The parent_id field value contains zero that 
represents root word of the tree. Data types and sizes of these 
two fields are int(10) and int(10) respectively. The instance of 
the table “table_tree” has been given in Table XIII. 

TABLE XIII. STRUCTURE OF TABLE “TABLE_TREE” 

hypernym_id parent_id 

3 0 

Structure of table “table_entity_attribute_sensing” 

The table named “table_entity_attribute_sensing” consists 
of “id”, “entity”, “attribute_name”, “primary_key”, 
“foreign_key” and “candidate_key”. The “id” field is the 
primary key field of this table. The “entity” field contains name 
of participating entities in medical domain. The 
“attribute_name” field stores attribute name, “primary_key” 
field contains primary key, “foreign_key” contains foreign key 
and “candidate_key” stores candidate key value of 
corresponding entity. The sometimes foreign key and candidate 
key may not exist, that time these key fields contain NULL 
value.The “table_entity_attribute_sensing” is an independent 
table. This tablehas been used to map entity from attribute, or 
primary key, foreign key, candidate key from entity.Data types 
and sizes of these six fields are int(10), varchar(50), 
varchar(50), varchar(50), varchar(50) and varchar(50) 
respectively. The instance of the table 
“table_entity_attribute_sensing” has been given in Table XIV. 
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TABLE XIV. STRUCTURE OF “TABLE_ENTITY_ATTRIBUTE_SENSING” 

i

d 
entity 

attribute_na

me 

primary_

key 

foreign_k

ey 

candidate_

key 

1 
table_hospi

tal 
hos_name hos_id   

2 
table_hospi

tal 
hos_add hos_id   

3 
table_hospi
tal 

hos_district hos_id   

Structure of table “table_inflectional_part” 

The table named “table_inflectional_part” consists of “id” 
and “inflectional_part”. The id field is primary key field of this 
table. The “inflectional_part” field stores inflectional part of 
the Bengali word. Data types and sizes of these two fields are 
int(10) and varchar(50) respectively. The instance of the table 
“table_inflectional_part” has been given in Table XV. 

TABLE XV. STRUCTURE OF “TABLE_INFLECTIONAL_PART” 

id inflectional_part 

1   (ʈi) 

2   (e) 

3    (er[2]) 

Structure of table “table_semantic” 

The table named “table_semantic” includes id, entity, 
“attribute_name”, “primary_key”, “foreign_key”, 
“candidate_key” and “value” fields. The “id” field is the 
primary key of this table. The entity name, corresponding 
attribute name, primary key, foreign key, candidate key and 
value are held by fields named“entity”, “attribute_name”, 
“primary_key”, “foreign_key”, “candidate_key” and “value” 
respectively. The “table_semantic” is an independent table. 
This table has been used to construct the SQL.Data types and 
sizes of these seven fields are int(10), varchar(50), varchar(50), 
varchar(50), varchar(50), varchar(50) and varchar(100) 
respectively. The instance of the table “table_semantic” has 
been given in Table XVI. 

TABLE XVI. STRUCTURE OF “TABLE_SEMANTIC” 

i

d 
entity 

attribute

_name 

primar

y_key 

foreig

n_key 

candida

te_key 
value 

1 
table_hos
pital 

hos_add hos_id   

        (

asansol) 
(propoer 

Noun) 

2 
table_hos

pital 

hos_nam

e 
hos_id    

3 
table_dep

artment 

dept_na

me 
dept_id hos_id  

        (m

nor[2]oɡ)( 

mental 

disease) 

Structure of table “table_hospital” 

The table named “table_hospital” includes “hos_id”, 
“hos_name”, “hos_add”, “hos_district”, and “hos_state” fields. 
The “hos_id” field is the primary key of this table. This 
“hos_id” field used to identify uniquely each entity instance of 

the table. The hospital name, hospital address, district name 
and state name where hospital is situated, are held by fields 
named “hos_name”, “hos_add”, “hos_distrct”, and “hos_state” 
respectively.Data types and sizes of these five fields are 
int(10), varchar(100), varchar(100), varchar(100) and 
varchar(100) respectively. The instance of the table named 
“table_hospital” has been given in Table XVII. 

TABLE XVII. STRUCTURE OF “TABLE_HOSPITAL” 

hos

_id 
hos_name hos_add 

hos_distri

ct 
hos_state 

1 

                

       

 

(mur[2]ʃidabaddʒel

aɦaspatal) 

(Murshidabad 
District Hospital) 

        (l
alɡola) 

(Lalgola) 

(proper 
noun) 

           

(mur[2]ʃid
abad)  

(Murshida

bad) 
(proper 

noun) 

      (pʃtʃi

mbɔŋɡ) 
(West Bengal) 

(proper noun)  

8 

              

    

(ɦaoɽadʒelaɦaspatal
) 

(Howrah District 

Hospital) 

    (amt

a) (Amta) 
(proper 

noun) 

      
(ɦaoɽa)  

(Howrah)(

proper 
noun) 

      (pʃtʃi

mbɔŋɡ) 
(West Bengal) 

(proper noun) 

Structure of table “table_department” 

The table named “table_department” includes “dept_id”, 
“dept_name”, and “hos_id”fields.Data types and sizes of these 
three fields are int(10), varchar(100) and int(10) respectively. 
The instance of the table “table_department” has been given in 
Table XVIII. 

TABLE XVIII. STRUCTURE OF “TABLE_DEPARTMENT” 

dept_id dept_name hos_id 

70       (nbdʒatk) (neonate) 7 

170 
        (mnor[2]oɡ) 

(psychiatry) 
12 

Structure of table “table_doctor” 

The table named “table_doctor” includes “doc_id”, 
“doc_name”, “doc_qualification”, “doc_ specialist”, “hos_id” 
and “dept_id” fields. Data types and sizes of these six fields are 
int(10), varchar(100), varchar(100), varchar(100), int(10) and 
int(10) respectively. The instance of the table “table_doctor” 
has been given in Table XIX. 

TABLE XIX. STRUCTURE OF “TABLE_DOCTOR” 

doc

_id 
doc_name 

doc_qualif

ication 
doc_specialist 

hos

_id 

dept

_id 

100

0 

     

    (kea 

ɡr[2 ai ) (Keya 
Gorai) 

  .  .  . 

 . 
(M.B.B.S.) 

            (ɔp

tʰɛlmolodʒi)  

(Ophthalmologist) 

1 10 

101

0 

      

     (ʃmita

daʃɡupta) 
(Shamita 

Dasgupta) 

  .  . 
(M.D.) 

   (ɔstʰi) 

(Orthopaedist) 
2 20 
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VII. TOOLS AND INTERNATIONAL PHONETIC ALPHABET 

(IPA) NOTATION USED 

Software tools like HTML, PHP, MySQL and Avro 
Bengali keyboard has been used to developed the XBLQPS. 
The HTML has been used to develop the web pages structure. 
A sever side scripting language i.e. PHP has been used to 
provide customize interface as well as process the user request. 
MySQL is used as back end database to store the data. The IPA 
notation for Bengali language has been taken from the website 
https://en.wikipedia.org/wiki/Help:IPA/Bengali. 

VIII. TIME COMPLEXITY 

The time complexity has been calculated for algorithmic 
steps of the proposed system. 

Step 1: Login into the system and submit the query in 
Bengali language. 

Let, as an example query                        

                                ?. The time 
complexity has been calculated on the proposed algorithm 
using the above example query. The time has been calculated 
in each algorithmic step that is given below. 

Step 2: Tokenization 

Let, there be n number of token(s) in user given query has 
been given in Fig. 5. 

Time taken for tokenization of n token(s) = n unit time. 

The number of tokens will be generated from above 
example query has been given in Table XX. 

Here for this query time taken for tokenization=8 unit time 
because number of token(s) i.e. n=8. 

Step 3: Root word extraction 

Let, there be p numbers(s) of inflection part in the table 
“table_inflectional_part”, and also assume that q number(s) of 
token(s) which are matched with value of “inflectional_part” 
field. 

⸫ Time taken= p×q unit time. 

Here p=3, q=3. 

Therefore, time taken=3×3=9-unit time. 

Step 4: POS tagging 

Let, there be r number(s) of “word_name” in the 
“table_word”. 

Let, there be r number of “word_id” and “synset_id” in the 
table “table_sense”. 

Let, there be r number(s) of parts of speech in the table 
“table_synset”. 

⸫Time taken = (p×r+r×r+r×r) unit time. 

Here r=3 for “table_word”. 

r=3 for “table_sense”. 

r=3 for “table_sysnset”. 

⸫Time taken= (3×3+3×3+3×3) unit time=27-unit time. 

Step 5: Pattern generation of noun phrases 

Let, n number(s) of token(s) are participating for pattern 
generation where the token occurrence orders are to be 
maintained. 

⸫Time taken=n+(n-1) +(n-2)+⋯+1-unit time. 

=n/2 (n+1) 

There are 11 numbers of patterns which are already 
generated in Table V. 

Therefore, time taken = 11 unit time. 

Step 6: Sense extraction of pattern(s) using LESK 
algorithm and semantic analysis. 

Time taken for unambiguous pattern={n+(n-1)+(n-
2)+⋯+1}(r+r+r) unit time. 

=n/2 (n+1)(r+r+r) 

Let, there be u number(s) of similar “word_id” in the 
“table_sense”. 

Let, v number(s) of “synset_id” contains 
“possible_attribute” field value among u number(s) of similar 
“synset_id”. 

Let, x number(s) of values exists “attribute_name” in the 
table “table_entity_attribute_sesing”. 

Let, y number(s) of instance(s) have been inserted in the 
table “table_semantic”. 

Time taken for ambiguous pattern={ n+(n-1)+(n-
2)+⋯+1}(r+r×u+u×r+v×x+v×y) unit time. 

Time taken for unambiguous patterns =8(3+3+3)=72 unit 
time. 

u=number of similar “word_id” in the “table_sense” =3. 

v=3, x=3, y=6. 

⸫Time taken for ambiguous patterns= 
8(3+3×3+3×3+3×3+3×6) unit time=384 unit time. 

 

Fig. 5. Token(s) of user given Query. 

TABLE XX. TOKEN OF USER GIVEN QUERY. 

Number of tokens 1 2 3 4 5 6 7 8 

Token of example 

query 
          

(asansole) 

     
(matʰa) 

        

(kʰaraper) 

         
( tʃikitsar) 

    
(dʒno) 

         

(ɦaspatal) 

       
(kotʰae ) 

    

(atʃʰe) 
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Step 7: SQL formation 

Let, time taken for SQL formation=z unit time. 

6 postulates have been applied on 4 rows of 
“table_semantic” to form SQL. 

⸫Time taken =(4×6) unit time =24 unit time. 

Step 8: SQL executed by the proposed system 

Let, time taken for SQL execution=t unit time. 

⸫Time complexity =f(n,p,q,r,t,u,v,x,y,z) 

=n+p×q+(p×r+r×r+r×r)+n+(n-1)+(n-2)+⋯+1+{n+(n-1)+(n-

2)+⋯+1}(r+r+r)+{n+(n-1)+(n-

2)+⋯+1}(r×u)+r×u+u×r+v×x+v×y+z+t 

⸫f(n)≅n+n×n+(n×n+n×n+n×n)+n+(n-1)+(n-2)+⋯+1+{n+(n-

1)+(n-2)+⋯+1}(n+n+n)+{n+(n-1)+(n-

2)+⋯1}n+n×n+n×n+n×n+n×n+n+n 

           
 

 
(   )  {

 

 
(   )} (  )  

{
 

 
(   )}                  =      

  

 
 

 

 
 
   

 
(   )  

  

 
(   )          

=      
  

 
 
 

 
 
   

 
 
   

 
 
  

 
 
  

 
     

= (  ) 

Time taken for SQL execution t=11 unit time. 

Time complexity algorithm. 

= (8+9+27+11+72+384+24+11) unit time. 

=546 unit time. 

IX. PRECISION, RECALL AND ACCURACY ANALYSIS OF THE 

XBLQPS 

Example of Precision, recall and accuracy analysis of the 
proposed XBLQPS. 

111 numbers of queries have been submitted into the 
proposed system by the user. Four different types of queries 
based on their output have been given as examples. The output 
has been classified into “expected output” and “select output”. 
“expected output” and “select output” have been further 
categorized into positive and negative. The Confusion Matrix 
[23], [24] for the proposed system has been given in 
Table XXI. 

TABLE XXI. CONFUSION MATRIX 

Expected output Vs. 

Select output 
Select output-Positive Select output-Negative 

Expected output-

Positive 
True positives (TP)-46 False positives (FP)-16 

Expected output-

Negative 
False negatives (FN)-17 True negatives (TN)-32 

Some categorized sample queries has been given below as 
an example. 

TP-                                     

                   ? 

TN-                                          ? 

FP-                              ? 

FN-                

Precision = TP/(TP+FP)=46/(46+16)=46/62=0.74 

Our system has a precision of 0.74 - in other words, when it 
predicts a query is fetched, it is correct 74% of the time. 

Recall = TP/(TP+FN)=46/(46+17)=46/63=0.73 

Our system has a recall of 0.73 - in other words, it correctly 
identifies 73% of all fetched queries. 

Accuracy=(TP+TN)/(TP+FP+FN+TN)=(46+32)/(46+16+1
7+32)=78/111=0.70 

Our system has an accuracy of 0.70 - in other words, it 
gives 70% correct predictions of fetched queries. 

F1 Score = 2*(Recall * Precision) / (Recall + 
Precision)=(2*0.73*0.74)/(0.73+0.74)=1.08/1.47=0.73 

Our system has F1 score is 0.73 – in other words, overall 
measure of our system’s accuracy is 73%. 

X. FUTURE WORK 

The XBLQPS uses a simplified version of the LESK 
algorithm. It depends on the maximum number of the common 
word(s) between word gloss and the current context of the 
word. As the gloss may be limited for a domain in the proposed 
Bengali WordNet, it may happen that the proposed system 
sometimes fails to disambiguate an ambiguous word. Our 
proposed system uses a manually annotated parts of speech 
method for the detection of parts of speech of a word which is 
based on the largest probability of its use. The proposed system 
needs to be improved by using a modified version of the LESK 
algorithm and automated POS tagging method for better 
handling natural language queries with ambiguous words and 
this can be marked as a future work of this proposed system. 

XI. CONCLUSION 

The XBLQPS uses a simplified version of the LESK 
algorithm. It depends on the maximum number of the common 
word(s) between word gloss and the current context of the 
word. As the gloss may be limited for a domain in the proposed 
Bengali WordNet, it may happen that the proposed system 
sometimes fails to disambiguate an ambiguous word. Our 
proposed system uses a manually annotated parts of speech 
method for the detection of parts of speech of a word based on 
the largest probability of its use. In the future, the proposed 
system needs to be improved by using a modified version of 
the LESK algorithm and automatic POS tagging method for 
better efficiency wherein the gloss shall be enhanced to 
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accommodate several synonymous applications of a word in 
that particular domain. Moreover, we may enhance the 
proposed system to work with unstructured databases. 
Retrieving data from a relational database management system 
from a Bengali language query containing the ambiguous word 
is a challenging task. The proposed XBLQPS will be able to 
handle a domain-specific Bengali language query containing an 
ambiguous word which will be helpful even for a naive user. 
The naïve user can access the database without knowledge of 
for-mal language i.e. SQL (Structured Query Language). The 
XBLQPS is an enhancement and advanced form of BLQPS of 
the work discussed in [6]. The XBLQPS incorporates the 
handling of ambiguous Bengali words using the LESK 
algorithm and a modified WordNet in Bengali. The time 
complexity, precision, recall, accuracy and F1 score have been 
analyzed for our proposed system. The time complexity of 
XBLQPS is O(n

3
) as compared to the time complexity of 

BLQPS of [6] which is O(n
4
) which shows that the time 

efficiency of XBLQPS is better than BLQPS. 
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Abstract—Ad hoc networks have been through extensive 
research in the last decade. Even with their desirable 
characteristics, major issues related to their security need to be 
considered. Various security solutions have been proposed to 
reduce the risks of malicious actions. They mainly focus on key 
management, authentication, secure localization, and aggregation 
techniques. These techniques have been proposed to secure 
wireless communications but they can only deal with external 
threats. Therefore, they are considered the first line of defense. 
Intrusion detection systems are always required to safeguard ad 
hoc networks as such threats cannot be completely avoided. In 
this paper, we present a comprehensive survey on intrusion 
detection systems in ad hoc networks. The intrusion detection 
systems and components and taxonomy as well as different 
implementations and types of IDSs are studied and categorized. 
In addition, we provide a comparison between different Intrusion 
Detection Systems’ architectures. We also propose a Multi Stage 
Dynamic Architecture intrusion detection system (MSDAR), 
designed with a multi-stage detection approach making use of 
both signature-based and anomaly detection benefits. Our 
proposed intrusion detection system MSDAR is featured by its 
dynamic architecture as it can be deployed in the network using 
the Distributed Hierarchical Architecture. The viability and 
performance of the proposed system MSDAR are tested against 
the Distributed Denial of Service Attacks through simulations. 
Advanced performance parameters were used to evaluate the 
proposed scheme MSDAR. Experimental results have shown that 
the performance of MSDAR improves by using multiple stages of 
different detection mechanisms. In addition, based on 
simulations, the Detection Rate increases when the sensitivity 
level increases. 

Keywords—Ad hoc networks; attacks; DDoS; intrusion 
detection; security 

I. INTRODUCTION 
Emerging technologies have contributed in revolutionizing 

our daily life. To mention a few, Artificial Intelligence (AI) 
[1], Blockchain, cryptocurrencies [2], Internet of Things (IoT) 
[3], cloud computing, and wireless technology. Wireless 
technology is critical to today's communications [4], and 
essential to developing technologies within the next years. 
Wireless communications are almost based on ad hoc or 
special purpose connections. Mobile Ad hoc Networks 
(MANETs) are key players in the future of wireless 
communication [5]. They consist of distributed nodes without 
any predetermined infrastructure [6]. The lightweight mobile 
devices have the capabilities of sensing and processing 
received information [7]. The devices have a limited 

transmission range that needs intermediate nodes to reach other 
far nodes. Due to their special features, ad hoc networks are 
susceptible to a wide range of attacks [8], exterior and interior 
threats and misbehaving modes [9]. Some of these attacks are 
initiated to deprive legitimate users of network services. Other 
attacks have the objective of gaining unauthorized access to 
network resources [10]. 

MANETs have many different challenges regarding 
designing security solutions due to their vulnerability to 
eavesdropping, lack of trusted management, limited 
computation capabilities, and power sources which increase 
their vulnerability to Denial of Service (DoS) attacks and also 
can become incapable of running heavy security algorithms. 
Due to the open, self-organized, infrastructure-less 
environment of MANETs, there is a chance that trusted nodes 
to be hijacked. Therefore, any security solution should be 
designed to defend the network against both insider and 
outsider attacks. In MANETs, insider attacks are more 
problematic and difficult to overcome. Security solutions for ad 
hoc networks are considered to be one of the most active and 
attractive research areas. Researchers mainly focus on key 
management [11], authentication, secure localization, and 
aggregation techniques to secure wireless communications 
[12]. The current security solutions can only deal with external 
threats, and therefore they can be considered the first line of 
defense. However, insider attackers that already exist within 
the first perimeter of defense can penetrate the whole network 
and cause severe damage. Therefore, Intrusion Detection 
Systems are considered the second line of defense as they 
come into action after the intrusion has already occurred [13]. 
There are two types of Intrusion Detection Systems (IDSs), 
signature based detection IDS, and anomaly-based detection 
IDS [14]. Signature-based IDSs (misuse detection) require a 
knowledge base containing the behavioral patterns of different 
attacks. When the IDS detects a certain pattern that refers to an 
attack, it alerts the network's users against this specific attack. 
The main disadvantage in such implementation is that only 
known attacks are caught and reported. This may surge the 
percentage of false negatives. On the other hand, anomaly 
detection, IDSs (behavior-based detection) are not designed to 
catch threats using their signature or pattern. They are 
developed to learn the normal behavior patterns of both users 
and network applications to discover and report any altered 
patterns. In anomaly-based IDSs, new and unknown attacks 
can be detected and reported whenever they occur. However, 
any abnormal benign behaviors will be caught and reported as 
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new threats. This may increase the percentage of false 
positives. 

This research introduces a newly developed trust-based 
IDS for wireless ad hoc networks. The proposed Multi Stage 
Dynamic Architecture Intrusion Detection System (MSDAR) 
takes into consideration multistage detection mechanisms to 
increase its capability to detect different types of intrusions. 
The first and third stages are based on anomaly detection, 
while the second is signature-based detection. In the third 
stage, an additional parameter is used, it is called the sensitivity 
level. 

The contributions of this paper are as follows. 

1) The Intrusion Detection Systems components and 
taxonomy as well as different implementations and types of 
IDSs are studied and categorized. The study’s objective is to 
understand the algorithms and design parameters and their 
impact on performance and functionality. 

2) A comparison between different Intrusion Detection 
Systems’ architectures from the points of view of complication, 
precision, scalability, and possibility of failure is provided. 

3) The taxonomy of IDSs’ architectures, detection 
algorithm, and additional design parameters is presented. 

4) Our proposed intrusion detection system architecture 
and the operational algorithm are explained in detail. The 
proposed MSDAR is designed with a multi-stage detection 
approach making use of both signature-based and anomaly 
detection benefits. Simulation analysis methodology, 
simulation parameters, simulation metrics used for 
performance evaluation, and simulation results are also 
presented and discussed in detail. 

The remainder of this paper is organized as follows: In 
Section II, we give an overview of the related work done for 
securing ad hoc networks using Intrusion Detection Systems. 
Section III gives an insight into our implementation. 
Section IV presents the simulation results and evaluation of our 
proposed scheme MSDAR. Section V is focused on discussing 
the results and mentioning the limitations Of MSDAR. Finally, 
Section VI concludes the paper and presents future directions 
are presented. 

II. RELATED WORK 
Intrusions are any kind of unauthorized or unapproved 

activities within the network. Intrusion Detection Systems are 
schemes and tools, used to discover, assess and report 
intrusions that may compromise the network. IDSs should 
continuously adapt and improve, to be able to discover new 
attacks and attack strategies. Many factors have motivated the 
development of IDSs. First, the presence of security flaws and 
vulnerabilities in a complex system makes it susceptible to 
malicious intrusions. Second, is the inefficiency of most of the 
prevention techniques that were designed and implemented to 
prevent possible attacks. Third, the exposure to insider attacks 
is expressed to be much more harmful than outsider attacks, 
even in most secure systems. Finally, newly emerged attacks 
need considerably advanced security solutions. This makes 
IDSs an attractive and important research area. For this 

research, different implementations and types of IDSs are 
studied and categorized in this section. The study’s objective is 
to understand the algorithms and design parameters and their 
impact on performance and functionality, to overcome any 
unexpected flaws in our new proposed technique MSDAR. 
This section is organized as follows. Structural components 
and building blocks are introduced in Section A. Section B 
gives an insight into IDSs' architecture taxonomy. 
Supplementary design parameters and their taxonomy are 
introduced in section C. 

A. Intrusion Detection Systems’ Components 
Because of their common goals, most of IDSs share the 

same structural patterns [15]. Data collecting and formatting, 
analysis and detection, and reaction mechanism units are the 
three primary parts of any IDS. The main components of the 
intrusion detection systems are depicted in Fig. 1. Various data 
types from different sources are collected, formatted and sorted 
at the data collection and formatting unit and then delivered to 
the analysis and detection unit. Collected data is analyzed and 
processed and then compared to the normal system behavior in 
anomaly-based IDS, or the signature of known attacks in 
signature-based IDS, or finally the well-defined specifications 
of a program or protocol in specification-based IDS [16]. After 
an action is detected as malicious, it is reported to the response 
mechanism. The response mechanism is defined according to 
the designed response policy. Different responses can only be 
categorized into two groups; passive responses and active 
responses. The passive response is done by simply notifying 
the authorized entity of the identified malicious action or 
intrusions detected. On the other hand, an active response is 
any form of action aiming to mitigate the threat or expected 
damage resulting from an intrusion or attack. This can be done 
by terminating network connections for certain periods or 
blocking IP addresses/Physical addresses linked to the attack. 
The response policy should also illustrate the response period 
as it can be either permanent or temporary. IDSs with active 
response mechanisms can also be aliased as Intrusion 
Prevention Systems (IPSs). 

 
Fig. 1. The Intrusion Detection System's Building Blocks. 

B. Intrusion Detection Systems Architectures Taxonomy 
Intrusion detection systems can be deployed in the network 

using different architectures [17]. These architectures can be 
classified into two broad categories; Standalone, and 
collaborative, as shown in Fig. 2. Early IDSs were 
implemented as stand-alone systems having only local 
monitors and analysis units at each node. Local monitors and 
analysis units serve only their host nodes by detecting 
abnormal events according to the predefined detection policy. 
The response against any action is addressed and limited to the 
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node's level with no extra extension. Stand-alone IDSs are not 
immune against distributed attacks and they can't be reliable 
for detecting malicious events occurring simultaneously at 
different locations inside the network. Therefore, there is a 
need for Collaborative IDSs. In collaborative architectures, an 
IDS enforces cooperation between monitors to provide a 
considerably more scalable and accurate model than stand-
alone IDS. Collaborative IDS are also classified according to 
the communication model between both monitor units and 
analysis units as depicted in Fig. 2. Collaborative IDSs 
classification includes four subcategories, centralized, 
decentralized, distributed, and finally, our newly proposed 
architecture that is illustrated in this paper; hierarchically-
distributed. Centralized IDSs, depend on one single centralized 
analysis unit in addition to several distributed monitoring units 
at each node or entity in the network. Two main disadvantages 
of such IDSs are the scalability limitations and the Single Point 
of Failure (SPoF). This is because the single analysis unit can 
handle only a limited number of monitoring units and it can be 
an easy target for direct attacks to disable the entire 
functionality of the intrusion detection system. Decentralized 
IDSs make use of multiple analysis units distributed in 

different locations within the network. Each analysis unit is 
responsible for accumulating, aggregating, and analyzing data 
from different monitoring units. Finally, a head analysis unit on 
top of all other analysis units receives this information, to make 
nondiscriminatory decisions regarding network entities and 
events. Such architecture supports scalability and overcomes 
the bottleneck congestion presented in centralized IDSs. In 
Distributed IDSs, each entity in the network is equipped with a 
monitor unit and an analysis unit. Each node shares its 
information with its peers in a completely distributed model. 
Collected data are organized and analyzed among all nodes. In 
Distributed IDS architecture, both congestion and SPoF 
disadvantages are avoided. However, an extra processing 
requirement is added to each node within the network. This 
additional requirement may consume extra processing and 
power capabilities during intrusion detection activities which in 
turn minimize the nodes' capabilities required to process 
normal flow. Therefore, a new architecture is proposed to 
overcome the disadvantages mentioned above. It is based on 
both Distributed and Hierarchical Architecture (DHA-IDS) as 
shown in Fig. 3. 

 
Fig. 2. Extended Intrusion Detection Systems Architectures Taxonomy. 

 
Fig. 3. Proposed Distributed Hierarchical Intrusion Detection System (DHA-IDS) Model. 
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In DHA-IDS, each node has its own monitor and analysis 
units. Each node is responsible for monitoring and analyzing 
only data collected by itself, then it forwards the analyzed data 
about different network activities to the cluster head analysis 
unit directly above it. Each cluster head analysis unit is 
responsible for collecting data from the nodes within its cluster. 
It then runs the second phase of processing and analyzing to 
correlate all collected information. At the end, each cluster 
head analysis unit forwards the correlated information to the 
response unit which is responsible of deciding a proper action 
related to detected intrusions. If an attack is directed to the 
response mechanism unit, one of the cluster head analysis units 
will become responsible of replacing the response mechanism 
unit. Similarly, in case the attack is extended to the cluster 
heads, each node will depend on its information and make its 
own decision regarding any suspected action. Therefore, this 
proposed DHA-IDS can perform in the worst attack conditions 
and it can degrade its architectural level from Distributed 
Hierarchical to Standalone, in order to retain the system’s self-
robustness. Furthermore, the new proposed architecture 
overcomes many disadvantages of different architectures 
mentioned above like; bottleneck congestion, SPoF, processing 
and power overheads. Table I compares between the different 
architectures presented in this section and the proposed DHA-
IDS. They are compared based on complexity, accuracy, 
scalability, and risk of failure. 

TABLE I. COMPARISON BETWEEN DIFFERENT IDSS’ ARCHITECTURES 
USING THE FOLLOWING CRITERIA: COMPLICATION, PRECISION, SCALABILITY, 
POSSIBILITY OF FAILURE ON THREE LEVELS, LOW (L), MEDIUM (M), HIGH (H) 

Architecture Complexi
ty Precision Scalabilit

y 
Possibility of 
Failure 

Classification L M H L M H L M H L M H 

Stand alone √   √     √ √   

Centralized √     √ √     √ 

Decentralized  √  √     √ √   

Distributed   √  √    √  √  

Distributed-
Hierarchical  √    √   √ √   

C. Intrusion Detection Systems Design Parameters Taxonomy 
Different parameters are taken into consideration when a 

new IDS is designed. These parameters influence the IDS 
performance. Some of these parameters are presented in the 
following sections. 

1) Source of data: According to the source of data, IDSs 
can be classified as Host-based, Network-based, and Hybrid. In 
stand-alone architectures, data is collected and analyzed locally 
from each node independently. Another approach is 
collaborative security, which is accomplished by multiple 
correlated sources. Data can be collected either locally and 
independently, or globally from each node (host-based) in the 
network then the collected data can be correlated and analyzed 
in a holistic form [18]. In such IDSs, monitoring units are 
deployed locally in the host to detect host-targeted attacks. 
Examples of such attacks are the ones aiming to exhaust the 

hosts’ resources or gain unauthorized access to systems’ 
components and data. Data can also be collected from network 
traffic (network-based) instead of nodes’ local data [19]. 
Monitoring units are deployed in firewalls, or routers to capture 
all network packets. This information can help to detect 
different threats and possible attacks and spot abnormal 
activities in the network. Finally, some IDSs depend on their 
design and implementation on both sources of data, host-based, 
and network-based. This type of IDS is described as (hybrid-
sourced). Hybrid-sourced IDSs can detect various types of 
attacks targeting any of the host or network components. 

2)  Scheduling of analysis: The intrusion detection process 
can trail different schedules (real-time, offline). In real-time 
analysis [20], data is collected, then immediately correlated and 
analyzed. Instantly, an appropriate decision is taken regarding 
the detected behavior. On the other hand, offline analysis [21] 
is performed after all nodes forward their collected data to the 
analysis unit. While the data is being analyzed, the nodes 
pursue their normal operation. Whenever they receive a 
decision concerning the network activities, they act 
accordingly. 

3) Initiation: Nodes in IDSs can voluntarily participate in 
the intrusion detection process like in proactive systems. 
Monitoring units collect data that is automatically forwarded to 
analysis units. On the contrary, in driven systems, nodes wait 
for a direct request to send their own data regarding any 
activity in the network. Also, the passive nodes don't request 
neighboring nodes’ data. They only receive data passing by 
their perimeter passively. 

4) Types of shared data: Collaborative IDSs depend on 
sharing data among the network elements. There are three 
types of data: Raw, partially processed, and fully processed. 
Raw data is collected by nodes that are not equipped with any 
analysis units. Data is then forwarded to other nodes with 
higher processing capabilities for analysis. Environmental data 
and behavior logs are examples of raw data. In case of partially 
processed data, nodes are more powerful, so they can be used 
to minimize the traffic overhead due to forwarding every single 
piece of raw data at each node in the network. Also, IDSs make 
use of partially processed data to minimize the processing 
capabilities required by each node in the IDS's higher levels. 
Finally, the existence of malicious or abnormal activity in the 
network is determined by the fully processed data. Therefore, 
confirmed intrusions, attacks, decisions, and alerts regarding a 
node can be considered fully processed data. Fig. 4 depicts the 
taxonomy of IDSs' Architectures, detection algorithms, and 
additional design parameters. Table II summarizes the 
classification and the comparison between some IDSs that have 
been proposed in the literature with respect to different 
parameters such as Communication architecture, and detection 
algorithms. This is in addition to other design parameters such 
as data source, shared data type, scheduling of analysis, and 
response mechanism point of view. 
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Fig. 4. Taxonomy of IDSs' Architectures, Detection Algorithm and Additional Design Parameters. 
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Communication Architecture 

Centralized √ √ √            

Decentralized    √ √ √       √ √ 

Distributed       √ √ √ √ √ √   

Detection Algorithm 
Signature Based  √ √ √  √   √ √  √ √ √ 

Anomaly Based √    √ √ √ √   √    

Additional 
Design 
Parameters 

Data Source 

Host Based  √ √ √  √  √    √  √ 

Network Traffic      √    √     

Hybrid √    √  √  √  √  √  

Data Type 

Raw  √      √       

Partially Processed √  √ √     √    √  

Fully Processed     √ √ √   √ √ √  √ 

Analysis 
Schedule 

Real-time    √ √  √ √  √     

Offline √ √ √   √   √  √ √ √ √ 

Response 
Mechanism 

Active       √  √ √     

Passive √ √ √ √ √ √  √   √ √ √ √ 

III. PROPOSED SYSTEM ARCHITECTURE 
This section presents our proposed system architecture and 

operational algorithm. The proposed MSDAR is designed with 
a multi-stage detection approach. The first stage is 
implemented using anomaly detection with a classifier 
mechanism. The system in this stage has a statistical prediction 
of most successive events in the network. The analysis unit 
compares the current event to the pre-predicted event, if they 
match; then the system is considered to be operating in its 
normal state. If the current event doesn't match any of the pre-
predicted events, then it will be considered an anomaly. The 
second stage is implemented using a signature-based detection 
mechanism. At this phase, the analysis unit compares the 
current event - detected as an anomaly in the first stage - to the 

predefined attacks behaviors' and signatures' profiles. 
Therefore, an anomaly detected in the first stage is considered 
as the audit data for the second stage. The third stage and the 
following ones are implemented using anomaly detection with 
a classifier mechanism that has an additional parameter taken 
into consideration. This parameter is the Sensitivity level of 
upcoming comparisons. Sensitivity Level SL is incremented 
each time the system needs to make further investigations 
regarding the group of events suspected to be an intrusion and 
correspondingly to minimize the false positive intrusion 
percentage. The state diagram of the proposed system MSDAR 
is depicted in Fig. 5. MSDAR follows the standardized 
structure of known collaborative IDSs. Data collection and 
formatting units are the first components of its structure. It is 
designed to have various data sources distributed through the 
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network, and at each host within the network perimeter. 
Monitor unit and mini-analysis unit are implemented at 
different data sources. Collected and formatted data are 
forwarded to the main analysis and detection unit where the 
analysis processes follow the scheme shown in the flow chart 

depicted in Fig. 6. Finally, the response unit has the role of 
propagating a proper response related to any detected intrusion. 
The response is decided according to the designed response 
policy. The active response is considered against any intrusive 
action. 

 
Fig. 5. State Diagram of Multi Stage-Dynamic Architecture-IDS (MSDAR). 

 
Fig. 6. FULL Operational Flow Chart of Multi Stage-Dynamic Architecture-IDS (MSDAR). 
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IV. MSDAR SIMULATION RESULTS 
This section describes the technique used to evaluate 

MSDAR performance, using the OMNET++ Simulator. The 
simulated network consists of 80 nodes acting as routers, two 
workstations acting as data sources, and one application server 
acting as the victim. All nodes are assigned static IP addresses 
to enable the possibility of tracking routing tables at each node. 

For the simulation, AODV is used as the routing protocol. 
Fig. 7 summarizes the simulation parameters. For the attack 
scenario, a certain percentage of nodes are manipulated to act 
as malicious attackers. The monitored systems' behavioral 
statistics are then gathered. The following statistics are 
included: total packets transferred, total packets received, total 
packets deleted, total packets changed, latency, total 
connections to the victim node, and average throughput… etc). 

A. Simulation and Analysis Methodology 
Each event that scores greater than the predefined threshold 

is marked as an intrusion. Subsequently, a proper action using 
the MSDAR response mechanism is initiated. In the final stage 
of the simulation process, overall network performance 
evaluation is presented in graphs to validate MSDAR’s ability 
to detect the existence of intrusive actions. The following 
tables present the parameters used for the simulation, testing 
scenario, and collect statistical data respectively. To assess the 
efficacy of our suggested system, it is important to measure its 
ability to distinguish between intrusive and non-intrusive 
activities, with a minimum number of false alarms. In our 
evaluation, we adopted the approach in [36]. The metrics used 
are defined in Table III [36]. The previously mentioned 
singular metrics were used to form new performance measures. 
These performance measures are introduced in Table IV [37]. 
Some researchers consider DR and TPR as the same measure: 
the proportion of intrusive events that were identified as attacks 
to all other normal events [37]. 

To have a fair comparison between IDSs performance, the 
authors in [36] proposed a metric called Capability of Intrusion 
Detection (CID) based on some of the metrics mentioned in 
Table IV, according to (1). 

𝐶𝐼𝐷 =  −𝐵(1 − 𝛽) log(𝑃𝑃𝑉) − 𝐵(𝛽) log(1 − 𝑁𝑃𝑉) −
(1 − 𝐵)(1 − 𝛼) log(𝑁𝑃𝑉) − (1 − 𝐵)(𝛼) log(1 − 𝑃𝑃𝑉)     (1) 

 
Fig. 7. Simulation Parameters. 

TABLE III. METRICS DEFINED FOR IDS'S PERFORMANCE EVALUATION 
[36] 

Met
ric Meaning Explanation 

FP False Positive.  The probability of having an alert while no 
intrusion occurs. 

TP True Positive.  The likelihood of receiving an alarm during an 
incursion. 

FN False Negative.  The likelihood of not receiving an alarm when 
an incursion occurs. 

TN True Negative.  The likelihood of not receiving an alert if no 
incursion happens. 

PPV Positive Predictive 
value. 

The likelihood that an intrusion results in an 
alert. 

NPV Negative 
Predictive Value.  

The likelihood of no inclusion results in no 
alert. 

B Base Rate.  The likelihood of an intrusion in the audit data 
gathered. 

TABLE IV. ADVANCED PERFORMANCE MEASURES FOR IDS'S 
EVALUATION [37] 

Performance 
Parameter Definition Equation Value 

Range 

Classification 
Rate  
(CR) 

 The ratio between 
accurately classified 
events and the total 
number of events. 

𝑇𝑃 + 𝑇𝑁
𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁

 
CR > 0 
CR < 1 

Detection Rate  
(DR) 

The proportion of 
properly identified 
attacks to the total 
number of intrusive 
occurrences. 

𝑇𝑃
𝑇𝑃 + 𝐹𝑁

 
DR > 0 
 
DR < 1 

False Positive 
Rate (FPR) (α) 

The proportion of 
non-intrusive events 
detected as attacks 
to the total number 
of non-intrusive 
occurrences. 

𝐹𝑃
𝐹𝑃 + 𝑇𝑁

 
FPR > 0 
FPR < 1 

True Positive 
Rate (TPR)  
 (1-FNR) (1-β) 

The proportion of 
intrusive events 
detected as attacks 
to the total number 
of regular 
occurrences. 

𝑇𝑃
𝐹𝑃 + 𝑇𝑁

 
TPR > 0 
TPR < 1 

B. Simulation Results 
One of the most difficult tasks is data gathering [38]. In our 

simulations, we used the dataset DARPA 2000 Lincoln 
Laboratory Scenario (LLDDoS) 2.0 which is provided by MIT 
[39]. It consists of a DDoS attack run by five attackers. A 
number of simulation sessions are used to carry out this assault 
scenario. Over time, these sessions were organized into 5 
attack stages. MSDAR has been simulated and tested against 
LLDDOS 2.0.2. The following graphs have been deduced from 
the simulations. Fig. 8 illustrates the point-to-point throughput 
during the five time phases of the attack. It shows five peaks at 
each attack incidence. Fig. 9 illustrates the number of 
connections directed at the victim node. It can be noticed that 
the number of connections is exponentially increasing with 
time. Fig. 10 and Fig. 11 demonstrate the average throughput 
of the network and received throughput at the victim node 
respectively. The Receiver Operating Characteristic (ROC) 
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Curve [40] is the detection rate as a function of the false 
positive rate and the corresponding calculated CID curve as a 
function of false positive rate for the different stages 
(sensitivity levels) of MSDAR respectively. Fig. 12 depicts the 
ROC of our scheme. From Fig. 12, it can be concluded that the 
Detection Rate increases when the sensitivity level increases. 
For αavg = 0.5 we achieved average DR = 0.48, 0.68 and 0.9 at 
SL = 1, 3 and 5 respectively. The ROC curve is not useful in 
determining the optimal operation point of MSDAR. On the 
contrary, the optimal operation point for each stage is declared 
by the CID curve shown in Fig. 12. Table V shows the 
maximum CID Levels corresponding to different parameters. It 
can be deduced that the performance of MSDAR improves by 
using multiple stages of different detection mechanisms. 

 
Fig. 8. Point to Point Throughput of the Simulated Network as measured by 

MSDAR 

 
Fig. 9. Number of Connections at the Victim Node as measured by MSDAR. 

 
Fig. 10. Average Throughput of the Simulated Network as measured by 

MSDAR. 

 
Fig. 11. Data Received by the Victim Node as measured by MSDAR. 

TABLE V. MAXIMUM CID LEVELS CORRESPONDING TO DIFFERENT 
PARAMETERS 

Point α SL Maximum CID Level 

a' 0.75 1 0.455 

b' 0.5 3 0.625 

c' 0.15 5 0.77 

 
(a) 
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(b) 

Fig. 12. MSDAR ROC Curve and its Corresponding Capability of Intrusion Detection (CID). 

V. DISCUSSION AND LIMITATIONS 
Our newly developed Multi Stage Dynamic Architecture 

(MSDAR) was explained in detail from the points of view 
architecture, sequence diagram, and flow chart. It was tested 
against DDoS attacks through simulations. Each event that 
scores greater than the predefined threshold is marked as an 
intrusion. Subsequently, a proper action using the MSDAR 
response mechanism is initiated. An important factor in 
evaluating the effectiveness of our proposed system was its 
ability to distinguish between intrusive and non-intrusive 
activities, with minimum false alarms. Results have shown that 
by increasing the IDS sensitivity level, the detection rate 
increases. The optimal operation point for each stage is 
declared by the CID curve. This research can be extended by 
using the statistical test (t-test/p-test/ANOVA to compare and 
benchmark our method with others. Machine learning models 
have been used for intrusion detection for over a decade [40]. 
We plan to use machine learning in one of the stages of our 
multistage Intrusion detection system MSDAR [41]. We will 
also use the model from [42] to assess the effectiveness of our 
suggested approach using machine learning. 

VI. CONCLUSION AND FUTURE WORK 
Despite the various applications of Mobile Ad Hoc 

Networks, security challenges need to be addressed for both 
internal and external attacks. Intrusion detection systems are 
regarded as the second line of security against many types of 
attacks. Due to MANETs’ special characteristics, traditional 
Intrusion detection systems cannot be used. In this paper, we 
distinguished between the different approaches used for 
intrusion detection mechanisms in a structured way. We 
classified intrusion detection systems with respect to different 
categories, such as architectures and design parameters. We 
introduced a standardized building block for intrusion detection 
systems for MANETs that summarizes different classifications 
of IDS techniques. In addition, a survey that shows the most 
popular design parameters used in different IDSs was 
presented. We proposed a multi-stage intrusion detection 
system (MSDAR) which is featured by its dynamic 
architecture as it can be deployed in the network using the 
Distributed Hierarchical Architecture (DHA-IDS), as it can 
dynamically change its deployment architecture. Simulations 

have shown that in case of an attack directed to the response 
mechanism unit, one of the cluster head analysis units is 
responsible for replacing the response mechanism unit. 
Similarly, in case the attack is extended to the cluster heads, 
each node depends on its data and makes its own decision 
regarding any suspected action. 

Therefore, the proposed MSDAR can perform in the worst 
attack conditions and it can modify its architectural level from 
Distributed Hierarchical to Standalone, in order to retain the 
system's self-robustness. Furthermore, the new proposed 
architecture is capable of incapacitating many disadvantages of 
different architectures like; bottleneck congestion, single point 
of failure, processing, and power overhead. The suggested 
system's MSDAR effectively lowers false positives, increasing 
the intrusion detection system's capability and detection rate 
(CID) are increased by using the multi-stage feature. By 
measuring the CID level and comparing it to the detection rate, 
we were able to determine the optimal operation point for each 
stage in the proposed system. As a result, the total detection 
rate rises, increasing the network's functional efficiency to a 
tolerable level. In future work, MSDAR can be tested for 
different types of attack scenarios. 
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Abstract—The distributed integrated energy station includes 

an electric energy storage device, heat storage device, cold 

storage device and other devices. Aiming at the problem of low 

data acquisition accuracy of energy storage device caused by 

using a single sensor or acquisition scheme in the existing 

methods, a new data acquisition method of energy storage device 

of distributed integrated energy station is designed based on 

double decision tree algorithm. The data acquisition process of 

double decision tree algorithm is constructed. On the basis of the 

process, the mathematical models of electric energy storage 

device, heat storage device, cold storage device and hybrid 

energy storage device are established. Then the double decision 

tree algorithm is used to solve the constructed model, and the 

acquisition pseudo code is given. So far, the data acquisition of 

distributed integrated energy station energy storage device based 

on double decision tree has been completed. The results of case 

analysis show that the accuracy of this method is higher than 

98%, and the collection time is less than 30 ms. 

Keywords—Double decision tree; distributed; integrated; 

energy station; energy storage device; data collection 

I. INTRODUCTION 

The energy storage devices of integrated energy stations 
such as photovoltaic, electric energy storage, cold and heat 
energy storage, and natural gas combined cooling, heating and 
power supply can improve the reliability and energy utilization 
efficiency of the power supply system [1-2], and reduce system 
line losses. However, each energy system usually operates 
independently, resulting in the inability of many energy 
systems to coordinate effectively, which is prone to safety 
hazards and low energy utilization problems [3-4]. Therefore, 
the efficient collection of energy storage device data in 
distributed integrated energy stations is of great significance to 
its rapid development [5]. 

A decision tree algorithm is a method of constructing a 
decision tree for preliminary screening data based on data 
attribute information. The algorithm has higher learning 
performance, higher computing precision and higher 
computing efficiency. This algorithm has been widely used in 
many fields [6]. However, the decision tree operation is more 
complex and the parallel computing capability is low. Based on 
this, the dual decision tree algorithm came into being. It has the 
advantage of enhancing the parallel computing capability of 
the decision tree, and can be applied to collect the data from 
the energy storage device of the distributed energy station. 
Among them, the C4.5 algorithm is an efficient algorithm in 

the decision tree algorithm. Using the C4.5 algorithm to 
generate a decision tree helps to accurately select data 
collection points from the data source and facilitate subsequent 
data processing [7]. The dual decision tree algorithm can use 
decision trees to filter the data required by the user from the 
data set. After it establishes the data set, it is processed again 
through another decision tree to achieve high-quality and high-
efficiency data collection. 

Li Junnan et al. studied the collection and application of 
power energy big data based on the big data cloud platform [8]. 
This method utilizes the big data cloud platform to realize the 
collection of power and energy big data. Du Peng et al. studied 
a wide-area data acquisition scheme based on the power 
dispatching data network [9]. Certain results have been 
obtained using the wide area method of data collection in the 
power dispatching data network. However, the above two 
methods are applied to the data collection of energy storage 
devices in distributed integrated energy stations. Because the 
device needs to collect data on four aspects of electricity 
storage, cold storage, heat storage and hybrid energy storage 
during the data collection process. As a result, the acquisition 
accuracy is low and the time is long. 

In order to solve the above problems, this paper studies the 
data acquisition method of the energy storage device of the 
distributed integrated energy station based on the double 
decision tree. It establishes the mathematical model of each 
energy storage device in the distributed integrated energy 
station. The dual decision tree algorithm is applied to the data 
collection of the energy storage device of the distributed 
comprehensive energy station, which improves the data 
collection effect of the energy storage device of the distributed 
comprehensive energy station. 

II. DATA COLLECTION OF ENERGY STORAGE DEVICES IN 

DISTRIBUTED INTEGRATED ENERGY STATIONS 

In this paper, in the process of researching the data 
acquisition method of the energy storage device of the 
distributed integrated energy station, the data sampling idea 
based on the double decision tree is first designed. Then, on 
this basis, the mathematical model of each energy storage 
device in the distributed integrated energy station is established. 
Finally, the dual decision tree algorithm is applied to the data 
collection of the energy storage device of the distributed 
integrated energy station, and the pseudo code is generated. 

*Corresponding Author. 
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A. Data Collection Idea of Double Decision Tree Algorithm 

The process of the data collection method of the energy 
storage device of the distributed integrated energy station based 
on the double decision tree is as follows: 

In the sample, a decision tree for initially collecting the 
original data of the energy storage device is established 
through the C4.5 algorithm. It uses the established decision tree 
to filter and sort out the original data, realize the preliminary 
screening of the data, and make the re-collected data samples 
show a balanced distribution state [10]. The established 
decision tree can be reused, reducing data training and 
collection time. A second tree is established based on the data 
contained in the first established tree, and the collected data is 
further analyzed. The specific process is shown in Fig. 1. 
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Fig. 1. Double Decision Tree Collection Process. 

In Fig. 1, the sample set is the energy storage device data of 
the target distributed integrated energy station. It includes 
historical operation data of the energy storage device and 
corresponding file information. 

On the basis of the acquisition process of the double 
decision tree in Fig. 1, a mathematical model of the energy 
storage device of the distributed integrated energy station is 
established. 

B. Constructing Mathematical Model of Energy Storage 

Device in Distributed Integrated Energy Station 

Distributed integrated energy stations usually include three 
loads of heat, cooling and electricity. Therefore, before 
collecting the data of the energy storage device of the 
distributed integrated energy station, the mathematical model 
of the energy storage device of the distributed integrated 
energy station is established from the aspects of electricity 
storage, heat storage, cold storage and hybrid energy storage. 

1) Electric energy storage device model: The 

establishment of the model of the electric energy storage 

device in the distributed integrated energy station should focus 

on considering the electric energy capacity constraints, the 

maximum power, the complementary constraints and the 

charging and discharging efficiency [11]. In the process of 

model establishment, the energy consumption of the electric 

energy storage device caused by the change in time during the 

operation of the electric energy storage device is not 

considered. 

When the time is set as t , the charging power and 

discharging power of the electric energy storage device are 

represented by  charP t  and  disP t  respectively, and 

 EW t  is the remaining power of the energy storage device. 

In this paper, the mathematical model of the electric energy 
storage device of the distributed integrated energy station is 
established as follows: 
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In formula (1), c  represents the charging efficiency of the 

electric energy storage device. d  represents the discharge 

efficiency of the electric energy storage device.  0EW  and 

maxP  represent the initial remaining power and the maximum 

charging and discharging power of the electric energy storage 

device, respectively. 
minEW , 

maxEW  and     0dis charP t P t   

respectively represent the remaining power operation area of 
the electric energy storage device and the complementary 
constraint, and the complementary constraint is used to limit 
the state unity of the electric energy storage device. 

2) Case analysis Model of heat and cold storage device: 

The distributed integrated energy station adopts cold storage 

and thermal storage to realize sensible heat energy storage and 

phase change energy storage. Sensible heat energy storage is a 

low-cost energy storage method. Phase change energy storage 

realizes energy storage by storing and releasing heat in the 

process of changing the physical state of materials. It has a 

higher cost [12], but the temperature fluctuation is small. The 

phase change energy storage method is selected as the energy 

storage method of the heat storage and cold storage devices of 

the distributed integrated energy station. This method has a 

high energy storage density, and when the heat storage and 

temperature difference are the same, it can ensure that the heat 

storage of the phase change material is only one-quarter to 

one-fifth of the sensible heat material. The temperature during 

energy storage and release can be controlled and kept constant. 

Both cold storage and heat storage devices have energy 
consumption characteristics when storing and releasing energy. 
And the energy has a certain dissipation with time. 

The model formula of the heat storage (cold storage) device 
of the distributed integrated energy station is as follows: 
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In formula (2),  PW t  and 1 T  respectively represent 

the residual heat of the heat storage (cold storage) device at 
time t  and the loss rate of the heat storage (cold storage) 

device per unit time. TI  represents the heat storage (cold 

storage) efficiency of the heat storage (cold storage) device. 

TO  represents the heat (cold) efficiency of the heat storage 

(cold storage) device. 

HSR  and maxP  represent the maximum capacity and 

maximum heat release (cold) power of the heat storage (cold 

storage) device, respectively,  TIP t  represents the heat 

storage (cold storage) power of the heat storage (cold storage) 

device when the time t  is time;  TOP t  represents the heat 

storage (cold storage) power when the time t  is Cold storage) 

device to release heat (cold) power. 

The calculation formulas of the two heat storage and 
cooling efficiencies are as follows: 

1
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In the formula, the total amount of hot water collected after 
90s of water supply to the end of heat storage or cold storage is 

described by G . The power is denoted by P , and the 

collected hot water and cold water time are denoted by 1t  and 

2t , respectively. The mean value of outlet water temperature 

and the value of cold water temperature are described by T1 

and T 2 , respectively. 

1) Hybrid energy storage system model: The internal 
energy of the energy storage system of the distributed 
integrated energy station is in a complementary state [13]. 
Compressed air energy storage and molten salt heat storage 
are used in molten salt heat storage non-supplementary 
combustion compressed air energy storage systems. 
Combining multiple energy stores can improve the 
economics of energy storage systems. 

The turbine inlet is heated by the heat of the molten salt 
heat storage system of the hybrid energy storage device. 
Convert thermal energy into electrical energy, and set an 
electrothermal device to convert electrical energy into thermal 
energy [14]. It realizes the four-quadrant operation of the hybrid 
energy storage device of the distributed integrated energy 
station for two types of energy flows, electric energy and 
thermal energy. 

According to the four-quadrant operation principle of the 

hybrid energy storage device, inP  is represented by oP  and the 

electric energy input power and output power of the hybrid 

energy storage device, respectively. inH  and oH  represent 

the electric energy input power and output power of the hybrid 

energy storage device, respectively. 1  represents the energy 

input time interval. 2  represents the energy output time 

interval, and the model of the hybrid energy storage device can 
be obtained as follows: 
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In the formula, Com  represents the compressor efficiency. 

Tur  stands for turbine efficiency. Hs  and H E   represent 

heat storage efficiency and turbine inlet air heating efficiency, 

respectively. Heat  represents the heater efficiency. 

C. Data Acquisition for Energy Storage Equipment of 

Distributed Comprehensive Energy Station 

The dual decision tree algorithm is applied to the 
established model of each energy storage device of the 
distributed integrated energy station. The data collection of the 
energy storage device is realized by using the double decision 
tree algorithm. 

The decision tree algorithm is a typical inductive reasoning 
algorithm. The decision tree algorithm needs to clarify the 
attributes of each node of the tree and obtain the required 
attribute data. In order to improve the operation performance of 
the decision tree algorithm, the concept of information gain is 
introduced into the decision tree algorithm. We use the amount 
of information gained in the operation process to clarify the test 
attributes required for each node of the decision tree [15], and 
the decision tree algorithm is usually used to select attributes 
with a larger number in the operation process. 

The C4.5 algorithm is a decision tree method that replaces 
the information gain of the attribute classification level 
evaluation index with the information gain rate. This method 
can effectively improve the defect that the traditional decision 
tree algorithm is limited to local optimization. The C4.5 
algorithm uses the automatic discretization method to process 
the attributes with continuous values, and avoids the over-
learning of the decision tree by pruning the decision tree. 
Algorithm C4.5 builds a decision tree using information that is 

relevant to the collection and classification. Let L  represent 

the case set, iC  represent the case sample class label, and 

1,2, ,i n , and the information entropy formula for data 

collection can be obtained as follows: 
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In the formula, L  and  ,iF C L  represent the number 

of samples in the case set L  and the number of cases 
belonging to the C category in the case set A, respectively. 
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In the case where the number of values k  exists in the 

selected attribute X . According to the probability of each 
information obtained from the training set, the formula for the 
conditional entropy of the decision tree is formed as follows: 

 
1

k
i

x i

i

L
E I L

L


               (7) 

In the formula, iL
 is the number of cases of various 

subtrees in the attribute X , and the formula for obtaining 
mutual information is as follows: 

    xG X I L E 
               (8) 

Algorithm C4.5 selects the heuristic search extended 
attribute score, and the extended attribute selects the attribute 
with the largest information gain. The heuristic method can be 
effectively applied to the normalization process and in the 
presence of different attribute values, the attributes that reflect 
high-quality information gain can be selected. It obtains the 
attribute information gain rate formula as follows: 
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Branch the energy storage device data by the value of 

attribute X  to obtain the  Z X
 value of the dataset, 
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. After completing the above calculations, 

based on the flow of the dual decision tree data collection 
method in Fig. 1, simple random sampling is performed on the 

original data set to obtain an initialization sample B . It applies 
the C4.5 algorithm to build the first decision tree within the 
initialization sample. After traversing all the leaf nodes of the 
first decision tree, the corresponding samples are stored in the 
sample data set, and the data is sent to the next data set 
 1,2, ,iB i m L  until the set requirements are met. 

Sampling stops after all data traversal is completed. Randomly 
draw samples from the data set obtained by the first decision 

tree, and use 
i

m

ii

B
Z

B




 to represent the number of samples 

from the data set i , where Z  and iB
 represent the number 

of target samples and the number of samples in the dataset i , 

respectively; The target sample tZ  is all the samples extracted, 

and the second decision tree is generated by using the target 

sample tZ
 
that has been extracted. Through the second 

decision tree, the final collection of the data of the energy 
storage device of the distributed integrated energy station is 
realized. 

The pseudo code for generating the data collection method 
of the energy storage device of the distributed integrated 
energy station with the dual decision tree is shown in Fig. 2. 

Input: dataset Z
Output: selected data
1: Initialize Tree←NULL;
2: If Z is empty or meet other end conditions, then terminate;
3:End if
4: For all attributes in the dataset a do
5: Calculate the information gain rate;
6:End For
7: abe st← the attribute with the largest information gain rate;
8:Tree←abe st is the root decision node;
9: Zv←Sub-dataset based on abe st division;
10:For all Zv do
11:Treev←C4.5(Zv)
12: Add Treev to the corresponding branch of Tree;
13:End for
14:Return Tree
15:Find Last Child Node(Tree Node node , ArrayList Zi(i=1,2,…,m))；
16:If no child node then
17:do Zi.Add(node);
18:If the number of Zi samples < initial limit value then
19:do i ++；
20:End if
21:Else
22:For Tree Node n in node. Child Nodes do

26: Random sampling, the number of samples is                       ;

24:End for
25:For all Zi do




m

i i

i

B

B
Z

27: Integrate into the target sample set Zt
28:End for

23:this  Find Last Child Node (n,Zi)

29: Input dataset Zt;
30: Initialize Tree←NULL
31: Terminate if Zt is empty or encounter other end conditions
32:End if
33: For all attributes in the dataset a do
34: Calculate the information gain rate;
35:End for
36: abe st← The attribute with the largest information gain rate;
37:Tree←abe st is the root decision node;
38:Zv←Sub-dataset based on abe st division;
39:For all Zv do
40: Add the Tree to the corresponding branch of the Tree
41: Treev ← C4.5 (Zv)
42:End for
43:Return Tree  

Fig. 2. Data Acquisition Pseudocode. 

So far, the design of the data acquisition method for the 
energy storage device of the distributed integrated energy 
station based on the double decision tree is completed. The 
next step will verify the effectiveness of the proposed method 
through case analysis. 

III. CASE ANALYSIS 

In order to validate the data acquisition method of 
distributed comprehensive energy storage device based on 
double decision tree is effective. A distributed integrated 
energy station in a certain industrial park is selected as the 
experimental object. The distributed comprehensive energy 
station includes three electric energy storage devices, two heat 
storage devices, two cold storage devices, and one compressed 
air hybrid energy storage device. The method of this paper is 
used to collect the data of each energy storage device of the 
distributed integrated energy station, and the validity of the 
data collection method of this paper is verified. 

A. Energy Storage Device Data Acquisition Test 

We set the sampling time to 20s, and the actual sampling 
interval is 2s. The LMG671 conventional broadband power 
detection instrument and the designed data acquisition method 
of the energy storage device of the distributed integrated 
energy station based on the double decision tree are used to 
collect the power of each energy storage device. The results 
within the statistical sampling time are shown in Tables I to III. 
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TABLE I. ACTUAL POWER（KW） 

Sampling 
time/s 

Electric energy 
storage device 1 

Electric energy 
storage device 2 

Electric energy 
storage device 3 

Heat storage 
device 1 

Heat storage 
device 2 

Cold storage 
device1 

Cold storage 
device2 

Hybrid energy 
storage device 

2 1626 2217 2366 3127 2856 2535 2685 2353 

4 1653 2234 2385 3153 2846 2517 2676 2342 

6 1624 2285 2350 3148 2862 2538 2648 2364 

8 1626 2265 2358 3122 2816 2583 2649 2313 

10 1653 2235 2363 3117 2836 2568 2636 2379 

12 1635 2220 2349 3155 2866 2531 2657 2365 

14 1688 2296 2361 3194 2839 2519 2687 2393 

16 1626 2248 2348 3159 2863 2564 2675 2354 

18 1687 2236 2317 3176 2818 2576 2632 2359 

20 1647 2265 2376 3150 2837 2599 2686 2341 

TABLE II. LMG671 CONVENTIONAL POWER ACQUISITION RESULTS（KW） 

Sampling 

time/s 

Electric energy 

storage device 1 

Electric energy 

storage device 2 

Electric energy 

storage device 3 

Heat storage 

device 1 

Heat storage 

device 2 

Cold storage 

device1 

Cold storage 

device2 

Hybrid energy 

storage device 

2 1628 2220 2369 3131 2859 2539 2682 2356 

4 1650 2237 2388 3150 2842 2520 2672 2346 

6 1627 2281 2349 3144 2866 2541 2651 2367 

8 1623 2269 2354 3126 2813 2586 2653 2317 

10 1657 2231 2367 3113 2840 2564 2632 2382 

12 1637 2223 2346 3159 2862 2534 2653 2362 

14 1682 2293 2365 3191 2836 2519 2682 2397 

16 1623 2243 2345 3163 2860 2561 2672 2350 

18 1681 2239 2321 3172 2822 2571 2628 2363 

20 1642 2269 2372 3154 2831 2602 2682 2338 

TABLE III. THE POWER ACQUISITION RESULTS OF THE METHOD IN THIS PAPER（KW） 

Sampling 
time/s 

Electric energy 
storage device 1 

Electric energy 
storage device 2 

Electric energy 
storage device 3 

Heat storage 
device 1 

Heat storage 
device 2 

Cold storage 
device 1 

Cold storage 
device 2 

Hybrid energy 
storage device 

2 1625 2215 2364 3125 2854 2534 2685 2352 

4 1652 2234 2385 3152 2843 2516 2675 2341 

6 1623 2285 2349 3147 2861 2537 2647 2364 

8 1624 2264 2357 3124 2814 2584 2651 2315 

10 1652 2234 2361 3117 2834 2567 2635 2378 

12 1634 2218 2347 3152 2864 2534 2654 2364 

14 1685 2296 2359 3194 2837 2517 2685 2391 

16 1625 2247 2347 3158 2861 2564 2675 2354 

18 1685 2234 2315 3175 2816 2574 2634 2361 

20 1647 2264 2374 3149 2837 2598 2684 2341 

Comparing and analyzing the three tables above, it can be 
seen that the power value of the energy storage device 
collected by the method in this paper is basically the same as 
the actual value. However, the difference between the power 
value detected by the conventional detection device and the 
actual value is higher than the difference between the method 
in this paper and the actual value. It shows that compared with 
the conventional detection device, the power value of the 

energy storage device collected by the method in this paper is 
more accurate. 

On the basis of the above collection results, in order to 
further verify the data collection performance of the method in 
this paper, accuracy is selected as the evaluation index to 
evaluate the data collection performance. The accuracy of the 
power data collected by the method of this paper, the big data 
cloud platform method [8] and the wide-area method [9] is 
collected for the 8 energy storage devices of the distributed 
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integrated energy station. In order to visually demonstrate the 
data acquisition performance of the method in this paper, the 
MATLAB tool is used to generate the comparison results of 
the power acquisition accuracy of the energy storage device 
shown in Fig. 3. 

From the experimental results in Fig. 3, it can be seen that 
the power collection accuracy of the distributed integrated 
energy station energy storage device power using the method 
in this paper is higher than that of the big data cloud platform 
method and the wide area method. The accuracy of the method 
in this paper to collect the data of the energy storage device of 
the distributed integrated energy station is higher than 98%. 
The experimental results effectively verify that the method in 
this paper has high data acquisition performance. The main 
reason is that the method in this paper uses the double decision 

tree algorithm to effectively improve the data collection 
performance through two decision tree processing. It has high 
data acquisition accuracy and high practicability of data 
acquisition of energy storage equipment in distributed 
integrated energy stations. 

B. Real-time Test of Data Acquisition of Energy Storage 

Device 

The real-time data collection of each energy storage device 
in a distributed integrated energy station affects the normal 
operation of the energy storage device. Set the attribute data to 
be collected to 2500. The method of this paper is used to 
collect the average collection time of each sample of the power, 
DC current and DC voltage of the energy storage equipment of 
the distributed integrated energy station. The statistical results 
are shown in Tables IV to VI. 
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Fig. 3. Accuracy of Power Collection of Energy Storage Devices. 

TABLE IV. ENERGY STORAGE DEVICE POWER COLLECTION RESULTS 

Attribute 
data/pcs 

Electric energy 

storage device 

1/kW 

Electric energy 

storage device 

2/kW 

Electric energy 

storage device 

3/kW 

Heat storage 
device1/kW 

Heat storage 
device2/kW 

Cold storage 
device1/kW 

Cold storage 
device2/kW 

Hybrid energy 

storage 

device/kW 

500 1625 2215 2364 3125 2854 2534 2685 2352 

1000 1652 2234 2385 3152 2843 2516 2675 2341 

1500 1623 2285 2349 3147 2861 2537 2647 2364 

2000 1624 2264 2357 3124 2814 2584 2651 2315 

2500 1652 2234 2361 3117 2834 2567 2635 2378 

TABLE V. DC VOLTAGE ACQUISITION RESULTS OF ENERGY STORAGE DEVICE 

Samplin

g time/s 

Electric energy 

storage device 1/V 

Electric energy 

storage device 2/V 

Electric energy 

storage device 3/V 

Heat storage 

device1/V 

Heat storage 

device2/V 

Cold storage 

device1/V 

Cold storage 

device2/V 

Hybrid energy 

storage device/V 

500 125.4 135.6 151.2 141.5 131.2 128.5 171.5 161.9 

1000 124.2 134.5 150.4 141.6 131.5 128.6 170.8 160.24 

1500 125.2 135.2 151.2 142.2 131.6 128.9 171.2 161.3 

2000 125.4 134.4 151.3 141.6 131.8 128.7 171.4 161.8 

2500 125.5 135.5 151.4 142.5 131.7 128.3 171.2 161.5 
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TABLE VI. DC CURRENT ACQUISITION RESULTS OF ENERGY STORAGE DEVICE 

Samplin

g time/s 

Electric energy 

storage device 1/A 

Electric energy 

storage device 2/A 

Electric energy 

storage device 3/A 

Heat storage 

device1/A 

Heat storage 

device2/A 

Cold storage 

device1/A 

Cold storage 

device2/A 

Hybrid energy 

storage device/A 

500 5.75 6.35 6.25 5.64 6.35 9.52 7.52 8.25 

1000 5.35 6.52 6.34 5.28 6.85 9.45 7.46 8.64 

1500 5.46 6.45 6.15 5.46 6.28 9.25 7.18 8.15 

2000 5.27 6.85 6.28 5.31 6.45 9.34 7.64 8.34 

2500 5.81 6.34 6.54 5.28 6.75 9.52 7.58 8.62 

From the analysis of Tables IV to VI, it can be seen that the 
method in this paper can complete the target collection 
attribute data volume. And it counts the time required to collect 
different data volumes during the collection process, and draws 
its statistical results as Fig. 4. 

0
5
10
15
20
25
30

电
储
能
装
置
1

电
储
能
装
置
2

电
储
能
装
置
3

储
热
装
置
1

储
热
装
置
2

蓄
冷
装
置
1

蓄
冷
装
置
2

混
合
储
能
装
置

采
集

时
间

/m
s

储能装置

A
cq

u
is

it
io

n
 t
im

e
/m

s

E
le

ct
ri

c 
e
n

er
g

y
 

st
o
ra

g
e

 d
ev

ic
e 

1

E
le

ct
ri

c 
e
n
er

g
y
 

st
o
ra

g
e

 d
ev

ic
e 

2
E

le
ct

ri
c 

e
n
er

g
y
 

st
o
ra

g
e

 d
ev

ic
e 

3

H
ea

t 
st

o
ra

g
e 

d
ev

ic
e 

1

H
ea

t 
st

o
ra

g
e 

d
ev

ic
e 

2

C
o
ld

 s
to

ra
g
e 

d
ev

ic
e 

1

C
o
ld

 s
to

ra
g
e 

d
ev

ic
e 

2

H
y

b
ri

d
 e

n
e
rg

y
 

st
o
ra

g
e

 d
ev

ic
e

Energy storage device
 

Fig. 4. Real-time Data Collection 

The experimental results in Fig. 4 show that the power, DC 
current and DC voltage data collected by the method in this 
paper are all less than 30 ms. The reason for the short 
acquisition time of the method in this paper is that the decision 
tree for preliminary acquisition of the original data of the 
energy storage device is established by the C4.5 algorithm. It 
uses the established decision tree to filter and sort out the raw 
data. It realizes the preliminary screening of data and improves 
the collection efficiency. Using the method in this paper to 
collect various data from energy storage equipment in 
distributed integrated energy stations not only has high 
acquisition accuracy. This method has a high real-time 
acquisition, which again verifies the high data acquisition 
performance of the method in this paper. It can be applied to 
the practical application of data acquisition of energy storage 
devices in distributed integrated energy stations. 

IV. CONCLUSION 

Distributed comprehensive energy stations are an important 
direction for integrating and optimizing the energy Internet. In 
this paper, a mathematical model of each energy storage device 
in a distributed integrated energy station is established. It 
collects energy storage device data through a dual decision tree 
method and draws the following conclusions: 

1) The accuracy of the proposed method is higher than 

98%, and the collection time is less than 30ms, which can 

improve the data collection efficiency and collection accuracy. 

The method in this paper can obtain ideal data collection 

results in a short time, and the tree-like decision tree structure 

can intuitively reflect the status of the data to be collected and 

improve the accuracy of data collection. The method is 

applied to the data collection of energy storage devices in 

distributed integrated energy stations, and has high 

engineering practice value. 

2) The proposed method improves the defect of inaccurate 

collection caused by too much useless information in massive 

data. It avoids unbalanced sampling space caused by 

differences in data distribution between different samples, and 

provides greater convenience for subsequent data analysis. 

3) In this study, it is not considered that the electric 

energy storage device can provide heat and cooling data 

through the heat pump in the process of outputting electricity. 

The accuracy of power collection of energy storage devices 

needs to be further improved and studied. 
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Abstract—The purpose of this research was to detect forest 
fires in efforts to minimize the incidence of false alarms. The 
research method used is divided into several stages, namely 
planning, analysis, design, implementation, testing, and 
maintenance. Arduino acts as a data collector on the field, which 
will later be used to detect forest fires and false alarms. Fuzzy 
logic is used as the essence of the algorithm and will provide a 
higher level of accuracy for forest fire detection and false alarms. 
In testing the fuzzy program, the fuzzy output between Arduino 
and the fuzzy on the monitoring dashboard has a small difference 
of 0.99%. It can be concluded; the application can minimize the 
occurrence of false alarms to reduce the user's workload. 

Keywords—False alarm; fuzzy logic; forest fires detection; 
sensor; microcontroller 

I. INTRODUCTION 
Forests are the lungs of the world because forests will 

absorb carbon dioxide (CO2) in the air and release oxygen 
(O2) which is very useful and creates a balance of ecosystems 
for living things. Therefore, forest fires are something that 
must be prevented and minimized their impact. The primary 
sources for ecological degradation currently are the Forest 
Fires [1].  Huge losses and serious threats to ecosystems are a 
common consequence of forest fires [2]. Indonesia is one of the 
countries with the largest forest area in the world. With 
forested land area throughout Indonesia's mainland is 94.1 
million hectares or 50.1% of the total land area. However, 
although the forest area owned by Indonesia is quite high, the 
number of forest and land fires (Karhutla) in Indonesia is also 
quite high. Based on data quoted from the Directorate of Land 
and Forest Fire Control, Ministry of Environment and Forestry 
of the Republic of Indonesia, forest, and land fires in Indonesia 
in 2019 alone reached 1,649,258 hectares [3]. Forest fires are 
one of the big problems in Indonesia because forest fires are 
very dangerous impact on the environment and people due to 
smoke and carbon emissions from fires [4]. The most 
technology to detect fire Hotspots have been using satellite 
imagery and then processed to determine the number of 
hotspots and their locations. Some drawbacks in this 
technology that in bad weather or cloudy then the satellite 
system cannot penetrate [5][6]. In this research, it is proposed 
sensor system that uses multiple sensors related to fire 
parameters, especially fires on peatlands with special 
specifications fire case. Common fire parameters such as 
temperature, smoke, fog and carbon dioxide are applied in this 
system then measure the indicator using a special sensor [7]. 
This high number of forest and land fires is the source of 
several problems. Among them are disturbing human health as 
well as flora and fauna, hindering community activities such as 

flights and school activities, destroying the earth with CO2 
content released during forest and land fires, and the clean 
water crisis caused by water that should be filtered by rocks in 
the ground, instead being mixed with post-fire soil [8]. The 
number of forests and lands that burn every year in Indonesia is 
one of the reasons why early detection of forest and land fires 
can help humans in handling forest and land fires. Therefore, 
the proposed solution to this problem is by utilizing the 
technology that is currently popular, namely Arduino which is 
one of the Internet of Things (IoT) [9]. Currently IoT Devices 
and sensors enable monitoring various environmental 
variables, such as temperature, humidity, etc. [10]. Arduino 
based platform IoT enabled fire detector and monitoring 
system is the solution to this problem [11] [12]. To implement 
this research, we will use GSM which is used to deliver 
WhatsApp to the user via the number given in the simulation 
program. Based on data from the Indonesia IoT Forum, there 
are 400 million sensor devices installed. However, use in the 
agricultural sector is only 4 percent. This low number can be 
interpreted by the wide space for IoT innovation in the 
agricultural sector. This monitoring dashboard is used to 
improve response to forest fires. So that the impact of forest 
and land fires can be minimized as much as possible.  previous 
research there are several research on algorithms to calculate 
the probability of fire occurrence [13], forest fire models and 
warnings based on GIS grid platform [14] studying fire alarms 
and based on methods based on infrared technology [15]. 
However, the shortcomings of this study have not been able to 
reduce false alarms. 

II. METHODOLOGY 
The method used in this research is an experimental 

method.  The system is built through the design stage 
hardware, software, implementation, and testing. 

A. Hardware Design 
Hardware design carried out based on the block diagram in 

Fig. 1. System. It consists of input, process, and output. Block 
diagram of a forest fire detector prototype using a power bank 
as a resource for the microcontroller and sensors. Starting from 
the input or input, the input block diagram is in the form of 
smoke sensors, fire sensors and temperature sensors which are 
used as input from the tool to start the fire detection process or 
not. For the microcontroller used is Arduino Uno Rev3 which 
functions as the main processing component and components 
that can connect input with output. In the output section there is 
no component to print the output, but it can be seen from the 
website and WhatsApp notifications using the mobile phone of 
forest guards. 

535 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 7, 2022 

 
Fig. 1. Block Diagram. 

There are three sensors used in this research, namely: 

1) Smoke detection sensor: The smoke detection sensor 
used is the Gravity Analog Infrared CO2 Sensor. This sensor 
works by sucking air around the sensor, then the sensor will 
determine the gas concentration of the inhaled air [16]. The 
sensor will get the gas concentration result in Parts-per-million 
(ppm). For example, if the result is 1,000ppm CO2. So that 
means there are 1,000 CO molecules and 999,000 other gas 
molecules. Fig. 2 shows the physical form of the smoke 
detection sensor used. 

 
Fig. 2. Gravity Analog Infrared CO2 Sensor. 

2) Fire detection sensor: The fire detection sensor used is 
a 5 Channel Flame Sensor. This sensor uses infrared rays in 5 
directions with a range of 120 degrees and in the wave range 
of 700 nm – 1100 nm, with a detection distance of less than 1 
meter and a response time of about 15 microseconds. The fire 
detection sensor works by detecting infrared radiation 
generated by the fire, then the sensor converts the detection 
into analog and digital signals for further processing.  Fig. 3 
shows the physical form of the fire detection sensor used. 

 
Fig. 3. Sensor Flame. 

3) Temperature detection sensor: The temperature 
detection sensor used is the DS18B20 Temperature Sensor, 
this sensor has a sensor that is quite precise and does not 
require external components to work. This sensor can measure 
temperatures from -55°C to +125°C with an accuracy of 
±0.5°C. Fig. 4 shows the physical form of the temperature 
detection sensor used. 

 
Fig. 4. DS18B20 Temperature Sensor. 

B. Software Design 
The analysis is carried out in the form of observations of 

the surrounding environment. When a forest fire occurs it 
cannot be detected by forest rangers, forest guards only know 
that if a forest fire occurs, smoke will raise in the sky and the 
fire conditions are largely handled by the firefighters because 
the fire was too big. The detection process is carried out 
manually which makes fires difficult to control because the 
fires are getting bigger, burning forest areas, and the process of 
forest fires is relatively long. Therefore, an application is 
needed to monitor and detect forest fires that are useful for 
minimizing the incidence of false alarms and responding to 
forest fires handling. The business process of this application is 
that this application receives sensor data from the 
microcontroller, then the application will determine the fire 
status based on the sensor data received by utilizing fuzzy 
logic, and then the application will send a notification to the 
forest ranger via WhatsApp, if the fire status is a hazard, then 
this information also sent to firefighters. Application design 
business processes to monitor and detect forest fires can be 
seen in Fig. 5. 

 
Fig. 5. Design Business Processes. 

The flowchart of the system created is described by the 
sequence of processes in detail from one process to the next so 
that the system flows easy to understand. Fig. 6 shows the 

Fire Sensor 

Smoke Sensor Arduino 
Uno Web Whatsapp 

Temperature 
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flowchart of the system that has been made the classification 
procedure begins with the receipt of sensor data sent by the 
microcontroller via the API. After that the application will 
process the data using fuzzy logic to determine the fire status. 
Fuzzy logic works by receiving data received from the sensor, 
then classify each data based on the membership function and 
generate the degree of membership of each sensor data. After 
that the value of the membership degree will be processed 
using the rule and will produce the fire status membership 
degree, which is then entered into the membership degree 
graph to determine the fire status. If the fire status is declared 
dangerous, then the application will send a notification 
message to all contacts WhatsApp stored in the database and 
displays the status of the fire as a hazard on the monitoring 
dashboard. Meanwhile, if the fire status is safe or alert, the 
application only displays the status of a safe or alert fire on the 
monitoring dashboard. 

 
Fig. 6. Flowchart System. 

In Fig. 7, the fuzzification sub-system will process input 
data when doing data reading [17]. The data is in the form of 
firm values or crispy. In this research using Sugeno Fuzzy for 
inferencing [18]. The following are the stages of the process of 
Sugeno Fuzzy Inference: 

1) Fuzzification: The fuzzification sub process will 
change the firm value that exists in the membership function 
or degree of membership. Based on the analysis carried out, 
the fire status is divided into three, namely, safe, caution, and 
danger. Where the three statuses are determined based on the 
variables of Temperature, Smoke, and Fire. Each of these 
variables has its own status classification.  Temperatures are 
classified into three states, namely, Normal with temperatures 
less than or equal to 30°C, Warm with temperatures between 
30°C and 60°C, and Hot with temperatures greater than or 
equal to 60°C. 

The temperature membership set can be seen in Fig. 8, the 
membership set function is divided into three ranges, namely, 
normal [15, 30, 45], warm [30, 45, 60], and hot [45, 60, 75]. 

 
Fig. 7. Fuzzy Design. 
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Fig. 8. Temperature Membership. 

The smoke membership set can be seen in Fig. 9, in the 
membership set function is divided into three ranges, namely, 
thin [200, 600, 1000], medium [600, 1000, 1400], and dense 
[1000, 1400, 1800]. 

 
Fig. 9. Smoke Membership. 

Fire membership set can be seen in Fig. 10, fire 
membership set is divided into two ranges, namely, true and 
false. 

 
Fig. 10. Fire Membership. 

The membership sets above will be used to get the output 
value by going through the implication stage. 

2) Inference: At this stage each rule or rule in the fuzzy 
knowledge base will be associated with a fuzzy relation. The 
general form of this function is If x is A then y is B. Based on 
the results of the linguistic variables determining the fuzzy set, 
the following rules or rule implications can be seen in Table I 
and set of fire status can be seen in Fig. 11. 

TABLE I. FIRE STATUS RULES 

Number rule Temperature Smoke Fire State 

1 Normal Thin True Caution 

2 Normal Thin False Safe 

3 Normal Medium True Danger 

4 Normal Medium False Safe 

5 Normal Dense True Danger 

6 Normal Dense False Danger 

7 Warm Thin True Danger 

8 Warm Thin False Safe 

9 Warm Medium True Danger 

10 Warm Medium False Safe 

11 Warm Dense True Danger 

12 Warm Dense False Danger 

13 Hot Thin True Danger 

14 Hot Thin False Safe 

15 Hot Medium True Danger 

16 Hot Medium False Caution 

17 Hot Dense True Danger 

18 Hot Dense False Danger 

 
Fig. 11. Set of Fire Status. 

At this stage the function used is the minimum calculation, 
namely by taking the lowest value from the fuzzy set of 
temperature, smoke, and fire based on the rules that have been 
made. 

αi = µ A1 (X) ∩ µ B1 (X) = MIN {µ A1 (X), µ B1 (X)}       (1) 

The fire status variable is used to determine the status of the 
fire status with the Implication function, which consists of safe, 
alert, and danger with a range as depicted in Fig. 11. That is, 
safe defuzzification value is 1 – 1.5, Alert 1.5-2.5, and danger 
2.5 – 3.  Defuzzification 

This stage is done by taking the maximum value obtained 
from taking the minimum value from each rule that has the 
same rule output. 

Usf [Xi] = MAX (Usf [Xi], Ukf [Xi])              (2) 

• Usf [Xi]: value of the i-th order fuzzy solution. 

• Ukf [Xi]: value of the i-th order fuzzy solution. 
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After that, the composition of the maximum value is 
obtained as follows: 

Safe = MAX (rule 2, rule 4, rule 8, rule 10, rule 14) 

Caution = MAX (rule 1, rule 3, rule 6, rule 7, rule 16) 

Danger = MAX (rule 5, rule 9, rule 11, rule 12, rule 13, rule 
15, rule 17, rule 18) 

Then Defuzzification is done by entering the maximum 
value of each output rule into the weighted average formula: 

III. RESULT AND DISCUSSION 
In Table III, the temperature is stable below 30°C, Smoke 

is stable in the range of 428ppm to 456ppm and Fire is not 
detected at all. So based on the rules in Table II, the fire status 
is Safe. 

TABLE II. TEST RESULTS WITH NO FIRE CONDITIONS 

Minute Temperature (°C) Smoke (ppm) Fire Fire Status 

1 28.31 440.63 False Safe 
2 28.19 428.13 False Safe 
3 28.19 428.13 False Safe 

4 28.13 428.13 False Safe 
5 28.13 428.13 False Safe 

6 28.25 428.13 False Safe 
7 28.25 440.63 False Safe 
8 28.19 428.13 False Safe 

9 28.19 456.25 False Safe 
10 28.06 428.13 False Safe 

11 28.13 440.63 False Safe 
12 27.94 428.13 False Safe 

13 27.94 428.13 False Safe 
14 28 440.63 False Safe 
15 28 428.13 False Safe 

In Table III there are three types of fire status that appear. 
In minutes 1 – 4 there is a fire alert status caused by 
temperatures exceeding 30°C, smoke in the range of 440ppm 
to 471ppm, and detected fire. Meanwhile, at minute 5, the 
status of the fire that occurred was Safe, which was caused by 
not detecting the fire. This is evidenced by the data at 6 
minutes when the fire was detected again, and the fire status 
returned to Alert. At 9, 13, and 15 minutes there was a Danger 
fire status, this was caused by a temperature exceeding 45°C, 
Smoke exceeding 440ppm and a detected fire. 

TABLE III. TEST RESULTS WITH 50CM FROM THE FIRE 

Minute Temperature (°C) Smoke (ppm) Fire Fire Status 

1 32.06 471.88 True Caution 
2 32.13 440.63 True Caution 

3 31.63 471.88 True Caution 
4 35.31 440.63 True Caution 
5 36.56 471.88 True Safe 

6 35.19 440.63 True Caution 

7 37.19 456.25 True Caution 
8 49.25 440.63 True Caution 

9 53.25 609.38 True Danger 
10 48.5 471.88 True Caution 
11 44.63 440.63 True Caution 

12 51.56 440.63 True Caution 
13 47.75 1159.38 True Danger 

14 50.94 428.13 True Caution 
15 53.56 440.63 True Danger 

In Table IV, it can be seen that the farther the distance from 
the fire source causes the slightly lower temperature detected. 

TABLE IV. TEST RESULTS WITH 100CM FROM THE FIRE 

Minute Temperature (°C) Smoke (ppm) Fire Fire Status 
1 31.63 428.13 False Safe 

2 31.69 428.13 False Safe 
3 31.94 440.63 False Safe 
4 32.13 440.63 False Safe 

5 32.25 440.63 False Safe 
6 32.44 1128.13 False Safe 

7 32.56 440.63 False Safe 
8 32.75 440.63 False Safe 
9 32.88 440.63 False Safe 

10 33.06 440.63 False Safe 
11 33.06 1190.63 False Caution 

12 33.19 471.88 False Safe 
13 33.13 487.5 True Caution 

14 33.25 471.88 False Safe 
15 33.31 487.5 False Safe 

The test results with burning mosquito drugs are shown in 
Table V. 

TABLE V. TEST RESULTS WITH BURNING MOSQUITO DRUGS 

Minute Temperature (°C) Smoke (ppm) Fire Fire Status 
1 31.63 428.13 False Safe 
2 31.69 428.13 False Safe 

3 31.94 440.63 False Safe 
4 32.13 440.63 False Safe 

5 32.25 440.63 False Safe 
6 32.44 1128.13 False Safe 

7 32.56 440.63 False Safe 
8 32.75 440.63 False Safe 
9 32.88 440.63 False Safe 

10 33.06 440.63 False Safe 
11 33.06 1190.63 False Caution 

12 33.19 471.88 False Safe 
13 33.13 487.5 True Caution 
14 33.25 471.88 False Safe 

15 33.31 487.5 False Safe 
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TABLE VI. TEST RESULTS WITH 15 PORTABLE STOVES 

Minute Temperature (°C) Smoke (ppm) Fire Fire Status 

1 30.38 428.13 FALSE Safe 

2 30.38 440.63 FALSE Safe 

3 30.31 456.25 FALSE Safe 

4 30.25 440.63 FALSE Safe 

5 30.44 440.63 FALSE Safe 

6 30.38 440.63 FALSE Safe 

7 30.38 1159.38 FALSE Safe 

8 30.44 440.63 FALSE Safe 

9 30.44 440.63 FALSE Safe 

10 30.44 440.63 FALSE Safe 

11 30.44 440.63 FALSE Safe 

12 30.5 428.13 FALSE Safe 

13 30.5 428.13 FALSE Safe 

14 30.63 428.13 FALSE Safe 

15 30.5 428.13 FALSE Safe 

The test results are shown in Table VI, it can be concluded 
that the false alarm detection accuracy is 100%. 

Fuzzy logic testing is done by comparing the fuzzy output 
value on a series of systems with fuzzy output values found in 
web. Test performed 10 times is shown in Table VII. 

TABLE VII. TEST RESULTS WITH 10 PORTABLE STOVES 

Input  Output Difference Error 

Temperature 
(oC) Fire Smoke 

(ppm) Arduino Web     

23.4 48.8 26.5 2 1.28 0.72 5.62% 

29.25 774 1.31 2 2 0 0% 

24 50 20 2 1.4 0.6 4.28% 

25 25 280 4 4 0 0% 

35 25 300 5 5 0 0% 

15 500 25 1 1 0 0% 

25 200 100 2.73 2.73 0 0% 

25 350 200 3 3 0 0% 

10 800 20 1 1 0 0% 

15 200 500 4 4 0 0% 

Average 0.13 0.99% 

IV. CONCLUSION 
Based on the web-based and WhatsApp-based Forest fire 

monitoring dashboard detection application that has been done, 
it can be concluded that: applications can be used by forest 
halls and forest rangers, the application is implemented by 
utilizing Arduino along with Arduino sensors to get real time 
data, the application implements Sugeno Fuzzy Inference for 
classify fire status and detect false alarm based on data 
received from Arduino. 

Based on the results of tool design and testing, it can be 
concluded that the performance of the tool as an early fire 
detector, also functions as a monitoring system for room 
conditions against potential fires, is able to represent the results 
of reading all multisensory data and can classify the condition 
of the room being monitored properly. According to the input 
data received by the hardware and software. In testing the 
fuzzy program, the fuzzy output between Arduino and the 
fuzzy on the monitoring dashboard has a small difference of 
0.99%. This shows that fuzzy logic control on multisensory 
data reading has a high level of accuracy. 
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Abstract—Mathematics is one of the main subjects in school. 
In some schools, the learning methods used are still using 
conventional methods, namely lectures and exercises. The main 
difficulty in learning mathematics is how to make the material 
presented more interesting so that it does not make students 
bored and easy to understand the material. The use of an attitude 
of interest in games that knows no age and the various 
advantages of games gives rise to a combination of learning 
mechanisms called gamification. Gamification is the process of 
applying game mechanics to non-game activities to increase user 
interactivity. Gamification in the m-learning mathematics 
application was developed using the Attention, Relevance, 
Confidence, and Satisfaction (ARCS) learning model and the 
octalysis framework gamification method. Gamification in this 
mathematics m-learning application applies a game strategy 
using a system of levels, missions, challenges, points, progress 
bars, leader boards, and badges. The results of this study indicate 
that this application can be used as an alternative medium for 
learning mathematics and student engagement with the result 
that gamification applied to the m-learning mathematics 
application can increase student interest by 35%, increase 
student motivation by 33%, and improve understanding 42% of 
students towards learning mathematics. 

Keywords—Gamification; m-learning; mathematics; attention; 
relevance; confidence; and satisfaction (ARCS) model; octalysis 
framework; student engagement 

I. INTRODUCTION 
Mathematics is one of the disciplines that is studied at all 

school levels, given from elementary students to higher levels 
[1]. Mathematics is considered a difficult subject because the 
characteristics of mathematics are abstract, logical, systematic, 
and full of confusing symbols and formulas [2]. This is because 
mathematics learning is still conventional, which causes 
teachers to have difficulty developing the material contained in 
the book because of the large number of materials to be taught, 
while from the student aspect, students' lack of interest in 
learning mathematics, understanding of concepts that are not 
mature, enthusiasm for learning is high. less and students are 
not motivated when learning mathematics, and many students 
view mathematics as a difficult and boring subject[3]. 

The development of ICT has helped a lot in the field of 
mathematics education [4]. Computer-assisted mathematics 
learning applications have been widely developed as 

alternative learning media [5][6]. Mobile application 
development (m-learning) is one of the media that is currently 
widely used in the development of learning applications other 
than e-learning [7]. This is supported by easy access [8], a 
more flexible learning process [9], as well as its ability to 
provide interactive and communicative mechanisms [10] to be 
one of the causes of the development of e-learning learning 
models toward m-learning [11]. 

Gamification is the process of using in-game mechanisms 
or rules for non-game activities to increase user interactivity 
[12]. Gamification offers application design that embeds game 
elements so that it has more appeal to application content 
because game concepts are known to be fun and easy to 
understand. [13]. This is because the gamification application 
model must have the characteristics of attracting the attention 
of students to use it, able to build student motivation and 
competence, build student confidence and be interactive to 
build reasoning and mindset when completing tasks and 
satisfaction, namely students feel happy when they complete 
their assignments. [14][15]. To develop a gamification 
mechanism in a learning application, a reference model is 
needed [16]. The ARCS learning model unites several forms of 
student attitudes, namely attention, relevance, confidence, and 
satisfaction [17], where this model is designed to encourage 
student learning motivation by prioritizing attention to students 
[18], as well as applications that adapt the subject matter to the 
student's learning experience, which can create student 
confidence and create a sense of satisfaction for the student to 
study harder [19]. In order to develop the ARCS model, an 
octalysis gamification framework is needed where the 
gamification concept is designed by analyzing eight aspects of 
game psychology [20], which is a gamification concept with an 
emphasis on human-focused design [21], to optimize human 
motivation in a system, as opposed to function-focused design 
[22]. 

From the previous literature, the implementation of mobile 
applications, gamification techniques, and the ARCS learning 
model is still being developed partially, there has been no 
research that has tried to combine these three elements in a 
unified system. Therefore, the objective of this research is to 
develop a model and application of gamification-based 
mathematics m-learning by integrating the ARSC model and 
octalysis framework. The implementation of the application is 
carried out to test and prove whether the concepts and 
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applications that have been developed previously can increase 
student involvement in mathematics. 

II. LITERATURE REVIEW 

A. Gamification 
Gamification is a product, a way of thinking, a process, an 

experience, a way of design, and a system that is involved, 
which uses game elements to solve non-game problems. 
[23][24]. In the world of education, it can also be said that 
gamification is a process of changing existing activities or 
studying activities and making learning content like a game 
[25]. Gamification is using game mechanics to provide 
practical solutions by building specific group engagement [26]. 
In more detail [27], defines gamification as a concept that uses 
game-based mechanics, aesthetics, and game thinking to 
engage people, motivate action, promote learning and solve 
problems. In addition, gamification also provides additional 
motivation to ensure that students participate in complete 
learning activities [28]. The concept of gamification in an 
educational environment has the aim of maximizing students' 
learning comfort, thereby inspiring and motivating them to 
continue their learning process [29]. The Gamification Model 
proposed in 2015 (Fig. 1), consists of elements Mechanics 
which refers to the elements that comprise gamification, 
Measurement which refers to how progress in gamification is 
evaluated. Behavior - refers to the desired actions that players 
will cultivate as a result of playing the game, and Rewards - 
refers to the types of incentives given to players for fulfilling a 
requirement or task in the game [30]. 

B. ARCS Learning Model 
Attention, Relevance, Confidence, and Satisfaction (ARCS) 

is a learning model developed as an alternative that can be used 
by teachers to motivate student learning by carrying out 
learning activities well [31]. This learning model contains four 
components that are an integral part of learning activities, 
namely (1) generating and maintaining student attention during 
the learning process (Attention), (2) providing subject matter 
relevant to students (Relevance), and (3) providing truest self 
to students (Confidence), and (4) foster student satisfaction 
with the learning process (Satisfaction) [32]. Within the 
teaching framework, the motivational analysis must be an 
ongoing process, to ensure that gamification matches the 
motivational factors as learning takes place [33]. The ARCS 
model has provided several specific steps to examine the 
relevant motivational features in the use of various media in the 
learning process [34][35]. Fig. 2 shows the ARCS Model 
applied to an educational game-based learning application. 

C. Octalysis Gamification Framework 
Octalysis is a gamification framework developed by Yu-kai 

Chou in 2015. The Octalysis method has two levels, where the 
first level is an analysis of game elements from the Octalysis 
framework, while the second level is the application of game 
elements in four phases that have been provided. Octalysis is 
based on a gamified framework designed using eight core 
drives [36]. Fig. 3 shows the gamification framework using the 
octalysis method at the first level, which consists of eight core 
drives in the octalysis framework, namely: (1) Epic Meaning 
and Calling: in this drive, someone is convinced that they are 

doing something great or feel that they are the chosen ones for 
doing something, (2) Development and Accomplishment: 
internal drive to make progress, develop skills and overcome 
challenges, (3) Empowerment of Creativity and Feedback: 
users engage in creative processes such as trying different 
combinations, (4) Ownership and Possession: these drives 
make users motivated because they feel like they have 
something, (5) Social Influence and Relatedness: drives that 
come from the environment, (6) Scarcity and Impatience: the 
drive to get something for not having it, (7 ) Unpredictability 
and Curiosity: the drive to know what will happen next, and (8) 
Loss and Avoidance: this drive is based on avoiding something 
negative happening [37]. 

 
Fig. 1. Gamification Model of Learning. Available from: 

http://ivantehrunningman.blogspot.com/2015/04/gamification-
oflearning.html. 

 
Fig. 2. ARCS Model in Educational Game Learning Media. 

 
Fig. 3. Level I Octalysis Gamification Framework. 
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Fig. 4. Level II: Octalysis Level II Gamification Framework. 

After applying the game elements that will be used, the 
elements are arranged into four phases which are part of the 
octalysis framework, level II. Fig. 4 The following shows the 
four phases of the second level octalysis framework [38]: (1) 
Discovery phase which is the initial stage where new users 
enter the application system and introduction of the 
application, (2) The onboarding phase is the phase where users 
begin to get to know the flow and application rules, (3) The 
scaffolding phase is the phase where users start using the 
application after getting to know the flow and the main mission 
of the application, and (4) The endgame phase aims to keep 
players using the application after the goal of the application 
has been achieved. 

D. Multimedia Development Life Cycle (MDLC) 
In the field of learning, the use of multimedia has been 

widely used, starting from the use of text, images, animation, 
video, and audio, to motivate students to like teaching 
materials. Fig. 5 shows the software development method used, 
namely the Multimedia Development Life Cycle (MDLC) 
introduced by Luther [39] and developed by Sutopo [40]. 

 
Fig. 5. Multimedia Development Life Cycle. 

The concept is the activity to determine the purpose and 
who are the users of the program [41], Design is the stage of 
making specifications regarding the program architecture, 
style, appearance, and material/material requirements for the 
program [42], Material collecting is the activity of collecting 
materials following the needs being worked on [43], Assembly 
is the activity of making all multimedia objects or materials. 
Application development is based on the design stage, such as 
storyboards, flowcharts, and/or navigation structures [44], 
Testing is carried out after completing the assembly activity by 
running the application program and seeing whether there are 

errors or not [45], and distribution where the application will 
be stored in a storage medium. This activity can also be called 
the evaluation part to develop a finished product to make it 
better. The results of this evaluation can be used as input for 
the concept stage of the next product [46]. 

III. RESEARCH METHOD 
This research was conducted using a quantitative 

descriptive research method [47] namely a research method 
that provides an objective description of an existing problem 
analytically and measurably [48]. 

Fig. 6 shows the five stages of research design carried out 
in this study, namely problem formulation, data collection, 
software development using MDLC, and conveying the results. 

 
Fig. 6. Research Design. 

The first stage is problem formulation which is an attempt 
to uncover various things related to the problem to be answered 
or solved. In this study, the formulation of the problem was 
carried out by identifying the existing mathematics learning 
problems, what are their shortcomings, and the solutions 
offered for their completion. This is the aim of the research 
conducted. 

The second stage is the collection of research data utilizing 
literature studies, discussions, and questionnaires. The 
literature study was carried out by collecting previous studies 
related to the ARCS learning model, the theory and 
implementation of gamification, and the mechanism of MDLC 
software development. In addition, discussions with the school, 
namely teachers and students in mathematics, were carried out 
to collect data on learning materials, get input and describe the 
desired solution. Meanwhile, the use of questionnaires was 
carried out for scientific measurement of the results obtained 
from this research. 

The fourth stage is the development of m-learning 
mathematics software. In this research, software development 
is carried out using the MDLC method, which starts from the 
conceptual section which contains the system model to be 
developed, the users, and its functions in it. Followed by the 
design and development section, where the system design is 
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carried out, making the assets in the system developed, coding 
the system, and conducting initial testing. The last part at this 
stage is an evaluation by testing the system both functionally 
and in terms of acceptance of its users. 

The fifth stage is to summarize the results that have been 
obtained, provide conclusions, state the limitations in the 
system built, and direct the development of further research. 

IV. RESULT AND DISCUSSION 

A. Analysis of Current Learning Conditions 
Based on the discussion conducted by the researcher using 

interviews and field observations (Fig. 7), there are two things 
found in the learning process of mathematics subjects, namely 
that the learning process is still done conventionally. The 
teacher provides learning materials through books, 
blackboards, and written exams. Meanwhile, students receive 
learning by listening and doing the tests given by the teacher. 
On the other hand, there are no alternative tools that can be 
used by students in the learning process, limiting students to be 
able to learn and understand mathematics subject matter. 

Based on these problems, a solution was developed to build 
m-learning applications for mathematics subjects that can be 
used by students to learn from anywhere, with more interactive 
and interesting content in the form of gamification in 
mathematics subjects. 

B. Conceptualizing Mathematics M-Learning Gamification 
Fig. 8 shows the conceptualization of the application 

carried out to describe what things will be done by the system 
along with its methods and work functions. Application 
development starts from user needs, implementation of the 
ARCS model, and gamification in the application, followed by 
application development to achieve the expected goals. 

 
Fig. 7. Existing Learning Activities. 

 
Fig. 8. Conceptual Development of Mathematics Gamification Applications. 

 
Fig. 9. Mathematics m-learning Gamification Model. 

Gamification modeling in the m-learning mathematics 
application (Fig. 9) was developed by providing educational 
game effects in the form of game levels related to the learning 
module for mathematics materials, quests which are challenges 
that must be completed by students, rewards in the form of 
points and badges, and avatar that can be customized by 
students. 

C. Octalysis Gamification Analysis 
The octalysis method has eight core elements, each of 

which has a game technique that can be chosen to be 
implemented. Mathematics learning applications are built using 
the concept of gamification with the octalysis framework 
method. This method begins with the level 1 stage by 
analyzing the elements that will be applied, and then enters the 
second stage, namely, level 2 making gameplay. 

 
Fig. 10. Octalysis Gamification Elements are used. 

Fig. 10 shows that there are 25 elements of the octalysis 
framework used in the development of this gamification 
application. 

1) Elements of Epic Meaning and Calling, the application 
convinces the user that he is doing something bigger than 
himself or that he is "chosen" to do something. Game 
techniques used in the application to be built include: 
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a) Narrative, the application will start with a narrative 
or story that gives an idea of why the user should play the 
game or use this application. 

b) Free Lunch, to attract users there is a limited item for 
20 users at the start of the game. 

2) Development and Accomplishment elements are used to 
encourage users to make progress, develop and overcome 
existing challenges or tasks. Game techniques used in the 
application to be built include: 

a) Progress Bars, there are 2 types of progress bars in 
the application. The first progress bar is useful for showing the 
progress of the usage adventure, this progress bar illustrates 
how far the user has completed the existing material, for 
example, the user has completed 5 of the 6 chapters that are 
displayed using the bar. The second progress bar is used to 
show the user's ability or results in completing each material. 

b) Achievement Symbols are used in the form of badges 
or badges. Every completed action or task will get feedback in 
the form of a badge. Status Points: each user has status points 
as a measuring tool or assessment in carrying out existing 
tasks. 

c) The leaderboard is used as a facility to compare the 
achievements of one player with other players. The use of the 
leaderboard also aims to motivate players to always feel 
challenged to be the best. 

d) Quest List, is used to displaying what tasks or 
challenges the user has to do in the application. 

3) Empowerment is an element that is made so that users 
can be as creative as possible in solving problems. The 
following are the game techniques used in the application to 
be built: 

a) Milestone Unlock: Correlating with the quest list, the 
existing materials, exercises, and exams cannot be accessed 
directly by the user. Availability depends on the related task, if 
the related task has been completed; it means that the user has 
met the requirements to access the material in question. 

b) Plant Picker: Each user has different abilities; they 
can freely determine the reward they choose. 

4) Ownership and Possession are elements where users 
are motivated because they feel like they own something. 
When a player feels ownership, he innately wants to make 
what he has better and have more of it. The following are the 
game techniques used in the application to be built: 

a) Avatar: Each user has their avatar. 
b) Virtual Goods: Correlating with the avatar game 

element, where the existing avatar is created based on the 
user's wishes, the user can choose the hair, clothes, and eyes 
for his avatar. 

c) Build-From-Scratch: User avatars can be changed by 
purchasing items in the shop and using limited items from 
quest/task rewards. 

d) Collection Sets: Users can provide feedback in the 
form of likes to their friends for group activities or 
assignments. 

5) Elements of Social Influence and Relatedness are used 
to encourage users about guidance, competition, jealousy, 
group seeking, social possessions, and friendship so that users 
continue to use existing applications. The following are the 
game techniques used in the application to be built: 

a) Trophy Shelves: Trophy Shelves are implemented in 
the leaderboard and profile where each user can see other 
users' searches. 

b) Group Quest: There are several materials where 
training sessions must be carried out together, with this game 
technique users can interact with each other. 

c) Social Prods: Implemented in the form of “likes” 
after doing Group Quests as a form of appreciation for fellow 
users. 

6) The element of Scarcity and Impatience is the drive that 
motivates us simply because we cannot have something 
immediately, or because there is great difficulty in getting it. 
The following are the game techniques used in the application 
to be built: 

a) Dangling and Anchored Juxtaposition: Energy usage 
limits the number of tasks taken per day. 

b) Appointment Dynamics: This game technique is 
implemented using push notifications, where users will be 
given a message every week to use this application. 

7) Unpredictability and Curiosity elements are user urges 
to find out what will happen next. The following is the game 
technique used in the application to be built: 

a) Mystery Boxes/Random Rewards: There are mystery 
box items as rewards in several missions. 

b) Easter Eggs/Sudden Rewards: There are limited 
rewards on some missions if the user reaches certain 
conditions. 

c) Visual Storytelling: Dealing with Narrative elements 
where these elements are used as a visualization of the 
existing narrative. 

d) Evolved UI: The existing UI will evolve according to 
the user level. 

8) The Loss and Avoidance element motivates the user 
through the fear of losing something. For example, if our 
mission gets a low star rating, the user's points are reduced. 
The following are the game techniques used in the application 
to be built: 

a) The Sunk Cost Prison: Due to dangling and anchored 
juxtaposition, the user's energy will be reduced if he exits the 
application while carrying out certain processes, for example 
in the training process. 

b) Countdown Timers: related to the sunk cost prison 
and Dangling and Anchored Juxtaposition after the energy 
runs out the user cannot perform activities for a certain time. 

The game elements that have been obtained at the level I 
are applied to four stages of gamification level II Octalysis 
namely discovery, onboarding, scaffolding, and endgame 
which can be seen in Table I. 
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TABLE I. ELEMENT GAMIFIKASI OCTALYSIS LEVEL II 

Phase Description 

discovery 

The discovery phase is the initial stage where a new user 
enters the application system and introduces the 
application. In this phase, the application uses several 
technical games, namely Narrative, Visual Storytelling, 
Free Lunch, and Avatar. Users are first presented with a 
story that describes why they should use this application 
and complete the missions according to the Narrative and 
Visual Storytelling game techniques. After that, the user 
creates his avatar as a character who will carry out the 
existing mission. The introduction ends with the award of 
points and gold as a form of Free Lunch. 

onboarding 

The Onboarding phase is the phase where the user gets to 
know the flow and rules of the application. The 
implementations in it are Progress Bars, Badges, Status 
Points, and Evolved UI. Students enter the main page in 
the form of a UI that displays the selected character. 
Then, students can see Status Points in the form of Points 
and Energy which are the value handles while using the 
application. Students can also see various assignments 
and their rewards on the Quest List page. 

scaffolding 

This phase is the phase where users start using the 
application after getting to know the flow and main 
mission of the application. Users perform activities 
according to the Quest List to achieve the goals of the 
application. Users can see the ranking of learning 
achievements through the leaderboard of accumulated 
points from completed tasks, besides that users can see 
the badges earned on the profile page (Trophy Shelves). 
At this stage, the user is presented with a challenge in 
which the user evaluates in the form of doing exercises 
and exams using the Fisher-Yates Shuffle algorithm to 
reduce the level of cheating. There are joint exercises as 
the implementation of the Group Quest and each user can 
give appreciation to his opponent in the form of likes as 
the implementation of the Social Prod. The results of 
practice and exams are visualized grades with stars. Each 
completed Quest earns rewards. Users then have 
activities to get Badges, according to existing conditions. 
Here implements Social Treasures and Collection Sets, 
and there is also a Milestone Unlock where this will 
unlock badges, as well as Easter Eggs. With the Easter 
Eggs mechanism, learning can be determined based on 
the user's decision, this is in line with the plant picker 
component game. The use of the application is limited 
according to the amount of energy remaining (The Sunk 
Cost Prison and Dangling and Anchored Juxtaposition), if 
the energy runs out the user must wait for a certain time 
(Countdown timer). Previously created avatars can be 
changed and customized via items purchased on the 
implementation avatar pages of Virtual Goods and Build-
From-Scratch. 

endgame 

The last phase is the Endgame phase. This phase aims to 
keep players using the application after the goals of the 
application have been achieved. The implementation of 
this phase uses Appointment Dynamics where users will 
get notifications periodically. 

D. ARCS Model and Octalysis Gamification Mapping 
This stage is carried out by mapping the ARCS learning 

model based on the Attention, Relevance, Confidence, and 
Satisfaction categories, as well as the octalysis method in 
application development. 

Table II shows the mapping mechanism of the ARCS 
learning model in the Attention category and the octalysis 
method. 

TABLE II. MAPPING MODEL ARCS (ATTENTION) AND OCTALYSIS 
METHOD 

ARCS Model - Attention 

Sub 
Category 

Description 
Category 

Element 
Octalysis Description 

Perceptual 
arousal 

Media must 
have things 
that can attract 
users 

Narrative, 
Visual 
Storytelling 

The use of narration and 
visual storytelling to 
explain why they should 
use the app and learn the 
lessons. 

Avatar 

Users have their avatar 
where the appearance of 
the avatar can change 
according to student 
achievements. 

Perception of 
stimulation 
through 
surprise 

Free lunch 
Students who access the 
app first get special 
rewards 

Easter Eggs 
(Sudden 
Reward) 

There is a limited reward 
if the user reaches certain 
conditions 

Appointment 
Dynamic 

Students are always 
reminded every week to 
study through 
notifications 

Perception of 
design 
through 
uncertainty 

Mystery Boxes 
(Random 
Rewards) 

Students can get random 
items from the mystery 
box 

Variability  
Interesting 
presentation 
of material 

Narrative, 
Tutorial 

Video media is used so 
that students do not get 
bored easily. 

Inquiry 
arousal  

Students can 
study the 
material 
independently 

Narrative, 
Tutorial  

With the narration in the 
learning video, students 
can learn independently 

Students can 
determine the 
learning 
process 

Plant picker 

The learning flow of each 
student is different, 
students can determine 
their process 

Table III shows the mapping mechanism of the ARCS 
learning model in the Relevance category and the octalysis 
method. 

Table IV shows the mapping mechanism of the ARCS 
learning model in the Confidence category and the octalysis 
method. 

TABLE III. MAPPING MODEL ARCS (RELEVANCE) AND OCTALYSIS 
METHOD 

ARCS Model - Relevance 

Sub 
Category 

Description 
Category 

Element 
Octalysis Description 

Goal 
Orientation 

Explanation 
of learning 
objectives 

Narrative 
Before students can see the 
learning video, the learning 
syllabus is presented first. 

Motive 
Matching 

Explanation 
of the benefits 
of learning 

Narrative 
Before students can see the 
learning video, the learning 
syllabus is presented first. 

Familiarity 
Learning 
adaptation to 
students 

Narrative 
Examples of problems in 
learning adapted to the lives 
of students today 
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TABLE IV. MAPPING MODEL ARCS (CONFIDENCE) AND OCTALYSIS 
METHOD 

ARCS Model - Confidence 

Sub Category Description 
Category 

Element 
Octalysis Description 

Learning 
Requirements 

Learning 
requirements 

Milestone 
Unlock 

Students must meet 
certain requirements to 
carry out a lesson 

Quest List 
Students can see the 
criteria for taking 
existing subjects 

Success 
Opportunities 

Provides 
many, varied, 
and 
challenging 
experiences 
that enhance 
learning 
success 

Group Quest  

The available exercises 
are divided into 2 types, 
namely individual 
training and group 
training (multiplayer) 

Personal 
Control 

There is 
feedback on 
student 
learning 
outcomes 

Status, 
Progress Bar 

Learning results can be 
seen through the 
number of stars and 
progress bar 

Rewards/ 
Achievement 
Reward 

Every time you 
complete a quest, 
students get rewards 

Student 
responsibility 
for learning 

Dangling and 
Anchored 
Juxtaposition  

Students cannot 
arbitrarily carry out 
continuous learning, 
learning activities are 
limited by energy so 
students must be able to 
take advantage of their 
time 

The Sunk Cost 
Prison  

Related to Dangling and 
Anchored Juxtaposition, 
students must be 
responsible if they 
cannot complete the 
learning process or 
leave in the middle of 
the process. 

Countdown 
Timers  

Students cannot carry 
out the learning process, 
there is a time back, the 
rewards of the student's 
irresponsibility during 
the learning process 

Table V shows the mapping mechanism of the ARCS 
learning model in the Satisfaction category and the octalysis 
method. 

E. Analysis System Architecture 
M-learning application development has three subsystem 

architectures in it. The first sub-system is the frontend 
application which functions as a gamification application used 
by students, a backend application used by teachers to manage 
the system and monitor student learning outcomes, and the 
internet which is used for the exchange and storage of 
application data. The architecture of the mathematical m-
learning application can be seen in Fig. 11. 

Functionally, the frontend application is an application that 
has gamification features. This application is used by students 
to learn math subjects. 

TABLE V. MAPPING MODEL ARCS (SATISFACTION ) AND OCTALYSIS 
METHOD 

ARCS Model - Satisfaction 

Sub Category Description 
Category 

Element 
Octalysis Description 

Intrinsic 
reinforcement 

Internal 
satisfaction 
that can 
motivate 
students 

Badges 
(Achievement 
Symbol) 

Students get rewards in 
the form of badges as a 
visualization of their 
achievements 

Trophy 
Shelves 

All learning achievements 
can be seen through the 
profile page 

Virtual 
Goods, Build 
From Scratch 

Existing avatars can be 
changed and created 
according to the user's 
wishes 

Evolved UI 
The existing UI changes 
according to user 
achievements 

Extrinsic 
Rewards 

External 
achievements 
that can 
motivate 
students 

Status, 
Leaderboard 

There is a student 
leaderboard to motivate 
which is obtained from 
accumulated points 
(status) obtained from 
rewards 

Equity 

Students can 
get learning 
feedback 
from other 
students 

Social Prod, 
Collection 
Sets 

Students can give 
feedback “like” after 
doing the exercise 
together 

 
Fig. 11. Mathematics m-learning Application Architecture. 

Fig. 12 shows the functionalities developed in the 
mathematics m-learning application, where there are login 
functions, viewing materials, doing exercises, taking exams, 
viewing quests, viewing profiles, viewing the leaderboard, and 
creating avatars. 

F. Gamification Logic Design 
To develop the functionalities described in the use case 

diagram, a logical design is made for each function that shows 
the learning flow that can be carried out in the application of 
m-learning mathematics. The flow can be seen in Fig. 13 
which starts from accessing the module to its completion, 
calculating scores and badges as an award for student 
achievement of the material that has been completed. 

1) Tutorial design process: Learning materials (tutorials) 
are studied using a linear tutorial model and branched tutorials 
depending on the actions taken by students according to the 
application of game elements in the previous analysis. The 
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linear tutorial causes students can’t able to choose freely to 
access the material they want to learn, and must follow the 
sequence according to the order of the existing material. 
Meanwhile, in the branching tutorial, students can take other 
materials if they have special items through random rewards. 
The tutorial flow can be seen in Fig. 14. 

 
Fig. 12. M-learning Application Frontend use-case Diagram. 

 
Fig. 13. Learning Flow in Gamification Applications. 

 
Fig. 14. Tutorial Flow. 

 
Fig. 15. Accessing Tutorial Activity Diagram. 

Fig. 15 is an activity diagram that shows how students 
access the tutorial functions in the system. The tutorial consists 
of chapters and subjects of mathematics lessons that students 
can choose from. 

2) Exercise and exam design process: The evaluation 
process is carried out using two methods, namely practice 
questions and exams. Students can do 2 practice modes, 
namely self-practice (Fig. 16), joint practice or multiplayer 
(Fig. 17), and independent exam (Fig. 18). At the time of 
practice, the number of questions that came out was 10 
questions and 5 questions for joint practice. Meanwhile, at the 
time of the exam, the questions that came out were 15 
questions, in which the questions were in the form of multiple 
choices. 

 
Fig. 16. Self-practice Evaluation Flow. 

 
Fig. 17. Joint Practice Evaluation Flow. 

 
Fig. 18. Self-examination Evaluation Flow. 
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There is a special feedback feature after doing joint 
exercises, where students can give likes to other students after 
the exercise is finished. This is to give appreciation and 
socialization between students. The feedback flow can be seen 
in Fig. 19. 

 
Fig. 19. Joint Practice Feedback Flow. 

Fig. 20 shows an activity diagram of the exercise and exam 
functions that can be performed by students. The function of 
exercise and exam is an evaluation carried out by the system 
when a student has completed a chapter of learning in the 
system. 

 
Fig. 20. Exercise and Exam Activity Diagram. 

3) Quest flow design: Not all existing processes can be 
accessed freely by users; certain requirements must be 
completed first. The following is an analysis of the quest flow 
in the application that was built, which can be seen in Fig. 21. 

 
Fig. 21. Quest Selection Flow. 

4) Rewards flow design: The form of rewards is adjusted 
to the status used in existing applications; rewards can be in 
the form of points or badges for students who have completed 
an activity. The flow of rewards can be seen in Fig. 22. 

 
Fig. 22. The Flow of Rewards. 

5) Leaderboard flow design: The leaderboard is obtained 
from the accumulation of student learning outcomes, obtained 
from the completion of tutorials, completion of exercises and 
exams as well as other activities. Fig. 23 shows the workflow 
of the leaderboard creation activity as well as an activity 
diagram to access the leaderboard contained in the system. 

 
Fig. 23. Leaderboard Flow and Activity Diagram. 

6) Avatar flow design: The avatar in the application can 
change according to the student's level status. Changes in 
avatars depend on student learning achievements, namely 
tutorials, evaluations, and points obtained. The following is 
the avatar flow for the application to be built, which can be 
seen in Fig. 24. 
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Fig. 24. Avatar Evolution Flow. 

Fig. 25 shows student activities to customize their avatar. 
Avatars can be changed visually according to the level, badges, 
and rewards that students have. 

 
Fig. 25. Avatar Change Activity Diagram. 

G. Gamification Asset Design 
Assets in the application are symbols that are used to show 

the concept of gamification in the application that is made. 
Fig. 26 shows the assets used to deliver students understand the 
application that will be used. 

 
Fig. 26. Introduction Gamification Asset. 

Meanwhile, Fig. 27 is the badge assets that are used to 
show the form of rewards for student achievement in this 
gamification application. 

 
Fig. 27. Badges Gamification Asset. 

Fig. 28 shows the assets associated with the Level which is 
divided into three where each level has a sub-level. The level is 
adjusted to the achievement of the learning modules that have 
been completed by students. 

Fig. 29 shows the avatar assets that can be used by students 
after completing the learning stages in the application. The 
avatar designed in the application consists of shapes that 
represent the level of the game and can evolve when students 
advance to the next level. 

 
Fig. 28. Level Gamification Asset. 
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Fig. 29. Avatar Gamification Asset. 

Fig. 30 shows quest assets where students can find out the 
flow of the game, challenges that must be completed, as well as 
rewards are given along with the status of achievements that 
have been completed. 

 
Fig. 30. Quest Gamification Asset. 

Fig. 31 shows the learning assets owned by the application. 
Where there are features of access to materials, exercises, and 
evaluations. The form of the material is presented in a video 
tutorial, while for evaluation, it uses text and images. 

Fig. 32 shows the practice and exam assets owned by the 
application, which are used by students to practice both 
independently and in multiplayer. Each question will be made 
random so that students will have different practice questions 
and exams. 

 
Fig. 31. Learning Materials Gamification Asset. 

 
Fig. 32. Practice and Exam Gamification Asset. 

 
Fig. 33. Profile and Leaderboard Gamification Asset. 

Fig. 33 shows the profile assets and leaderboard in the 
application, this feature is used to see what items have been 
collected as a form of reward for completing the material and 
to see the student leaderboard and the points they have. 

H. Application Testing 
The tests carried out on the application consist of functional 

(alpha), beta and quasi-experimental testing. The method used 
in alpha testing is black box testing which focuses on the 
functional requirements of the system being built and in the 
beta stage, user assessments of the software are carried out 
through interviews and questionnaires. Meanwhile, quasi-
experimental testing was used to measure the effect of using 
the application on students' understanding, interest, and 
motivation. 

Alpha testing is a functional test that is used to test the new 
system. Alpha testing focuses on the functional requirements of 
the software. Alpha test results can be seen in Table VI. 

Beta testing is a test that is carried out objectively, where 
testing is carried out directly on students. The method used is a 
questionnaire that is used to conclude the quality assessment of 
the application being built [49]. The following is the sampling 
formulation for the questionnaire: 

𝑛 =
𝑁

1 + 𝑁𝑒2
 

n: number of samples 

N: Population (421) 
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e: threshold (10%) 

𝑛 =
421

1 + 421 ∗ (10%)2
= 80,81 ≈  81 

Based on existing calculations, the number of samples 
obtained is 81 or equivalent to 2 Grade VIII classes, with an 
average number of students per class of 42 students. Two test 
classes were selected, namely grade VIII-A (40 students) and 
grade VIII-C (41 students) which had 81 students according to 
the calculation of the number of samples. 

The questionnaire was given consists of nine questions 
related to the quality of the application which can be seen in 
Table VII, meanwhile for the measurement of results using a 
Linkert scale with weighted answers which can be seen in 
Table VIII. 

TABLE VI. APPLICATION FUNCTIONAL TESTING 

No Testing components Testing type Result  

1 Login page Black Box Accepted 

2 Narrative Page Black Box Accepted 

3 Home page Black Box Accepted 

4 Account Settings Page Black Box Accepted 

5 Quest Page Black Box Accepted 

6 Course Page Black Box Accepted 

7 Chapter Page Black Box Accepted 

8 Study Page Black Box Accepted 

9 Practice Page Black Box Accepted 

10 Exam Page Black Box Accepted 

11 Backpack Page Black Box Accepted 

12 Avatar Creation Page Black Box Accepted 

13 Pre-Practice Room Page Black Box Accepted 

14 Self-Practice Page Black Box Accepted 

15 Joint Practice Page Black Box Accepted 

16 Leaderboard Page Black Box Accepted 

17 Profile Page Black Box Accepted 

TABLE VII. QUESTIONNAIRE QUESTIONS 

No Questions 

1 Is the application easy to use? 

2 Is the use of colors, buttons, and letters for the appearance (interface) 
of the application attractive? 

3 Does the app encourage me to study math? 

4 Can the application help me in understanding math lessons? 

5 Is the material presented following the lesson given? 

6 Is the material presented interesting and easy to understand? 

7 Does using a ranking system motivate me to study? 

8 Does the group practice system make learning interesting? 

9 Does the use of avatars make the learning system interesting? 

TABLE VIII. QUESTIONNAIRE ANSWER SCORE 

Answer Category Score 
Strongly agree 5 

Agree 4 
Neutral 3 
Disagree 2 

Strongly disagree 1 

The results of the final application assessment are the 
overall calculation of the questionnaire results obtained from 
student answers, which can be seen in Table IX, with the 
application quality assessment criteria shown in Table X. 

TABLE IX. OVERALL QUESTIONNAIRE RESULTS 

Category Answers Score Frequency of Answers Total Score 
Strongly agree 5 302 1510 
Agree 4 246 984 

Neutral 3 181 543 
Disagree 2 0 0 

Strongly disagree 1 0 0 

Total 729 3037 

P = (3037/3645) x 100% = 83% 

TABLE X. APPLICATION QUALITY ASSESSMENT 

No Percentage Value Criteria 
1 0% - 19% Very bad 
2 20% - 39% Bad 

3 40% - 59% Neutral 
4 60% - 79% Good 
5 80% - 100% Very good 

Based on the results of the overall questionnaire, the 
application criteria showed 83%, which means that the 
application was in very good criteria. 

Meanwhile, to determine the effect of using the application 
on students (student engagement), quasi-experimental testing 
was carried out by conducting pre-test and post-test activities 
through three activities, namely, understanding the material, 
filling out motivational questionnaires, and filling out interest 
questionnaires. The results of the pre-test and post-test will be 
compared using normalized gain score analysis which is 
calculated using the following formulation: 

Normalized gain(g) = (post-test score– pre-test score) / 
(maximum score - pre-test score) 

The results of the quasi-experimental testing activities 
obtained the results shown in Table XI and Fig. 34. 

Based on the results of the tests carried out, it was 
concluded that there was an increase in student engagement in 
learning mathematics after using the gamification mechanism 
in the m-learning application. The increase was found in 
student understanding by 42%, student interest in applications 
by 35%, and student motivation by 33%. 
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TABLE XI. ASSESSMENT OF STUDENT ENGAGEMENT 

Student Engagement Score Pre-Test Post-Test Gain 

Student Understanding Average 58,64 72,47 0,42 

Student Interest Average 58,30 73,07 0,35 

Student Motivation Average 58,84 72,57 0,33 

 
Fig. 34. Results of the Student Engagement Test on the Application. 

This study is in line with research [50] where gamification 
can create student engagement in the learning process, as well 
as research [51] where there is an increase in better 
understanding by using gamification-based applications. 
Gamification-based mobile applications are also an effective 
and efficient alternative learning media in addition to 
classroom learning, because the game model can be used 
anywhere [52], besides that students have a competitive sense 
in learning because this gamification model shows rankings 
between participants [53]. 

The limitations of this research are the absence of features 
that facilitate schools to update the content in the application if 
there is a curriculum change, the ability of the application to be 
able to monitor and provide intelligent direction to students and 
teachers, and the data storage mechanism is still simple. 

Therefore, the development of this research in the future 
will be involving elements such as artificial intelligence 
[54][55] to improve students' predictive abilities, in addition to 
applying augmented reality technology for application 
interaction [56] as well as having the ability to store and track 
data and student progress securely using blockchain technology 
[57][58]. 

V. CONCLUSION 
In this study, we developed a mathematical mobile learning 

application that combined elements of gamification with the 
octalysis method and the ARCS learning model. 

The purpose of this research is to see how far the role of the 
application can provide students' engagement in mathematics. 
The results obtained indicate that there is an increase in 
understanding by 42%, student interest by 35%, and student 
motivation by 33% after using the application. This is 
measured by a pre and post-test mechanism that is carried out 
on several students who use the application. 

As future work, we plan to develop this application by 
adding interactive modules to adjust the curriculum changes 
that occur. Addition of intelligent monitoring and evaluation 
modules can monitor and provide referrals for students and 
teachers effectively and efficiently. Develop module content 
with technologies such as augmented reality, as well as secure 
data storage mechanisms that are easy to trace and transparent 
using blockchain technology. 
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Abstract—The core value of the recommendation model is the 
using of the measures to measure the difference between the 
jumps (e.g. pearson), some other studies based on the magnitude 
of the angle in space (e.g. cosine), or some other studies study the 
level of confusion (e.g. entropy) between users and users, between 
items and items. Recommendation model provides an important 
feature of suggesting the suitable items to user in common 
operations. However, the classical recommendation models are 
only concerned with linear problems, currently there is no 
research about nonlinear problems on the basis of 
potential/energy approach to apply for the recommendation 
model. In this work, we mainly focus on applying the energy 
distance measure according to the potential difference with the 
recommendation model to create a separate path for the 
recommendation problem. The theoretical properties of the 
energy distance and the incompatibility matrix are presented in 
this article. Two experiment scenarios are conducted on Jester5k, 
and Movielens datasets. The experiment result shows the 
feasibility of the energy distance measures/ the potential in the 
recommendation systems. 

Keywords—Energy distance; energy model; collaborative 
filtering; recommendation system; distance correlation; 
incompatibility 

I. INTRODUCTION 
Recommendation systems suggest the suitable items to a 

user based on his/her purchased items or his/her rated items 
[9]. There are many implementations of a recommendation 
system based on different factors and applied to different 
contexts, such as the recommendation systems determining the 
user's rating values according to the magnitude of the angle 
(e.g. cosine) [22], or the recommendation systems based on the 
difference of the users (e.g. pearson) [19][2], or the 
recommendation systems based on the confuse of one user with 
another (e.g. entropy) [4], some other recommendation systems 
based on the statistical implication [12][18]. 

Collaborative filtering recommendation model [6] mainly 
based on users, items. In particular, the Singular Value 
Decomposition algorithm - a classical method from linear 
algebra used as a technique to reduce size in machine learning - 
is combined with recommendation model, or Alternating Least 
Squares (ALS) - a matrix factorization algorithm – is used for 
the larger-scale collaborative filtering problems, or some 
techniques for selecting random or popular items are also 
integrated to recommendation systems. However, most of the 
recommendation models revolve around the problems of linear 
relations, not the problems of nonlinear relations. 

In this article, we propose a new collaborative filtering 
recommendation model to consider nonlinear relations instead 
of focusing only on linear relations between users. This 
approach is performed on the basis of determining the 
relationship/distance between users in pairs, especially 
Newton's gravitational potential energy (known as potential 
energy, shortly energy) between two users. In this collaborative 
filtering recommendation model, the relationship between two 
users is determined through calculating the maximum mean 
discrepancy (MMD), or a lack of compatibility or similarity 
between two or more users. 

The article is structured as follows. In Section II, we 
present collaborative filtering based on energy. Section III 
presents the learning model, data division methods and 
evaluation methods. In Section IV, we propose the new 
recommendation model based on energy. In Section V, we 
show the experiment on the Jester5k, and MovieLense datasets. 
Section VI is the conclusion of the article. 

II. COLLABORATIVE FILTERING 
Collaborative filtering [3][15][22] is the process of filtering 

or evaluating items using the opinions of others. Collaborative 
filtering technology gathers the opinions of large 
interconnected communities on the webs, and supports filtering 
of substantial quantities of data. The recommendation system 
[1] uses a lot of information such as: the items, the users and 
the rating values to suggest the suitable items to user. However, 
the unwanted information has been removed by using the 
computerized methods before presenting the recommendation 
result to the user. 

In collaborative filtering [1], the recommendation system 
searches for similar users to make predictions. The user's rating 
model is a useful feature for determining similarity. Normally, 
the collaborative filtering recommendation methods use ratings 
without additional information about the user or the item to 
recommend the suitable items. 

The recommendation system [9][10][11] is an information 
system [17], includes a set of four: 

𝑆 = < 𝑈, 𝐼,𝑅, 𝑓 >              (1) 

Where 

𝑈 - is the set of users (the closed universe), 𝑈 = {𝑢1, 𝑢2, 
…, 𝑢n} with 𝑢𝑘  ∈  𝑈, 𝑘 = 1. .𝑛 . 𝑈 is a finite set of 𝑛 objects 
(a nonempty set) 
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𝐼 - is the set of items 𝐼 = {𝑖1, 𝑖2, …, 𝑖𝑚} with 𝑖𝑗  ∈  𝐼, 𝑗 =
1. .𝑚 . 𝐼 is a finite set of 𝑚 attributes (a nonempty set). 

𝑅 =  {𝑟𝑖𝑗}, with 𝑖 = 1. .𝑛 , 𝑗 = 1. .𝑚. 𝑅 is a rating matrix, 
where 𝑟𝑖𝑗  is rating value of the user 𝑢𝑖 to item 𝑖𝑗. 

𝑅 =

⎣
⎢
⎢
⎢
⎡
𝑟11 𝑟12 𝑟13 . . 𝑟1𝑚
𝑟21 𝑟22 𝑟23 . . 𝑟2𝑚
𝑟31 𝑟32 𝑟33 . . 𝑟3𝑚
. . . . . . . . . .
𝑟𝑛1 𝑟𝑛2 𝑟𝑛3 . . 𝑟𝑛𝑚⎦

⎥
⎥
⎥
⎤
 

For example, Table I is a rating matrix where the rating 
value ranges from 1 to 5 or not available. 

𝑓 ∶  𝑈 𝑥 𝐼 → R  - is the total decision function called the 
information function such that 𝑓(𝑢, 𝑖) ∈  𝑅𝑖  for every 𝑖 ∈  𝐼 , 
𝑢 ∈  𝑈. Function 𝑓(𝑢k , 𝑖𝑗 ) is used to measure the relevance 
(the rating value) of item 𝑖𝑗  with user 𝑢k . The rating value 
𝑓 ∶  𝑈 𝑥 𝐼 → 𝑅. 

A. Energy Distance 
The energy distance [7][8][13] is the distance between the 

probability distributions. Energy is defined as the similarity in 
the form of potential energy between objects in gravitational 
space. The potential energy is zero if and only if the positions 
(centers of gravity) of the two objects coincide, and the 
potential energy increases as the difference between the objects 
in space increases. The concept of potential energy can be 
applied to collaborative filtering. Let 𝑈1 and 𝑈2 be independent 
random vectors in 𝑈 , where 𝐹  and 𝐺  are cumulative 
distribution functions, and they correspond to each other. 
Accordingly, ‖ . ‖  represents the Euclidean normal of its 
argument, 𝐸 represents the expected value, and a random 
variable 𝑈1' represents a copy (iid), which is independent and 
distributed like 𝑈1; that mean, 𝑈1 R and 𝑈1' are iid. Similarly, 𝑈2 
and 𝑈2' are iid. The squared energy distance [16][20][24] can 
be determined according to the expected distance between 
random vectors. 

𝐷2(𝐹,𝐺) : =  2𝐸‖𝑈1 − 𝑈2‖ − 𝐸‖𝑈1 − 𝑈1′‖  − 𝐸 ‖𝑈2 −
𝑈2′‖  ≥  0               (2) 

Consider the null hypothesis that two random variables, 𝑈1 
and 𝑈2, have the same cumulative distribution functions: F = 
G. For samples 𝑢11, … ,𝑢1𝑛 from 𝑈1 and 𝑢21, … ,  𝑢2𝑚 from 𝑈2, 
respectively, the E-statistic for testing this null hypothesis is: 

𝜀𝑛,𝑚(𝑈1,𝑈2) ∶ =  2𝐴 − 𝐵 − 𝐶              (3) 

where A, B, and C are simply averages of pairwise 
distances: 

𝐴 =  1 
𝑛𝑚

 ∑ ∑ �𝑢1𝑖 − 𝑢2𝑗�𝑚
𝑗=1

𝑛
𝑖=1 ,             (4) 

𝐵 =  1 
𝑛2

 ∑ ∑ �𝑢1𝑖 − 𝑢1𝑗�𝑛
𝑗=1

𝑛
𝑖=1 ,             (5) 

𝐶 =  1 
𝑚2  ∑ ∑ �𝑢2𝑖 − 𝑢2𝑗�𝑚

𝑗=1
𝑚
𝑖=1 :             (6) 

One can prove (3) that 𝜀(𝑈1,𝑈2) ∶=  𝐷2(𝐹,𝐺)  is zero if 
and only if 𝑈1 and 𝑈2 have the same distribution (𝐹 =  𝐺). It 
is also true that the statistic 𝜀𝑛,𝑚 is always non-negative. When 

the null hypothesis of equal distributions is true, the test 
statistic. 

𝑇 =   𝑛𝑚
𝑛+𝑚

 𝜀𝑛,𝑚(𝑈1,𝑈2)              (7) 

B. Incompatibility Matrix 
The incompatibility matrix 𝐸 represents the energy distance 

between users. The incompatibility matrix 𝐸 =  {𝑒𝑖𝑗} , with 
𝑖 = 1. .𝑛 , 𝑗 = 1. .𝑛, 𝑒𝑖𝑗 is calculated by formula (2). 

𝐸 =

⎣
⎢
⎢
⎢
⎡
𝑒11 𝑒12 𝑒13 . . 𝑒1𝑛
𝑒21 𝑒22 𝑒23 . . 𝑒2𝑛
𝑒31 𝑒32 𝑒33 . . 𝑒3𝑛
. . . . . . . . . .
𝑒𝑛1 𝑒𝑛2 𝑒𝑛3 . . 𝑒𝑛𝑛⎦

⎥
⎥
⎥
⎤
 

For example, Table II shows the matrix representing the 
energy distance between users by using information of Table I. 

C. Incompatibility Neighborhood 
The neighborhood of the user 𝑢𝑎 is defined by the energy 

distance between the users and 𝑢𝑎 . The neighborhood is 
filtered with a certain number of the users, who has the lowest 
potential energy (i.e. k nearest neighbors - knn). 

TABLE I. AN EXAMPLE OF THE RATING MATRIX R 

 𝐢𝟏 𝐢𝟐 𝐢𝟑 𝐢𝟒 𝐢𝟓 𝐢𝟔 𝐢𝟕 𝐢𝟖 

𝑢1 ? 4.0 4.0 2.0 1.0 2.0 ? ? 

𝑢2 3.0 ? ? ? 5.0 1.0 ? ? 

𝑢3 3.0 ? ? 3.0 2.0 2.0 ? 3.0 

𝑢4 4.0 ? ? 2.0 1.0 1.0 2.0 4.0 

𝑢5 1.0 1.0 ? ? ? ? ? 1.0 

𝑢6 ? 1.0 ? ? 1.0 1.0 ? 1.0 

𝑢7 1 3.0 2.0 ? ? 2.0 ? ? 

𝑢8 5 ? ? 2.0 1.0 ? ? ? 

𝑢9 ? 4.0 ? ? 1.0 2.0 ? ? 

TABLE II. AN EXAMPLE OF THE MATRIX OF ENERGY DISTANCE FOR THE 
ACTIVE USERS 

 𝐮𝟏 𝐮𝟐 𝐮𝟑 𝐮𝟒 𝐮𝟓 𝐮𝟔 𝐮𝟕 𝐮𝟖 𝐮𝟗 

u1 0 0 0 0 0 0 0 0 0 

u2 7.874 0 0 0 0 0 0 0 0 

u3 7.280 5.196 0 0 0 0 0 0 0 

u4 8.306 6.403 2.828 0 0 0 0 0 0 

u5 6.000 5.656 4.795 5.385 0 0 0 0 0 

u6 5.567 5.196 4.898 5.830 1.732 0 0 0 0 

u7 3.316 6.557 6.324 6.928 3.605 3.464 0 0 0 

u8 7.810 5.000 4.000 4.690 4.795 5.656 6.164 0 0 

u9 4.472 6.480 6.708 7.549 4.000 3.316 2.645 7.000 0 
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Fig. 1. The Neighborhood of 𝑢𝑎 with knn = 3. 

To find the k-nearest neighbors (knn) for 𝑢𝑎 , the energy 
distance is used. Fig. 1 shows the 2D space of the 
incompatibility points with the active user 𝑢𝑎 - the users with 
low energy will be displayed closer together. If knn equals to 3, 
𝑢2, 𝑢5 R and 𝑢6 are selected to be three nearest neighbors of 𝑢𝑎. 

D. Rating prediction 
The predicted rating �̂�𝑎𝑗 of user 𝑢𝑎for item 𝑖𝑗  is calculated 

by (8), 

�̂�𝑎𝑗 = 1
∑ 𝑒𝑎𝑖𝑖∈𝑁(𝑎)

∑ 𝑒𝑎𝑖𝑖∈𝑁(𝑎) 𝑟𝑖𝑗             (8) 

where: 𝑒𝑎𝑖  is the incompatibility between 𝑢𝑎  and the user 
𝑢𝑖  in the neighborhood. 𝑁(𝑎) is knn of the user 𝑢𝑎. 𝑟𝑖𝑗  is the 
rating value of the user 𝑢𝑖 to item 𝑖𝑗. 

E. Top N Items Recommendation 
To recommend the suitable items to the active user 𝑢, 𝑁 

items with the highest ranking are selected. The ranking of 
each item 𝑖 is calculated by the ranking function. This function 
is reversible to map the predicted rating on the normalized 
scale back to the original rating scale. Normalization is used to 
remove individual rating bias by users who use lower or higher 
ratings than other users. A popular method is to center the rows 
of the rating matrix by formula: 

ℎ(𝑟𝑢𝑖) = �̂�𝑢𝑖  −  �̅�𝑢              (9) 

Where �̅�𝑢  is the average of all available ratings in row 𝑢 
(i.e. the available ratings of user 𝑢) of the rating matrix 𝑅; �̂�𝑢𝑖 
is the predicted rating of user 𝑢 to item 𝑖. 

III. RECOMMENDATION EVALUATION 

A. K-folds Cross Evaluation 
In order to evaluate the effectiveness of recommender 

models [5][25], k-folds cross evaluation method is performed. 
In this article, the dataset is divided into a training set and a 
testing set with k-folds = 5. The dataset is splitted into 5 
subsets, all subsets of equal size, 80% (4 subsets) of the dataset 
is used for training and 20% (1 subset) of the dataset is used for 
testing. The model is evaluated recursively 5 times, each time 

using a different train/test split, which ensures that all users and 
items are considered for both training and testing. The results 
are then averaged to produce the final result. 

B. Evaluation 
To evaluate the recommendation model, three measures of 

error: 1. Mean Absolute Error (MAE); 2. Mean Squared Error 
(MSE); and 3. Root Mean Square Error (RMSE) is used. The 
evaluation of the error of the recommendation model is an 
important step in the design of the recommendation system. 
This helps the designer to select the model and they can check 
the error of the model before the designer applies this model in 
practice. 

• Root Mean Square Error (RMSE) [14][23]. Root mean 
square error between real rating value 𝑟𝑖𝑗  and the 
predicted rating value �̂�𝑖𝑗 is calculated by fomular (10). 

𝑅𝑀𝑆𝐸 = �∑ (𝑟𝑖𝑗−�̂�𝑖𝑗)2(𝑖,𝑗)∈𝑛
|𝑛|

            (10) 

• Mean Squared Error (MSE) [14][23]. The mean square 
error between real rating value 𝑟𝑖𝑗  and the predicted 
rating value �̂�𝑖𝑗 is calculated by fomular (11). 

𝑀𝑆𝐸 =
∑ (𝑟𝑖𝑗−�̂�𝑖𝑗)2(𝑖,𝑗)∈𝑛

|𝑛|
            (11) 

• Mean Absolute Error (MAE) [14][23]. The mean 
absolute error between real rating value 𝑟𝑖𝑗  and the 
predicted rating value �̂�𝑖𝑗 is calculated by fomular (12). 

𝑀𝐴𝐸 = 1
|𝑛|
∑ �𝑟𝑖𝑗 − �̂�𝑖𝑗�(𝑖,𝑗)∈𝑛            (12) 

IV. ENERGY BASED RECOMMENDATION MODEL 

A. Model 
Fig. 2 presents the general overview of energy-based 

recommendation model including four components: the dataset 
(U x I x R), energy including incompatibility matrix which is 
calculated by the energy distance measure, predicted ratings 
performing the prediction, and the table of predicted rating to 
be used for recommending top 𝑛 items to active user 𝑢𝑎. 

The dataset consists of a set of 𝑚  items (items), where 
𝐼 =  �𝑖1,  𝑖2, … , 𝑖𝑗 ,  𝑖𝑗+1, … , 𝑖𝑚�  and the set 𝑛  users (users), 
where 𝑈 =  {𝑢1,𝑢2,𝑢𝑘 ,  𝑢𝑘+1 … ,𝑢𝑛} , the rating values 
𝑅 = {𝑟11, 𝑟12, … , 𝑟1𝑛;  𝑟21, 𝑟22, … , 𝑟2𝑛; . . . ; 𝑟𝑚1, 𝑟𝑚2, … , 𝑟𝑚𝑛} , 
𝑢𝑎 is the active user to be recommended. 

 
Fig. 2. Energy-based Recommendation Model. 
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B. Algorithm 
The recommendation algorithm of the energy based model 

includes six steps as the folow: 

Algorithm. Energy-based recommendation 

 Input: The data matrix (U x I x R); and the active user needs to 

be suggested 𝑢𝑎 

 Output: The rating prediction table to be used for 

recommendation to the active users 𝑢𝑎; 

Begin 

Step 1: Calculating the incompatibility matrix E by using the energy 

distance of 𝑢𝑎 with all users 

Step 2: Finding k nearest neighbors (int u, int i, int [][]R, int [][]E) 

// u is the users, i is the items, rating is the rating matrix, E is the 

incompatibility matrix. 

 if (R[u][i] != 0 && E [ua][ u] != 0) 

Step 3: Predicting the rating value of 𝑢𝑎 for items based on k nearest 

neighbors. 

<R’[a][j] = (1/E(ua, u))(E(ua, u) R’[i][j])> 

Step 4: Calculating the ranking of each item <List_N[i]>; 

Step 5: Sorting the list of predicted ratings in descending order < Sort 

(List_N)>; 

Step 6: Recommeding the top 𝑁 item with the highest ranking to the 

active 𝑢𝑎 < Print (Top-N>); 

End. 

V. EXPERIMENT 

A. Datasets 
Experiment is performed on the Jester5k and MovieLense 

datasets. These two datasets are summarized in the Table III, 
and the distribution of ratings of them is displayed Fig. 3. 

Jester5k 1 contains the ratings of 5000 anonymous users 
collected from the Jester Online Joke Recommendation System 
between April 1999 and May 2003. This data set contains 5000 
users and 100 jokes with ratings ranging from -10.00 to 
+10.00. All selected users have rated 36 or more jokes. 

MovieLense 2  (100k) were published in 1998 by 
GroupLense (https://grouplens.org). This dataset includes 
100,000 (100k) ratings from 943 users for 1682 movies with 
ratings ranging from 1 to 5. Each user has rated at least 20 
movies. 

B. Tool 
The "recommenderlab" package [21] is used in experiment 

of this article; specifically, user based collaborative filtering 
model using cosine measure (named UBCFCosine RS). 

1 https://rdrr.io/cran/recommenderlab/man/Jester5k.html, accessed on 
February 01, 2021. 

2 https://rdrr.io/cran/recommenderlab/man/MovieLense.html 

TABLE III. THE TABLE TO DESCRIBE DATASETS: JESTER 5K AND 
MOVIELENSE 

Names Number of  
rows (users) 

Number of 
col.s (items) 

Number of 
ratings 

Value domain  
of ratings 

Jester5k 5000 100 362106 -10 - +10 

MovieLense 943 1682 99392 1 - 5 

 
Fig. 3. Distribution of Ratings of Jester5k vad Movielense Datasets. 

We have implemented the proposed energy based 
recommendation model (named UBCFEnergy RS) in R 
language. This model is integrated into the recommenderlab 
package. We have also written a function to compare the 
results of the proposed model UBCFEnergy RS and the 
selected model of recommenderlab package UBCFCosine RS. 

C. Scenario 1: Recommendation on Jesterk5k 
This scenario evaluates the errors (MAE, RMSE, MSE) of 

two recommendation models UBCFEnergy RS and 
UBCFCosine RS. 

The comparison results of errors (MAE, MSE, RMSE) of 
the two models are shown in Fig. 4 for each known ratings 
(given = 2, 16, 36) on all k nearest neighbors knn = 10, 20, 30, 
40. The results show that the error of the UBCFEnergy RS 
model is always smaller than that of UBCFCosine RS model. 

 
Fig. 4. Errors for each given (2, 16, 36) on all knn = 10, 20, 30, 40. 
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Fig. 5. Errors with each knn (10, 20, 30, 40) for all given = 2, 16, 36. 

Fig. 5 presents the errors of UBCFEnergy RS and 
UBCFCosine RS for each k nearest neighbors knn = 10, 20, 30, 
40 on all known ratings (given = 2, 16, 36). The experiment 
result also show that the proposed model is better than 
UBCFCosine RS model. 

D. Scenario 2: Recommendation on MovieLense 
This scenario presents the experement result of two models 

UBCFEnergy RS and UBCFCosine RS on MovieLense 
dataset. 

Fig. 6 shows the comparison results of errors (MAE, MSE, 
RMSE) of the two models for each known ratings (given = 4, 
10, 20) on all k nearest neighbors knn = 10, 20, 30, 40. Fig. 7 
presents the errors of two models for each k nearest neighbors 
knn = 10, 20, 30, 40 on all known ratings (given = 4, 10, 20). 
Both results indicates that the errors of UBCFEnergy RS model 
are smaller than those of UBCFCosine RS model. 

 
Fig. 6. Errors for each given (4, 10, 20) on all knn = 10, 20, 30, 40. 

 
Fig. 7. Errors with each knn (10, 20, 30, 40) for all given = 4, 10, 20. 

VI. CONCLUSION 
We have built a new recommendation model based on 

energy UBCFEnergy RS. The errors (MAE, MSE, RMSE) of 
this model are compared with the error of user based 
collaborative filtering model using cosine measure of 
recommenderlab" package UBCFCosine RS on Jester5k and 
MovieLense datasets, two datasets commonly used in 
evaluating the effectiveness of recommendation models. The 
experimental results of the proposed recommendation model 
have the lower errors than the compared model on both 
Jester5k and Movielense. Therefore, the energy-based 
recommendation model shows the feasibility of applying the 
energy distance to build the recommendation systems. 
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Abstract—Agriculture remains an important sector of the 
economy. Plant diseases and pests have a big impact on plant 
yield and quality. So, prevention and early detection of crop 
disease are some of the measures that must be implemented in 
farming to save the plants at an early stage and thereby reduce 
the overall food loss. Grapes are the most profitable fruit, but 
they are also vulnerable to a variety of diseases. Black Measles, 
Black Rot, and Leaf Blight are diseases that affect grape plants. 
Manual disease diagnosis can result in improper identification 
and use of pesticides, and it takes a long time. A variety of deep 
learning approaches have been used to address this issue of the 
identification and classification of grape leaf diseases. However, 
there are also limits to such approaches. Therefore, this paper 
uses deep learning with the concept of ensemble learning based 
on three famous Convolutional Neural Network (CNN) 
architectures (Visual Geometry Group (VGG16), VGG19, and 
Extreme Inception (Xception)). These three models are pre-
trained with ImageNet. The performance of the proposed 
approach is analyzed using the Plant Village (PV) dataset of 
common grape leaf diseases. The Proposed model gives higher 
performance than the results achieved by using each Deep 
Learning architecture separately and compared with the recent 
approaches in this study. The proposed system outperformed the 
others with 99.82% accuracy. 

Keywords—Ensemble learning; grape leaf diseases; 
convolutional neural network (CNN); transfer learning 

I. INTRODUCTION 
Agriculture is one of the most important sectors in the 

world, providing humans with food, raw materials, and other 
essentials. According to the United Nations (FAO) Food and 
Agriculture Organization, the world's population will reach 9.1 
billion by 2050. As a result, to meet the nutrient needs of such 
a large population, the food growth rate needs to be boosted to 
70% by 2050 [1]. Plant disease is one of the leading causes of 
crop loss. A plant disease is an abnormal condition that 
modifies the appearance or function of a plant. The visible 
effects of the disease on plants are described as symptoms. A 
symptom is any detectable change in the plant's color, form, 
and/or functions in response to a pathogen or disease-causing 
agent. The leaf is the most essential portion of the plant to 
inspect for illness. Plant leaf diseases are divided into three 
categories: fungal, viral, and bacterial [12, 13]. 

A. Fungal Diseases 
Parasitic organisms have a system of branching threads that 

make up their bodies. Fungi can enter the host via stomata, but 

many can pierce a solid surface. Once within, they can either 
expand through the live cells or stay primarily in the gaps 
between them. Black Rot, Black Measles, Leaf Blight, and 
Leaf Rust are signs of these diseases. 

B. Viral Diseases 
Viruses are not dispersed by water or wind, unlike bacteria 

and fungi. But insects and worms are the primary vectors of 
viral pathogens to plants. 

C. Bacterial Diseases 
Bacteria are small. There are two hundred kinds of bacteria 

that cause diseases in plants. Their form determines their 
classification. Spherical, rod-shaped microorganisms and 
twisted rods are the three primary kinds that may be known. 
There are many symptoms of a bacterial infection. Leaf Spot is 
considered the most prevalent of them. 

Plant diseases, and how to quickly diagnose and address 
them to improve the health of crops, are among the most 
important problems that face agriculture and have an impact on 
its trade. Identifying the disease before it spreads over the farm 
to other plants and treating it is a massive challenge in and of 
itself. It takes a lot of time and effort to determine what kind of 
disease it has. Furthermore, not all disease types can be 
accurately identified by the farmer's naked eye. 

Initially, plant infections can be detected with the help of an 
agricultural professional who is familiar with plant diseases. 
However, manual plant disease identification and 
determination is a strenuous task and takes a long time. A 
person's knowledge and experience determine the accuracy of a 
manual prediction [2]. 

To overcome the above problems, many studies on 
machine learning (ML)-based technologies, such as support 
vector machines (SVM) [3], K-nearest neighbors (KNN) [4], 
have recently been applied to improve decision-making to 
classify plant diseases [5]. However, all these proposed 
approaches face several challenges, including identifying 
regions of concern for processing and analysis (feature 
representation). Now, Deep Learning (DL) is considered the 
next evolution of machine learning, such as convolutional 
neural networks (CNN) [6]. This work proposes an approach 
for classifying grape plant diseases based on Ensemble 
Learning that aggregates three customized CNN architectures 
with trained weights (VGG16, VGG19, and Xception). The 
following are the study's major contributions: 
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• Enhance classification performance. 

• Reduce overfitting. 

The rest of this paper is structured as follows: In Section II, 
related works present the most common plant disease 
terminologies and techniques. The proposed model and 
materials are illustrated in Section III. Section IV discusses the 
results of the proposed model and compares them with other 
related models. Section V, the conclusion. Section VI, the 
future work. 

II. RELATED WORK 
Many methods for disease classification from the planet 

leaf have been presented, especially on the Plant village 
dataset. The Plant village Dataset [7] is a well-known, publicly 
available crop leaf collection that contains thousands of 
images. It has been used in various research and achieved good 
results. Some of these are as follows: 

Akshai KP et al. [8] proposed a method to classify images 
of grape plant diseases from the Plantvillage dataset using the 
trained model. The CNN, VGG19, ResNet-152v2, and 
DenseNet models are all trained. The DenseNet model was the 
most accurate, with a score of 98.27%. For the convolution 
layer, a rectified linear activation function, or ReLU activation 
function, is utilized, and for the output layer, a Softmax 
activation function is used. The images were reduced to 
224x224 pixels using Kera's image data generator, then 
augmentations like rotation, zoom, and shift were added. At a 
ratio of 80:20, the dataset is split into training and validation 
sets. This work had the problem of splitting the dataset into 
training and validation only and testing the model with the 
same data, which led to overfitting. 

Y. Nagaraju et al. [9] proposed a fine-tuned VGG-16 
network to categorize eight different apple and grape leaf types 
together. The Kera’s library is used to load the pre-trained 
VGG-16 network. In a typical model, the SoftMax (classifier) 
layer is removed, and a new output layer (classifier) with a 
SoftMax activation function is added. The disease dataset for 
apples and grape leaves is split 80:20 with an accuracy of 
97.87%. This work had the problem that although using 30 
epochs, the accuracy was 97.87%. 

E. Hirani et al. [10] proposed deep learning methods for 
identifying plant diseases. A Plantvillage dataset is used at a 
ratio of 80:20, with 70295 images for training and 17572 
images for validation. This work used three methods: a 
customized convolutional neural network, INCEPTIONv3, 
Small Transformer Network (STN), and Large Transformer 
Network (LTN), with an accuracy of 95.566%, 97.14%, 
97.66%, and 97.98%. This work had a problem with the 
resolution of images at 256*256 that needed more computation 
and time in the training and testing phases. 

K. Z. Thet et al. [11] proposed a fine-tuning VGG16 with 
the GAP layer instead of VGG16’s two fully connected layers 
before the SoftMax layer to classify the diseases on grape 
leaves. This work has achieved 98.4% more accuracy than 
others. It mostly focused on five diseases that are prevalent in 
Myanmar Grapevine Yard. This work had a problem with the 

overall performance where the number of epochs and batch 
size were not determined. 

III. PROPOSED METHODOLOGY 

A. Dataset Description 
The Plant Village dataset [7] is used to examine the 

proposed model performance in the classification of grape 
leaves diseases. It is a large and freely accessible database. It 
contains over 55,000 RGB images divided into 38 classes 
representing 14 different plant species. There are 12 healthy 
leaf classes as in Fig. 3 and 26 unhealthy leaf classes as in Fig. 
1, 2, 4 out of 38 total. The grape leaves images are used in this 
study, which includes 4,062 images divided into four classes 
shown in Table I. The following is a summary of each selected 
disease [13, 14]: 

1) Grape: black rot: Black rot fungus attacks on leaves 
grown in warm, wet seasons, the black rot fungus attacks the 
upper surface of the leaves, turning them reddish-brown and 
causing round to angular dots to emerge. As the spots merge, 
irregular reddish-brown blotches appear as shown in Fig.1. 

2) Grape: leaf blight: It is also a fungal disease on leaves 
grown in high humidity conditions, caused by 
Exserohilumturcicum. At first, small yellow dots emerge 
along the leaf margins, then grow to become brown patches as 
shown in Fig. 4. 

3) Grape: esca (black measles): The esca fungus can 
affect leaves at any time during the growing season, but it is 
most common in July and August. The symptom is an 
interveinal "striping". In red varieties, the "stripes" are dark 
red, while in white cultivars, they are yellow. Fig. 2. 

B. Proposed System 
In this work, a powerful approach for classification grape 

leaves diseases based on Ensemble Learning has been 
presented as shown in Fig. 5. 

 
Fig. 1. Grape_Black_Rot. 

 
Fig. 2. Grape_ Esca (Black Measles). 

 
Fig. 3. Grape_Healthy. 

 
Fig. 4. Grape_ Leaf Blight. 
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Fig. 5. The Framework of the Proposed Model.

1) Data preprocessing: Preprocessing of the dataset is one 
of the major roles in training a model. First, divided dataset 
into three categories: training 70%, validation 20%, and 10% 
for testing, as shown in Table I. Second, grape images are 
resized to 224*244*3 pixels. Third, applied data augmentation 
techniques to generate more training data and avoid 
overfitting. These techniques include rescale, rotation, shear, 
horizontal flip, zoom, height shift, width shift, and flip mode 
on the training set. The data augmentation is applied only to 
the training data shown in Table II. 

TABLE I. DESCRIPTION OF PLANT VILLAGE DATASET 

Grape Dataset 

Fig Class 
Name 

Cause 
of 
disease 

Total 
samples 

Training 
Samples 
(70%) 

Validation 
Samples 
(20%) 

Test 
Samples 
(10%) 

1 Black 
Rot 

Fungus 
 

1180 826 236 118 

2 Esca 1383 969 276 138 

3 Leaf 
blight 1076 754 215 107 

4 Healthy -------- 423 296 85 42 

TABLE II. AUGMENTATION TECHNIQUES SUMMARY 

Techniques Values 

Rescale 1./255 
Rotation 30 
Shear 0.1 
Horizontal flip True 
Zoom 0.3 
Height shift 0.2 
Width shift 0.2 
Flip mode Nearest 

2) Model building: Transfer learning is a great approach 
because it allows to use a pre-trained CNN model with 
multiple datasets to train a specific dataset. 

VGG-16 and VGG-19 [15] refer to the "Visual Geometry 
Group". They're two different versions of the same structure. 
The differences between them are as follows, respectively: The 
VGG-16 consists of 16 layers of the deep neural network, 
whereas the VGG-19 consists of 19 layers. Both networks 
contain blocks, where each block is composed of 2D 
convolution and pooling layers. The Conv2D layer [16] 
extracts a feature of the image using filters or kernels. The 
filter is passed throughout the width and height of the input and 
the dot products function between the input and filter is 
calculated at every position. Convolution Layer Formula (1). 

𝑛𝑜𝑢𝑡= [𝑛𝑖𝑛+2𝑝−𝑘 
s

]+1             (1) 

It also contains ReLU (Rectified Linear Activation 
Function) [17, 18] that returns all negative values set to zero 
(2). The function and gradient in ReLU (2) and (3). 

ReLU(𝑥) = max(0, 𝑥)             (2) 
𝑑
𝑑𝑥

 𝑅𝑒𝐿𝑈(𝑥)=1 if x > 0; otherwise            (3) 

The Conv2D layer is followed by a pooling layer to reduce 
the computation and the number of parameters. Max pooling 
(4) is one of the most used pooling operations. Then the matrix 
is flattened into a vector. The flattened vector is passed into the 
FC (Fully Connected) layer. FC is used to connect each node in 
one layer to each node in another layer. The last layer is 
SoftMax. It is located at the end of the FC layer, which predicts 
a multi-class. 

S(𝑥) = 
𝑁
𝑚𝑎𝑥
𝑖 = 1

 𝑥𝑖               (4) 

Xception [19] refers to Extreme Inception. First, the data 
passes through the entering flow, then eight times through the 
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middle flow, and finally through the exit flow. Batch 
normalization is applied to all convolution and separable 
convolution layers. Separable convolutions are time-saving and 
more efficient than classical convolutions. 

The proposed model depends on a customized CNN with 
trained weights from the VGG16, VGG19, and Xception 
models. The learning scenario starts with receiving grape 
leaves images from the input layer. The input layer is shared 
with three pre-trained networks. Three models are reshaped by 
freezing all their layers. But we removed the top layer (output 
layer) from each model to add the proposed output layers. 

Added two layers, a Conv 1x1 layer with 1024 filters with 
padding-zero and stride-one, to collect the most important 
features and allow for reduced dimensionality followed by a 
flattening layer to convert the matrix to the tensor of one 
dimension (vector). As illustrated in Fig. 6-8. 

3) Ensemble learning: After applying the flattening layer 
to each model, added the merged layer to aggregate the 
flattening layer from each network and use it as an input (new 
input) for the ensemble learning model. Then, added a dense 

layer that allowed every neuron in this layer to connect to the 
next layer by weight followed by a batch normalization layer, 
which allows each layer to make learning more independent. 
Finally, added the output layer with the SoftMax activation 
function to predict the final output. 

4) Training phase: The proposed model compiled with the 
Adam optimizer [20] is a stochastic gradient descent method 
with a learning rate equal 2e-5. The loss function is a 
categorical cross-entropy [21] that is used in the multi-class 
classification task equation (5) to calculate the loss. The 
proposed model is fitted at epochs where value equals 10, 
train batch size equals 16, and validate batch size equals 8. 

Loss=−∑ 𝑦𝑖 . log 𝑦�𝑖
𝑜𝑢𝑡𝑝𝑢𝑡 𝑠𝑖𝑧𝑒
𝑖=1             (5) 

5) Testing phase: The best-saved weights were loaded 
after those testing images were loaded. Finally, images were 
resized to 224*224 and fed the testing images to the model to 
classify four classes of the grape leaves' diseases. 

 
Fig. 6. Fined Tuned for VGG16. 

 
Fig. 7. Fined Tuned for VGG19. 
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Fig. 8. Fined Tuned for Xception. 

IV. EXPERIMENTAL WORK & RESULTS 

A. Experimental Settings 
This work demonstrates that the highest accuracy is 

achieved with a relatively small dataset of grape leaves in the 
plant village dataset using ensemble learning (e.g., VGG16 
Model, VGG19, and Xception). The dataset is divided into a 
ratio of 7:2:1 as shown in Table I. All experiments are 
implemented using Colab [22] provided by Google, the Keras 
framework [23] that can run on top of TensorFlow, and the 
Python programming language. All experiments were 
conducted on a 12 GB NVIDIA Tesla K80 GPU (Graphical 
Processing Unit) and 12 GB of RAM. 

B. Experimental Evaluation 
The performance of the proposed model is evaluated using 

accuracy (9), precision (6), recall (7), F1-score (8), and 
confusion matrix in the testing phase equations shown in Table 
III. Moreover, loss, accuracy, validation loss, and validation 
accuracy are calculated during different epochs in the training 
phase, as shown in Fig. 10-17. Also, we compared our 
proposed model performance as shown in Table V with other 
models (e.g. [8]) that work on the same dataset as shown in 
Table IV and with each architecture used in the proposed 
model separately. Summary of the training model in the Fig. 9 
to understand the underlying parameters. 

TABLE III. PERFORMANCE EQUATIONS SUMMARY 

Assessments Equation Equ.No 

Precision (P) 𝑇𝑃
𝑇𝑃 + 𝐹𝑃

 (6) 

Recall (R) 𝑇𝑃
𝑇𝑃 + 𝐹𝑁

 (7) 

F1-Score (F) 2 *    𝑃∗𝑅
𝑃+𝑅

 (8) 

Accuracy (Acc) 𝑇𝑃 + 𝑇𝑁
𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁

 (9) 

Where: 

True Positive (TP) the model predicts the positive class 
correctly. True Negative (TN) model correctly classifies the 
negative class. In a false positive (FP), the model predicts the 
positive class incorrectly. In false negative (FN), the model 
predicts the negative class incorrectly. 

The total training time for the proposed model is about 24 
min 28 sec ± 2 min with 10 epochs, and the test time is about 5 
seconds. Other models in [8] use 20 epochs in training. 
However, our proposed method achieved the highest accuracy, 
showing the feasibility of our proposed method. Compared 
with existing methodologies, we can see that our proposed 
model has some degree of competition in terms of accuracy 
and precision, as shown in Tables IV and V. The robustness of 
our suggested approach is confirmed by these results. 

TABLE IV. RESULT OF EXISTING MODELS 

M
od

el
 

Pr
ec

isi
on

 

R
ec

al
l 

F1
-s

co
re

 

A
cc

ur
ac

y 

ep
oc

hs
 

CNN [8] 94.60 94.58 94.56 94.58 20 

VGG [8] 95.54 95.32 95.32 95.32 20 

RESNET [8] 97.11 97.04 97.05 97.04 20 

DENSENET [8] 98.31 28.27 98.28 98.27 20 
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TABLE V. CLASSIFICATION REPORT FOR PROPOSED MODELS 

M
od

el
 

C
la

ss
es

 

Pr
ec

isi
on

 

R
ec

al
l 

F1
-s

co
re

 

Su
pp

or
t 

A
cc

ur
ac

y 

Fined Tuned VGG16 

Black Rot 1.00 
1.00 
0.98 
0.74 

0.92 
0.94 
1.00 
1.00 

0.96 
0.97 
0.99 
0.85 

118 

0.96 Esca 138 
Healthy 107 
Leaf blight 42 

Fined Tuned VGG19 

Black Rot 1.00 
0.97 
1.00 
1.00 

097 
1.00 
1.00 
1.00 

0.98 
0.99 
1.00 
1.00 

118 

0.99 
Esca 138 
Healthy 107 
Leaf blight 42 

Fined Tuned Xception 

Black Rot 0.98 
0.99 
1.00 
0.98 

0.99 
0.99 
0.99 
1.00 

0.99 
0.99 
1.00 
0.99 

118 

0.99 
Esca 138 
Healthy 107 
Leaf blight 42 

Ensemble Model (Proposed) 

Black Rot 1.00 
1.00 
1.00 
1.00 

1.00 
1.00 
1.00 
1.00 

1.00 
1.00 
1.00 
1.00 

118 

1.00 
Esca 138 
Healthy 107 
Leaf blight 42 

 
Fig. 9. Summary for the Proposed Model. 

 
Fig. 10. Training and Validation Accuracy for VVG16. 
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Fig. 11. Training and Validation Loss for VVG16. 

 
Fig. 12. Training and Validation Accuracy for VVG19. 

 
Fig. 13. Training and Validation Loss for VVG19. 

 
Fig. 14. Training and Validation Accuracy for Xception. 
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Fig. 15. Training and Validation Loss for Xception. 

 
Fig. 16. Training and Validation Accuracy for Proposed Model. 

 
 

Fig. 17. Training and Validation Loss for Proposed Model. 

V. CONCLUSION 
Visual observation for classifying grape leaf diseases can 

be misleading because of a lack of prior knowledge and 
similarities among diseases. This paper introduces an 
automated mechanism for classifying grape leaves as healthy 
or diseased (e.g., black measles, black rot, and leaf blight) 
using transfer learning (e.g., VGG16, VGG19, and Xception). 
This classification has been done by extracting the features 
from the grape images using different pre-trained networks and 
then using the ensemble learning method for these networks to 
enhance the diagnosis accuracy. The novelty of the work lies in 
the fact that, instead of training each network alone and then 
concatenating the final results to get better results, all the 
networks are trained together, allowing the fully connected 

layer to discover the best ensemble method to concatenate the 
results of previous networks. The proposed model achieved an 
accuracy of 99.82% compared to recent models that used grape 
leaf disease in the training process across the existing online 
Plant Village dataset. This work demonstrated the value and 
benefits of using ensemble learning and transfer learning. This 
study has achieved its objectives to improve the performance 
of classifying plant diseases and reducing overfitting. 

VI. FUTURE WORK 
Looking ahead, we hope to test the power of our model on 

more complex datasets and increase the number of categories 
of agricultural diseases. 
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Abstract—This study aims to predict candidate summary 
sentences in extractive summary using the Fuzzy-Decision Tree 
method. The fuzzy method is quite superior and the most widely 
used in extractive summaries, because Fuzzy has advantages in 
calculations that are not cryptic, so it is able to calculate 
uncertain possibilities. However, in its implementation, the fuzzy 
rule generation process is often carried out randomly or based on 
expert understanding so that it does not represent the 
distribution of the data. Therefore, in this study, a Decision Tree 
(DT) technique was added to generate fuzzy rules. From the 
fuzzy final result, important sentences are obtained that are 
candidates for summary sentences. The performance of our 
proposed method was tested on the 2002 DUC dataset in the 
ROUGE-1 evaluation. The results showed that our method 
outperformed other methods (baseline and sentence ranking) 
with an average precision of 0.882498, Recall 0.820443 and F 
Measure 0.882498 with CI for F1 0.821-0.879 at the 95% 
confidence level. 

Keywords—Text summarization; extractive; fuzzy; decision tree 

I. INTRODUCTION 
The development of information and communication 

technology, especially the internet, has an impact on increasing 
the number of publications of articles on websites or online 
media which are very useful for decision-making processes and 
movements regarding everyday life for humans. However, 
reading the entire text or obtaining relevant information on a 
particular topic becomes a tedious and time-consuming 
task. Automated text summarization is recognized as a solution 
to this problem, because automatic text summaries generate 
summaries that include all key relevant information quickly 
without losing the original intent of the text. 

There have been many different methods and approaches in 
the field of text summarization. One approach is abstractive 
and extractive text summarization. In an abstract summary, 
sentences generated by summaries are called new sentences, or 
paraphrases, that use words that are not in the text to generate 
summaries. Abstract summarization is much more complex 
and relatively more difficult than extractive summarization. In 
contrast to abstractive text summarization, the results of the 
extractive summary consists of fully extracted content, just as 
the summary result is a sentence or word extracted from the 
original text [1]. 

Based on the latest three-year literature, the extractive 
approach is quite widely used [2] [3]. Several different 

approaches handled the process of extracting text 
summarization, one of which is the Frequency-based term 
weighting approach [4]. The rule-based approach is a study by 
Naik & Gaonkar [5], which provides the rule-based 
summarizer with the highest average accuracy, f Measure, and 
recall values, but has never been tested with broader data 
contradictions. 

In making a summary, the concept of classification can be 
used by classifying sentences into two groups, namely 
sentences that are included in the summary (which are 
important sentences) and sentences that are not included in the 
summary (sentences that are not important). The fuzzy method 
has often been used in classification cases and gives good 
results in both classification and prediction. Fuzzy has the 
advantage in that its calculations are not rigid (fuzzy), so that it 
is able to take into account uncertain possibilities [6] [7]. The 
fuzzy approach is quite widely used in extractive 
summaries [8]. The fuzzy logic approach is a commonly used 
method because it can prevent data inconsistencies involving 
the human role of reviewing sentences and agreeing to select 
specific sentences to create a summary sentence [9]. The fuzzy 
system works with different features or multiple inputs from 
the index. The score for each feature is then passed to the fuzzy 
inference system as input for later use of IF THEN rules in 
human knowledge. 

Although the fuzzy method is quite superior in extractive 
summary, in this case, fuzzy has a complexity in terms of 
determining the rules or basic rules used during inference. 
Some fuzzy cases use rules obtained by experts, namely 
humans, while humans can be subjective and can make 
mistakes. It is feared that this does not reflect the actual data 
representation. From these problems, a special method is 
needed for determining the rules of the fuzzy inference system 
(FIS). Therefore, in this study, the rule to determine candidate 
summary sentences from FIS will be generated using a 
Decision Tree. Thus the rules used in the inference engine will 
represent the actual situation. 

In this paper, we propose a text summarizing method that 
begins by predicting the candidate summary sentences and then 
compares them with the reference summary results provided by 
the expert (dataset used is DUC 2002). The proposed summary 
method is a fuzzy rule-based system for identifying and 
selecting sentences. To create a fuzzy rule, we use a Decission 
Tree. Auto-generated text summaries can reduce reading-
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related cognitive efforts, especially with  large amounts of 
textual information [10]. Contribution to this work is to 
propose an automatic text summarizing method by predicting 
candidate summary sentences using fuzzy and decission tree 
(fuzzy-decission tree) methods in extractive summarizing 
areas, comparing the proposed method with other methods. 
The remainder of this paper is organized as follows. Section II 
describes related work. Section III details this method. Section 
IV reports  experiments for performance evaluation and 
discussion. Section V discusses conclusions and future work. 

II. RELATED WORK 
This section analyzes the state of research on automatic text 

summarization from the last few years using a fuzzy logic 
approach. The things analyzed include algorithms, datasets, 
text features, performance, and comparison measures used. 
Fuzzy logic and NLP are interconnected [11] to solve tasks 
such as text addition, sentiment analysis, and knowledge 
representation. This is because fuzzy logic overcomes the 
problem of inaccuracy and ambiguity of human language by 
providing a description of the dataset with a linguistic concept 
defined as a fuzzy set [12]. The following are some of the 
works that use fuzzy logic in text summarization. 

Research conducted by Megala et al., 2014 compares the 
performance of the fuzzy logic method with the artificial neural 
network method in summarizing the text. The method is tested 
by non-automatic evaluation using legal documents. As a 
result, fuzzy logic is superior in measuring f-measures 
compared to artificial neural networks, namely 0.46 for fuzzy 
logic and 0.42 for artificial neural networks [13]. 
Researchers Megala et al., 2015 again summarized text with 
fuzzy logic to extract the size, produce a summary and classify 
segments using Conditional Random Fields (CRF). The 
evaluation was carried out with legal decision documents, 
showing that it yielded 0.26 for the f-measure and the method 
was able to classify all segments in the case [14]. 

The next research is multi-document summarization using 
cross-document relationships using fuzzy on news. There are 
three jobs being carried out, among others: extracting sentence 
components, performing semantic relationships between text 
units using Cross-document Structure Theory (CST), and 
scoring sentences using fuzzy logic. The summary results are 
obtained from the sentences with the highest 
ranking. Evaluation reached 0.33 for ROUGE-1 with a 2002 
DUC [15]. Summarizing text research with a new model by 
combining three methods. CLA is used to overcome 
redundancy, this model uses CLA to reduce redundancy 
problems, PSO is used to assign feature weights, fuzzy logic is 
used for sentence assessment. The features used to select 
important sentences include keywords, sentence length, nouns, 
thematics, and sentence positions. Method performance excels 
at f-measure 0.48 when tested on the 2002 DUC 
dataset [9]. Research on an automatic summary system with a 
fuzzy approach to extract some features to get important 
information on student assignment texts. This summary system 
was tested on a collection of text responses from students to 
assignments given in a Virtual Learning Environment (VLE). 
The proposed model is then compared with the method of 
score, Baseline, sentence and model with ROUGE [16]. 

Text summary for single document using fuzzy logic 
approach by extracting sentence features and calculating word 
scores [17]. Choose a summary sentence by calculating the 
weight of the sentence and compiling it into a summary. 
Sentence weights are obtained from calculating word scores 
and extracting sentence features with fuzzy inference. So that 
the sentences that stand out are based on fuzzy inference 
measurements which will later be included in the summary. 
The method was evaluated using ROUGE-N on the DUC 2002 
dataset and then compared with other methods, and the results 
were superior to the comparison method. The next research is 
to develop a text summary using fuzzy models in many 
documents [18]. The fuzzy method is used to handle the 
uncertainty of feature weights. In this model, the cosine 
similarity is added to solve the redundancy problem. The 
evaluation was carried out using ROUGE at DUC 2004. As a 
result, the proposed method performed higher than the 
comparison method (Yago Summarizer, TexLexAn, PatSum, 
ItemSum, and MSSF). In recall measurement, the result is 
superior, namely 0.1555 on Rouge-2, but lacking in precision 
when compared to the Patsum method [19]. 

Extractive summary research that produces an abstract 
summary. Abstractive summary is obtained by combining the 
extractive sentence selection process (which uses fuzzy logic) 
and the long-term two-way short-term memory (Bi-LSTM) 
method to update the network weights, so it is called the Fuzzy 
long short-term memory (FLSTM) method. The fuzzy 
approach is used to get the most important and relevant 
sentences by extracting information from the document. 
Important and relevant sentences obtained from the fuzzy 
extraction method are then used as input for the Bi-LSTM 
method to produce an abstract summary. The model was then 
evaluated using ROUGE on the DUC and CNN datasets. The 
proposed model shows better performance empirically than 
other comparison methods [20]. 

Subsequent text summarizing research proposes the 
integration of two methods, namely the Restricted Boltzmann 
Machine and Fuzzy logic, hence the name FRBM (Fuzzy 
Restricted Boltzmann Machine). These two methods have 
different ways of producing precise summary sentences, but 
these two methods have something in common, namely, they 
are unsupervised methods used to summarize text. The 
summary generated by fuzzy logic is then integrated with the 
summary generated by the Restricted Boltzmann Machine. The 
advantage of the FRBM model is that in dealing with noise 
during training, it is more resistant than RBM [21]. 

Automatic text summarization uses three different 
algorithms. It is a two-tailed score for local contextual 
information (LCIS), key term weighting by sentence, and a 
fuzzy graph sentence score (FGSS). The LCIS score was used 
to identify the LCIS, the weighting was used to increase the 
weight of the important terms, and the fuzzy graph sentence 
score was used to document the centroid by calculating the 
appropriate fuzzy graph sentence score. It exhibits superior 
averages compared to previous studies and requires no training 
or testing [22]. 

The next research, summarize unsupervised extractives 
with fuzzy logic method. Fuzzy logic is used because it is 
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based on natural language that is easy to understand. This 
summary is built using the Python language. The features used 
include position, bitcoin, tritoken, cosine similarity, thematic 
sentence length, numerical data and TF-ISF. The method was 
tested on the UCI, BBC and DUC 2004 datasets using the 
ROUGE-1 evaluation. The results conclude that fuzzy logic 
makes feature extraction sharper and more precise [23]. The 
next extractive summary research is to summarize the text 
documents of students' essay assignments using the fuzzy C-
Means method. The feature used in this research is the sentence 
weighting feature. The summary obtained is the sentence with 
the highest weight in the cluster [24]. 

In the next research, extractive summaries combine three 
approaches, namely fuzzy, evolutionary and clustering. The 
workings of this model begins with clustering, namely 
grouping sentences according to their similarities. Then extract 
the significant sentences of each cluster. An evolutionary 
optimization approach is used to find the optimal weights for 
text features. Fuzzy inference is used to determine the final 
score of the sentence. The proposed model was tested on three 
datasets namely CNN, DUC 2021 and DUC 2022. The results 
show that the hybrid method produces a good summary [3]. 

III. PORPOSED METHOD 
In this section, the proposed method of summarizing 

extractive techniques using fuzzy and decision tree methods is 
proposed. Fuzzy method is used to extract features, while 
decision is used to help fuzzy in making rules (rule based). The 
proposed model is described in Fig. 1 and is broken down into 
five main steps, as follows: 

A. Preprocessing 
Preprocessing is the initial stage for text summarization. 

Some of the pre-processing steps needed in this research are as 
follows: Removing punctuation and special words that are not 
used. Segmentation, the process of separating text into 
sentence units. Tokenization is the process of separating words 
from each sentence. Stop word removal, removing a collection 
of unused words. And steamming is the process of converting 
each word to its basic form by removing prefixes, affixes and 
suffixes. 

B. Features used 
At this stage, describe the extracted features. Feature 

extraction is used to get important sentences from text sources 
that have been preprocessed before. This feature ensures the 
importance of each sentence that goes into the summary. So 
that the summary contains sentences with high 
scores. Therefore, selecting the right features can have a big 
impact on the quality of the summary. In this study, used seven 
extracted features for each sentence in the input data. The 
seven features are: 

1) Sentence position: The key concept here is that 
sentences that appear at the beginning or end of the input text 
are considered more important than other sentences. So for the 
initial and final sentences, initialize 1 and those that are not 
the initial and final sentences are initialized 0 [25]. 

Score (𝑆𝑖) = 1 for First and Last sentence, 

0 for other sentences             (1) 

2) Sentence lenght (in document): The sentence length 
feature in the document is used to filter out short sentences 
such as the author's name, address and date that might be 
found in news documents. Sentences that are too short are not 
expected to be part of the summary [5]. So that in this feature 
normalization of sentence length is carried out, namely the 
ratio of the number of words that appear in the sentence to the 
number of words that appear in the longest sentence of the 
document [25]. 

𝑆𝑐𝑜𝑟𝑒 (𝑆𝑖) = 𝑁𝑜.𝑜𝑓 𝑎 𝑤𝑜𝑟𝑑 𝑜𝑐𝑐𝑢𝑟𝑟𝑖𝑛𝑔 𝑖𝑛 𝑆𝑖
𝑁𝑜.𝑊𝑜𝑟𝑑 𝑂𝑐𝑐𝑢𝑟𝑟𝑖𝑛𝑔 𝑖𝑛 𝑙𝑜𝑛𝑔𝑒𝑠𝑡 𝑆𝑒𝑛𝑡𝑒𝑛𝑐𝑒 𝑓𝑟𝑜𝑚 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡

  (2) 

3) Sentence length (in paragraph): In this feature, short 
sentences may not represent the topic of the document because 
the words contained in it are few. Thus, long and short 
sentences are given low scores. The value of sentence length 
in paragraphs is calculated based on the equation: [26] 

𝑆𝑐𝑜𝑟𝑒 (𝑆𝑖) =
𝑁𝑜.𝑜𝑓 𝑎 𝑤𝑜𝑟𝑑 𝑜𝑐𝑐𝑢𝑟𝑟𝑖𝑛𝑔 𝑖𝑛 𝑆𝑖

𝑁𝑜.𝑊𝑜𝑟𝑑 𝑂𝑐𝑐𝑢𝑟𝑟𝑖𝑛𝑔 𝑖𝑛 𝑙𝑜𝑛𝑔𝑒𝑠𝑡 𝑆𝑒𝑛𝑡𝑒𝑛𝑐𝑒 𝑓𝑟𝑜𝑚 𝑝𝑎𝑟𝑎𝑔𝑟𝑎𝑝ℎ
            (3) 

4) Thematic word: This feature is quite important in text 
summarization because terms that appear frequently in a 
document may be related to the topic. The thematic word 
count indicates the words with the maximum relativity 
possible [25]. After getting the thematic words in the text, 
then look for the ratio of the number of words in the sentence 
that appears in the thematic word to the length of the sentence 
(the number of words in the sentence). 

𝑆𝑐𝑜𝑟𝑒 (𝑆𝑖) = 𝑁𝑜.𝑇ℎ𝑒𝑚𝑎𝑡𝑖𝑐 𝑤𝑜𝑟𝑑 𝑖𝑛 𝑆𝑖
𝐿𝑒𝑛𝑔𝑡ℎ (𝑆𝑖)

               (4) 

5) Title word: This feature is used to find the number of 
words in the title that appear in the sentence. Words in 
sentences that also appear in the title is given a high score [6]. 
Calculate score for this feature which is the ratio of the 
number of words in a sentence that appears in the title to the 
length in that sentence (the number of words in that sentence). 

𝑆𝑐𝑜𝑟𝑒 (𝑆𝑖) = 𝑁𝑜.𝑇𝑖𝑡𝑙𝑒 𝑤𝑜𝑟𝑑 𝑖𝑛 𝑆𝑖
𝑁𝑜.𝑤𝑜𝑟𝑑 𝑜𝑐𝑐𝑢𝑟𝑖𝑛𝑔 𝑖𝑛 𝑆𝑖

             (5) 

6) Numerical: In the summary, text or sentences 
containing numbers are considered informative. So in this 
feature, sentences with a lot of numerical data need to be 
considered to be included in the summary. The way to 
calculate it is to calculate the ratio of the number of numeric 
data in a sentence divided by the length of the sentence [21]. 

𝑆𝑐𝑜𝑟𝑒 (𝑆𝑖) = 𝑁𝑜.𝑁𝑢𝑚𝑒𝑟𝑖𝑐𝑎𝑙 𝑑𝑎𝑡𝑎 𝑖𝑛 𝑆𝑖
No.word occuring in 𝑆𝑖

             (6) 
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Fig. 1. The Proposed Method of Summarizing Extractive Techniques using Fuzzy and Decision Tree. 

7) Inverted comma: Inverted commas usually indicate 
direct conversation, title or name, and also contain important 
information [26]. The inverted comma is calculated using the 
following equation. 

𝑆𝑐𝑜𝑟𝑒 (𝑆𝑖) = 𝑁𝑜.𝐼𝑛𝑣𝑒𝑟𝑡𝑒𝑑 𝑐𝑜𝑚𝑚𝑎 𝑖𝑛 𝑆𝑖
𝑁𝑜.𝑤𝑜𝑟𝑑 𝑜𝑐𝑐𝑢𝑟𝑖𝑛𝑔 𝑖𝑛 𝑆𝑖

            (7) 

C. Fuzzy Logic System 
Fuzzy logic has often been used for various applications 

because fuzzy logic is easy to understand, flexible and tolerant 
of inaccurate data. One of the characteristics of fuzzy logic is 
the use of verbal instructions described in fuzzy sets and rules. 
The way the fuzzy logic system works there are four parts as 
follows: 

1) Fuzzifiers: The first process in the Fuzzy system is to 
transform raw crisp values into membership values through 
membership functions. This means that the membership 
function for each fuzzy set must be determined first. In this 
section, the input is the value of text summarizing features (in 
the form of numbers), which by using the membership 
function will be converted into lingiustic. The membership 
function used for this summary model is the Triangular 
Membership Function (TMF). Where each feature has three 
fuzzy sets, namely: high, medium and low. 

2) Fuzzy inference engine: This section is the main part of 
fuzzy logic. Here will be calculated formulas so as to produce 
output. There are two things that serve as a reference for this 
calculation, namely the membership function in the previous 
section and also the fuzzy rule. So that fuzzy input is needed 
from the fuzzifier in making decisions based on rules. For our 
proposed summary model, the inference used is Mamdani 
fuzzy inference (FIS). Due to its simple and most common 

min-max operating structure it is used in many applications. In 
addition, Mamdani is more suitable for text summarization 
systems because it can capture expert knowledge which allows 
us to describe abilities in a more insightful and more human-
like way. To process it using the help of MATLAB. 

3) Rule base: The rule design process is an important part 
in the fuzzy classification algorithm. In this study, to help 
activate the rule, the decision tree method was used in 
designing the if-then rules. From the results of making the 
decision tree, 33 if-then rules are obtained. To see a more 
detailed explanation of the decision tree method, see section 3, 
part d. 

4) Defuzzification: converting linguistic inference results 
back into sharp outputs. In this study, the centroid 
defuzzification method was chosen for us to use. This method 
is the default method where it works by returning the center of 
the area under the curve. 

D. Decision Tree (for Rule Fuzzy) 
Decision tree is one of the most famous studies to describe 

the decision-making process based on existing knowledge. 
Each branch of the decision tree can be converted into a 
decision rule, and all these decision rules can generate a 
decision rule base (Mu et al., 2019). Therefore, in this research, 
each feature value that is input in fuzzy where the linguistic 
fuzzifier process has been made instead of the membership 
function of each feature, will be used as training data for the 
decision tree algorithm to produce a decision model. To 
produce a decision tree, the C4.5 algorithm is used to process 
the training data. This stage begins with calculating the entropy 
value that will be used to calculate the gain value for each 
feature. The feature with the highest gain value will then be set 
as root. The formulas for calculating entropy and gain are 
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shown in Equation (8) and Equation (9). The step of 
calculating entropy and gain for each feature is repeated 
continuously until all features are partitioned. 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆) = ∑ −𝑐
𝑛=1 𝑝𝑖2 𝑙𝑜𝑔 𝑝𝑖            (8) 

𝐺𝑎𝑖𝑛(𝑆,𝐴) = 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆) −� |𝑆𝑣|
𝑆𝑣⋲𝑉𝑎𝑙𝑢𝑒𝑠(𝐴)
𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆𝑣)  (9) 

From the decision tree that has been made, 33 if-then rules 
are obtained which will be used in the fuzzy process. Fig. 2 
below shows one of the rules formed from the results of the 
decision tree. 

 
Fig. 2. Sample IF THEN RULE Results from Decision Tree. 

E. Evaluation 
In the evaluation of this research, the results of the text 

summary from the system will be compared with the reference 
summary from the expert (human). In the evaluation used the 
Recall-Oriented Understudy for Gisting Evaluation (ROUGE) 
which was used to measure the similarity between system 
generated summaries and human reference summaries (Lin & 
Hovy, 2003). The ROUGE evaluation produces three 
measures, namely: recall, precision and f-measure. The 
measure is calculated by counting the words that overlap 
between the computer-generated summary and the human-
generated ideal summary. Precision is the number of n-grams 
that appear together in the system summary and reference 
summary divided by the total number of n-gram reference 
summaries. Whereas Recall is the number of n-grams that 
appear together in the system summary and the reference 
summary divided by the total number of n-grams in the system 
summary. Precision and recall ranged from 0 to 1. When the 
precision score was 1, all n-grams in the text summary were in 
the reference summary. F-Measure is a combination of 
precision and recall, which is a weighted harmonic average of 
precision and recall. The study of Steinberger & Jezek, 2009 
showed that automated evaluation using the unigram version of 
ROUGE-N, namely ROUGE-1 correlated well with human 
evaluations based on various statistics. Therefore, this study 
uses the evaluation of the system summary results with 
ROUGE-1. 

IV. EXPERIMENT AND RESULT 
This section describes the evaluation of the performance 

results of the Fuzzy Decision Tree method. Shows a 
comparison of our proposed Method with other methods. The 
Baseline method and the Sentence method are also 
implemented to be used in the evaluation process as a 
comparison to the Fuzzy-Decision Tree method. 

A. Compared Methods 
1) Fuzzy-decision tree: In our Fuzzy-Decision Tree 

method, the first start by setting the fuzzy set in three input 
variables: high, medium, low (for each feature). The selected 
sentences must represent an informativeness or indicate the 
level of importance of a sentence classified in the output 
variable as YES/NO. To assist our work in designing fuzzy 
models, used the Fuzzy Logic Toolbox in MATLAB. The type 
of inference, used is Mamdani. To help create an IF THEN 
rule, used the Decision Tree method. 

2) Baseline: The baseline system is the basic information 
collected before a program starts. For comparison if using 
DUC 2002, use Baseline-1 DUC 2002. Baseline-1 is the first 
100 words from the beginning of the document as determined 
by DUC 2002 https://www-nlpir.nist.gov/projects/duc/duc 
2002/baselines.html [25]. 

3) Sentence ranking: Sentence method selects sentences 
based on word frequency. First of all choose fetch keywords. 
After that it calculates the frequency of each keyword such as 
how often it appears from the maximum frequency this 
keyword is taken and calculates the number of frequency 
weights. And the last one is extracting high-frequency 
sentences [27]. 

B. Dataset 
In this experiment, 10 data were taken in the form of text 

documents from the DUC 2002 dataset. So that the total words 
in this experiment were 3803, the total sentences were 242 
sentences. Each text document contains an average of 380 
words and an average of 24 sentences. Data for evaluation, 10 
reference summary documents have been provided by 
language course experts based on the desired key concepts. 
The total data consists of 2122 words and 98 sentences. Each 
reference text document contains an average of 212 words and 
eight sentences. As an evaluation of the comparison between 
the summary data generated by the system and the reference 
summary data, used n-gram statistics. Measurement with n-
gram ROUGE has a 95% confidence level so that it is highly 
correlated with human judgment. 

C. Result and Discussion 
For evaluation of summary texts, this study uses a set of 

ROUGE metrics that have become the standard for automatic 
summary evaluation. Evaluation is done by comparing the 
results of the summary of the system with the results of the 
summary of human references. To compare summaries, n-
grams are used. ROUGE-I is consistently highly correlated 
with human judgment and has high recall and significance test 
precision with manual evaluation results. So in the experiment 
of summarizing the text, the ROUGE-1 measurement was 
used. Table I shows the comparison of the summary results of 
the proposed method, namely the Fuzzy-Decision Tree with the 
summary results of the baseline and summary results of the 
sentence method from the 2002 DUC collection. 

TABLE I. 

IF (Thematic is medium) and (Sentence length in a 
paragraph is high) and (Sentence length in a document is 

medium) and (Sentence position is high) and (Numerical is 
low) and (Inverted Comma is low) and (Tittle word is 

medium) THEN (sentence is Yes) 
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PERFORMANCE COMPARISON 

Document 
Fuzzy-Decision Tree Baseline Sentence Ranking  [27] 

R P F1 R P F1 R P F1 

AP880911-0016 0.75 0.825 0.78571 0.33333 0.5 0.4 0.72727 0.65306 0.68817 

AP900621-0192 0.82609 0.83333 0.82969 0.36522 0.36207 0.36364 0.69565 0.65574 0.67511 

AP900621-0186 0.85586 0.94059 0.89623 0.43243 0.61538 0.50793 0.7027 0.77228 0.73585 

AP880821-0008 0.85938 0.9322 0.89431 0.34375 0.46809 0.3964 0.78906 0.71631 0.75093 

AP880228-0013 0.76866 0.88793 0.824 0.40299 0.53465 0.45958 0.87313 0.84783 0.86029 

AP880508-0070 0.808 0.93519 0.86695 0.4 0.65789 0.49751 0.736 0.77966 0.7572 

AP881025-0196 0.74803 0.84071 0.79167 0.33071 0.53165 0.40777 0.65354 0.72807 0.68879 

AP880808-0040 0.89011 0.84375 0.86631 0.51648 0.63514 0.5697 0.65934 0.61224 0.63492 

AP900103-0077 0.86957 0.90909 0.88889 0.48913 0.6 0.53892 0.61957 0.75 0.67857 

AP880914-0027 0.82873 0.87719 0.85227 0.34807 0.55752 0.42857 0.80663 0.90123 0.85131 

Average 0.820443 0.882498 0.849603 0.396211 0.546239 0.457002 0.726289 0.741642 0.732114 

R = Recall,  P = Precision,  F1= F Measure 

The application of the ROUGE-1 metric resulted in the 
performance of the tested method on 10 data taken from the 
DUC 2002 dataset which is presented in Table I. From the 
table it is shown that the Fuzzy-Decision Tree method has 
superior performance in all documents tested except for the 
AP880228-0013 document, where the sentence method 
outperforms the Fuzzy-Decision Tree in the evaluation of 
recall 0.87313 and F1 0.86029. 

Table II highlights the average performance results of F-
Measure, Recall and Precision produced by the Fuzzy-Decision 
Tree method, the Baseline method and the sentence ranking 
method. From the table, it shows that the Fuzzy-Decision 
method has the best average, namely the average F Measure is 
0.882498, the average precision is 0.882498 and the average 
recall of 0.820443 with CI for F1 0.821-0.879. Followed by the 
performance of the sentence ranking method which is close to 
the Fuzzy-Decision Tree method, namely the average F-
Measure is 0.732114, the average precision is 0.741642 the 
recall average is 0.726289 with a CI for F1 of 0.678-0.786. 
Considering the dataset used is DUC 2002, which is news text, 
the results are reasonable, because the performance for Recall 
and precision will be higher if the text used is short text. 

The results show that the Fuzzy-Decision Tree performance 
is significantly better than baseline summary and Sentence 
ranking. Then compared the performance of the Fuzzy-
Decision Tree summary and other summarizers by checking 
for precision and recall. In this case, the best precision and 
recall of Fig. 3 and Fig. 4, provide strong evidence of its 
feasibility in text summarization applications. 

Fig. 5 describes the results of the method based on the 
performance confidence interval (CI). The CI and f measures 
of the method indicate that the systems cannot be considered 
equal. The performance of the Sentence ranking method is 
almost close to the Fuzzy-Decision Tree method, while the 
Baseline method remains the farthest. This is because the 
Baseline method only selects the first sentence of the original 
text. Poor performance of Baseline method due to its simplicity 
compared to other methods. The sentence ranking method is 

close to the fuzzy decision tree because the sentence ranking 
method is based on word frequency, where word frequency 
represents most of the summary content. And this shows that 
there is a correlation between one of the features in the Fuzzy-
Decision Tree method, namely the thematic word feature 
because it counts themes that often appear in a document that 
may be related to the topic. 

TABLE II. SUMMARY OF PERFORMANCE COMPARISON 

Method R P F1 C1 for F1 

Fuzzy-Decision Tree 0.820443 0.882498 0.849603 0.821-0.879 

Baseline 0.396211 0.546239 0.457002 0.408-0.506 

Sentence 0.726289 0.741642 0.732114 0.678-0.786 

 
Fig. 3. Precision Result Comparison. 
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Fig. 4. Recall Result Comparison. 

 
Fig. 5. Confidence Interval (CI) for F1. 

V. CONCLUSION AND FUTURE WORK 
In this study a text summarization is proposed that starts by 

predicting candidate summary sentences and then compares it 
with the results of a human-given reference summary. The 
summary method proposed is a system with a fuzzy approach 
that identifies and selects important sentences based on 
important features. Important features in this study include: 
sentence position, sentence length in the document, sentence 
length in paragraphs, thematic words, title words, numeric data 
and inverted commas. Fuzzy logic is used because it is 
believed to be able to handle uncertain information such as 
language ambiguity. To optimize the creation of a fuzzy rule 
base, a decision tree method is added so that the built rules 
reflect the actual data representation. Contributions in this 
paper include: 1. Combination method between fuzzy logic and 
decision tree (fuzzy-decision tree) which has never been 
applied to extractive summary research before; 2. Comparison 
of the proposed method (fuzzy-decision tree) with other 
methods (baseline and sentence ranking). 

Evaluation of the proposed method shows that our method 
outperforms other methods included in the comparison method, 
namely baseline and sentence ranking. By evaluating ROUGE-
1, our method excels with mean precision 0.882498, mean 
drawdown 0.820443 and F Measure 0.882498 with CI for F1 
0.821-0.879 at 95% confidence level tested in single-document 
test data. However, the performance of the method has not 
been tested on multi-documents. 

For our next work that is part of this research is to add other 
important features that have not been used in our proposed 
summary, such as the similarity feature between sentences 
thereby reducing sentence redundancy in the summary, and the 
word frequency feature for making summaries. The results are 
more informative comparing with other more diverse summary 
methods and adding focus to summary results not only on 
quality but also on more diverse summary quantity such as 
20%, 30% or 40% summary. 
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Abstract—Parkinson’s disease (PD) is the world’s second 
most neurodegenerative disorder that results in a steady loss of 
movement. The symptoms in patients occur slowly with the 
passage of time are and very hard to identify in its initial stage. 
So, early diagnosis of PD is the foremost need for timely 
treatment to people. The introduction of smart technologies like 
the Internet of Things (IoT) and wearable sensors in the 
healthcare domain offers a smart way of identifying the 
symptoms of PD patients. In which smart sensors are worn on 
the patient’s body which continuously monitor the symptoms in 
patients and track their possible health status. The major 
objective of this work is to propose a machine learning-based 
healthcare model that best classifies the subjects into healthy and 
Parkinson's patients by extracting the most important features. 
A step regression-based feature selection method is followed to 
improve the classification of PD. A Shapiro Wilk test is adopted 
to check the normality of the gait dataset. This model is 
implemented on three publicly available Parkinson’s datasets 
collected from three different studies available on Psyionet. All 
these data sets contain VGRF recordings obtained from eight 
different sensors placed under each foot. Experimentation is 
done on the Jupyter notebook by utilizing Python as a 
programming language. Experimental results revealed that our 
proposed model with effective pre-processing, feature extraction, 
and feature selection method achieved the highest accuracy result 
of 95.54%, 98.80%, and 94.52% respectively when applied to 
three datasets. Our research inducts knowledge about significant 
characteristics of a patient suffering from PD and may help to 
diagnose and cure at an early stage. 

Keywords—Internet of things (IoT); sensors; parkinson's 
disease (PD); machine learning (ML); vertical ground reaction 
force (VGRF) 

I. INTRODUCTION 
The old age people of today's society suffer from a large 

number of neurodegenerative disorder diseases like 
Alzheimer’s disease, dementia and Parkinson's Disease (PD), 
etc. PD is the second most affecting neurodegenerative disease 
after Alzheimer's disease affecting people worldwide. A report 
generated by the Parkinson's Foundation states that 10 million 
people live with Parkinson's disease (PD) worldwide and 
among these, approximately one million people are from the 
United States (US). This report also states that men are 1.5 
times more affected by PD as compared to women [1]. 1.04 
million people were diagnosed with PD in the US in 2017 and 

it is estimated to be 1.6 million by 2037 [2].  The progression 
of PD differs from one person to another person and there 
does not exist any standard test for the diagnosis of PD and 
detection is done only based on observations of its symptoms. 
The clinical demonstrations of PD mainly include tremors in 
hands, slowing movement, limb rigidity, altered taste in smell, 
posture instability, etc. [3]. The symptoms in patients occur 
slowly with time so it's very hard to detect or diagnose this. 
PD mainly arises due to the degradation of dopamine cells in 
the brain which control the movement of limbs in the body. 
By the time symptom appears 50 to 80% of dopamine neurons 
have already died [4]. 

Recent discoveries reveal that analysis of gait patterns can 
be considered a better approach for the detection of 
neurodegenerative diseases like PD [5] [6]. In the past few 
years, the invention of smart motion analysis systems and 
sensors-based motion-capturing devices offers an opportunity 
for researchers to work on more advanced gait analysis 
techniques. Smart wireless sensor devices like smart watches, 
smart bracelets, stand-alone video cameras, smartphones, 
insole sensors, and other portable devices provide the easiest 
way of capturing the motion and movement disorders among 
patients with PD [7]. Major approaches utilized for analysis of 
gait dataset include smart motion capturing cameras, inertial 
measurement unit (IMU) based sensors to discover sharp 
motion and body force in a particular direction [8], plantar 
pressure determined by utilizing planter sensors, some force 
subtle platforms for measuring VGRF, High-resolution 
Electromyography (EMG) devices to capture muscles actions 
[9]. The neuroimaging approach involves expensive optical 
cameras and force platforms, while foot-worn sensors offer a 
reliable, fast, simple, and reasonable gait analysis approach. 
However, gait analysis faces lots of challenges like high data 
dimensionality, nonlinear data dependency, and complex 
correlation. 

In recent years, ML techniques have revealed the 
impressive capability to support clinicians not in identifying 
the existence of PD but also supports in categorizing the states 
of PD on the basis of the motor indicators of the subjects [10] 
[11]. 

For the detection of PD, ML techniques have been applied 
to different kinds of measured data like handwritten patterns 
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[12-14], speech data, neuroimaging data [15], smell 
identification data [16], spontaneous cardiovascular 
oscillations [17], and gait data [18]. Many researchers are now 
working on the early, precise, and timely detection of PD, 
particularly when ML techniques are applied to learn major 
strategies. UPDRS and H&Y are two important rating scales 
utilized for monitoring the progression of PD [19] [20]. H&Y 
scale is the most commonly utilized rating scale for effective 
validation of severity level according to functional disability. 
Therefore, the major objective of the current study was to 
develop an ML model that could help physicians to diagnose 
PD by utilizing gait data generated from IoT-based wearable 
sensors. After that performance of that model is analyzed by 
using different performance evaluation measures. The major 
contribution of this work is as follows: 

1) This work provides a significant way of detecting/ 
dosing the PD in patients using an IoT environment. 

2) This work proposed a PD diagnosis model by utilizing 
effective feature extraction and selection method. 

3) This work also adopts various performance evaluation 
metrics to predict healthy and PD patients with the help of 
collected data patterns. 

4) The work also focuses on the comparison of the 
proposed model on the basis of selected and unselected 
features set in classifying healthy and PD patients in an IoT 
environment. 

This paper is organized as follows: Section II describes the 
major causes, symptoms, and measurable indicators of PD. 
Section III introduces materials and methods utilized for our 
experimental purpose. Section IV presents different 
performance metrics utilized for evaluating the performance 
of the proposed model. Section V describes the result obtained 
through the implementation of our model. Conclusions are 
drawn in Section VI. In last, limitations and future directions 
are described in Section VII. 

II. OUTLINE ABOUT MAJOR CAUSES, SYMPTOMS AND 
MEASURABLE INDICATORS OF PD 

Parkinson’s disease occurs due to brain disorder and is a 
progressive neurodegenerative disease that results in 
inadvertent or non-controllable movements, such as shaking, 
toughness, and difficulty with steadiness and coordination as 
shown in Fig. 1. 

Categorization of major symptoms of PD is described 
Major symptoms of PD are described below: 

1) Motor symptoms (movement-based symptoms) 
• slowed movement (bradykinesia) means muscles 

weakness, 

• tremor means muscles are at rest 

• rigidity or stiffness 

• Unbalanced postures etc. 

2) Non-Motor symptoms (non-movement-based 
symptoms) 

• depression 

• loss of smell sense 

• sleep disorder 

• Inconvenience in thinking and focusing etc. 

Even though, PD is incurable because the symptoms of PD 
usually start steadily and become worse over time.  So, early 
detection of PD can assist to follow proper 
medication/surgical treatment so that the symptoms can be 
alleviated. H & Y and UPDRS are two generally utilized 
clinical ranking scales for monitoring the progression of PD 
[22] [23]. The former rating scale considers only motor 
symptoms while the latter assesses both motor and non-motor 
symptoms. 

 
Fig. 1. Parkinson ’s Disease Symptoms Appearance [21]. 

III. IOT APPROACH TOWARD PD DIAGNOSIS 
In the traditional medical scenario, diagnosis of PD is a 

very hard task because it involves proper tracking of the 
patient's tasks throughout the day. Because there can be a 
gradual variation in symptoms throughout the day. But 
patients have no proper sources to track their activities and 
may lose the most important observations.  Another way that 
the patient moves to the clinician for proper assessment of 
their postural steadiness and rigidity level which requires 
transportation cost and time. 

The advancement of various smart sensor-based 
technologies and their integration into the healthcare system 
reduces the pressure of treatment of various neurological 
diseases like Parkinson’s disease. “Kevin Ashton” 1999 
introduced the concept of the Internet of Things (IoT) which 
offers connectivity among various wearable sensors and 
internet platforms that result in amazing remote monitoring 
services for patients [24]. So, with the introduction of IoT 
tracking the major symptoms of PD becomes easy [25]. 
Symptoms collection is possible by just simply placing a few 
small wireless sensors on the patient body and remotely 
monitoring the symptoms and details of the patient. So, 
quality of life can be improved by importing new smart 
technologies. 

Fig. 2 illustrates how a PD patient is treated in an IoT 
environment while performing any activity. Smart sensors 
were worn on patients' bodies while they performed their 
activities. The recording of smart sensors was continuously 
transferred to the system-based storage or cloud using various 
transmitting technologies like Bluetooth, Wi-Fi, etc., and after 
that data is analyzed by utilizing various machine intelligence 
techniques. 

581 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 7, 2022 

 
Fig. 2. PD Patients Monitoring and Classification using Wearable Sensors in IoT Environment. 

IV. MATERIALS AND METHODS 
This section will describe the data set and techniques 

utilized for the implementation of our work. 

A. PD Dataset Description 
Parkinson’s dataset utilized in this study is publicly 

available at Psyionet [23]. This dataset was collected via a 
team of three scientists at the “Movement disorder unit of the 
Tel-Aviv Sourasky Medical Center, Israel” and named after 
that Yogev et al. [24] consist of the dataset recordings when 
subjects walking on level ground, Frenkel-Toledo et al. [25] 
contains dataset recordings when the patient walking on a 
treadmill and Hausdorff et al.  [26] contains recordings when 
subjects moving at a comfortable place with RAS. This dataset 
recording was taken from 73 healthy subjects and 93 subjects 
affected by Parkinson’s disease. In this work, three datasets 
are separately considered for the identification of healthy and 
Parkinson's patients. 

Table I details the total number of PD and healthy patients 
from three datasets with their associated physical and clinical 

characteristics. For small and simple depiction these datasets 
are denoted as Ga [24], Si [25], and Ju [26]. Each shoe had 
pressure sensors shown in Fig. 3. Table II depicts the absolute 
position of sensors in the X-Y coordinate framework. The 
VGRF signal representation of PD and the non-PD patients is 
shown in Fig. 4. 

The mean and Standard Deviation of each physical 
feature's age, height, and, weight are taken out to know the 
average of each characteristic and dispersion of the dataset 
relative to its mean value. 

 
Fig. 3. Pressure Sensors Positioned under each Foot to get the Best 

Collection. 

TABLE I. NUMBER OF SUBJECTS IN THREE SENSORS DATASETS WITH THEIR ASSOCIATED PHYSICAL AND CLINICAL CHARACTERISTICS 

D
at

as
et

 

Group Subjects Subject Avg. (Yrs.) Mean±SD Height (Mtr.) Weight (Kg.) 

 Healthy PD 
PD Healthy PD Healthy PD Healthy 

Healthy PD F M F M 

Ga [24] 18 29 8 10 9 20 61.6±8.8 57.9±6.7 1.67±.07 1.68±.08 73.1 ±11.2 74.2±12.7 

Si [25] 29 35 11 18 13 22 67.2±9.1 64.5±6.8 1.66±.07 1.69±.07 70.3±8.4 71.5±11.0 

Ju [26] 26 29 14 12 13 16 66.80±10.8 39.31±18.5 1.87±.15 1.83±.08 75.1±11.0 66.8±11.07 
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Fig. 4. VGRF Signal Representation of PD Patient and Healthy Person. 

TABLE II. PLACEMENT OF LEFT AND RIGHT SENSORS RELATIVE TO X AND Y DIRECTION UNDER EACH FOOT (HERE R DENOTES RIGHT SENSOR, L DENOTES 
LEFT SENSOR) 

Sensor name Distance in X- direction (cm) Distance in Y-directionn (cm) 

L1 50 80 

L2 70 40 

L3 30 40 

L4 70 0 

L5 30 0 

L6 70 40 

L7 30 40 

L8 50 80 

R1 50 80 

R2 70 40 

R3 30 40 

R4 70 0 

R5 30 0 

R6 70 40 

R7 30 40 

R8 50 80 

B. Proposed ML-based Parkinson's Disease Diagnosis Model 
Fig. 5 shows the proposed graphical representation for the 

diagnosis of PD. First of all, data is collected from wearable 
eight-foot sensors worn on both left and right feet. After that 
data may pass through the data pre-processing phase, feature 
extraction/ selection phase, and final classification phase in 
which different ML models are applied [31] [32] [33] [34]. 

• Data Preprocessing 

The dataset was collected from different walking tests to 
avoid the gait starting and ending effect the initial twenty and 
last twenty data from each gait cycle were removed [35]. The 
progression of PD among a person can be retrieved through 
the variations of gait because the walking patterns of 
individuals changed over time. Therefore, a better study 
regarding the disease's significant features can provide the 
best way to understand gait disorders and can be considered 
significant biomarkers. 
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Fig. 5. Proposed ML-based Parkinson’s Disease Diagnosis Model. 

• Feature Extraction 

The most important features extracted from raw sensors 
are depicted in Table III. A Shapiro-Wilk test is utilized to test 
the normal distribution of features with a confidence bound of 
6% for the hypothesis test. 

• Data Normalization 

The data set was collected from different sensors. Multiple 
regression techniques are followed to reduce the distribution 
in the gait data set. That is represented by the equation: 

𝑋𝑖 = 𝛽0 + ∑ 𝛽𝑗𝑛
𝑖=1 𝑌𝑖,𝑗+∈ 𝑖                 (1) 

Where Xi denotes the dependent spatiotemporal features of 
the ith observation, Xi,j denotes the jth physical features like 
age, weight, height, and walking speed, β specifies the 
unknown regression coefficient, and ∈ 𝑖  denotes the residual 
error observed for ith iteration. Further feature extraction is 
performed after normalizing the data. 

TABLE III. EXTRACTED SET OF FEATURES WITH THEIR CATEGORY AND NAME 

Category Feature Name Description 

Time 

Stance-duration The period for which one foot is in direct contact with the floor 

Swing- duration The period for which the body is completely on the support of one leg 

Stride- duration The time b/w two continuous events of a similar foot 

Step-time the time gap b/w starting interaction of one foot to starting contact of contralateral foot 

Length 
Stride-length Distance b/w two consecutive ground contacts of the same foot 

Step-length The gap b/w starting contact of one foot to starting contact of the other foot 

Frequency Cadence No. of steps occupied per unit of time 

Temporal 

Swing stance ratio The proportion of swing to stance interval 

Standardized stance duration (std stn-dur) The ratio of stance duration to the stride time i.e., (stn-dur/str-dur) 

Standardized swing duration (std-sw-dur) The ratio b/w swing duration to stride duration, i.e., (sw-dur/str-dur) 

Standardized double limb support (std-
DLS-dur) The ratio among DLS to the stride duration stride time, i.e., (DLS-dur/str-dur) 

Force 

Heel-strike force Sensor values mean underneath the heel for initial 5% sample points instance interval of the total 
gait cycle 

Toe-of force (To-force) Mean of sensor values underneath the toe for the last 5% sample points instance interval of the total 
gait cycle 

Centre of pressure (x,y) (COP_x, COP_y) The total amount of pressure field acting on a body causing a force to act on the ground 
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• Optimal Feature Selection 

Feature selection is a significant step that must be followed 
before the classification process because it improves overall 
classification performance and results in less computational 
time and complexity [30]. A stepwise regression method is 
applied to select the optimal feature set for classifying the 
patients into healthy and PD classes. First of all, correlation 
among various autonomous variables (like gender(G), weight 
(w), height (h), and walking speed (s)) are calculated by 
utilizing the Spearman correlation coefficient. Reduction in 
data dispersion is calculated by utilizing the coefficient of 
variation with a 95% confidence level (CDL) and a standard 
error (SE) [31]. The statistical measurable significance of the 
outcome is evaluated by the value of p as (p<0.001). Table IV: 
describes all selected sets of features. 

• Random Forest Tree (RFT) 

RFT is introduced by Bierman [31]. RFT is used as a 
classification technique for this model because analysis of 
different data mining reveals the RFT as the best one when 
computed on different datasets in paper [33]. This model 
works well for both classification and regression-based 
problems. This method also comes under the ensemble 
approach as it combines multiple Decision trees. This method 
was mainly introduced to resolve the pruning problem that 
occurred in the decision tree approach. Besides searching for 
the most significant feature while distributing a node, this 
algorithm looks for the best feature amongst a random set of 
attributes. RFT method follows the bootstrap aggregating or 
bagging approach for training the learners. The working 
procedure of RFT is described in Fig. 6. 

TABLE IV. SELECTED SET OF FEATURES WITH NORMALIZED VALUES 

Coefficient of 
Variation (%)  Raw /Un-normalized Data  Standardized Data  

 ME 90% CL SE ME 90% CL SE 

Cadence  9.28 [8.45:15.47] 1.32  4.98 [4.41:6.55] 0.68 

Stride interval  10.45 [8.62:12.26] 0.91 5.41 [5.09:7.71] 0.67 

Stride length 17.33  [14.00:20.68] 1.68 5.75 [4.96:6.51] 0.62 

Stance interval  13.89 [12.32:15.46] 0.78 6.75 [5.21:7.31] 0.59 

Swing interval  11.00 [9.35:12.66] 0.82 9.77 [9.19:11.32] 0.38 

Step time  24.21 [21.15:27.33] 1.54 12.29 [11.72:13.81] 0.79 

Step length  17.02 [15.67:19.01] 0.83 6.76 [5.98:7.59] 0.58 

Double Limb 
Support 28.70 [27.06: 31.45] 1.41 13.6 [11.07:14.44] 0.35 

 
Fig. 6. Working Procedure followed by RFT. 
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RFT method follow the following steps: 

1) For a given training set S=s1, s2,.….., sn with classes 
Z=z1,z2…,zn, bagging method repetitively (B times) selects a 
random sample with replacement and applied  these samples 
to fit the tree. For b=1,... B: Selects n training samples from S 
and Z; and call them Sb, Zb. 

2) Train the classification tree Rb on Sb, Zb. 
3) After training phase, predictions for unknown sample 

S’ can be done by taking the majority votes from each 
classification tree. 

4) For a given training set S=s1, s2,. ….., sn with classes 
Z=z1,z2…,zn, bagging method repetitively (B times) selects a 
random sample with replacement and applied these samples to 
fit the tree. For b=1, ..,B: Selects n training samples from S 
and Z; and call them Sb, Zb. 

5) Train the classification tree Rb on Sb, Zb 
6) After training phase, predictions for unknown sample 

S’ can be done by taking the majority votes from each 
classification tree. 

C. Implementation Details 
Implementation of the proposed model is done on Jupyter 

IDE an open-source software developed to support highly 
interactive data science and scientific computing using Python 
as a programming language. Most important data computing, 
visualization, and performance measures and machine 
learning-based libraries including such as (pandas, NumPy, 
Matplotlib, sns, metrics, and sklearn) are utilized to support 
various built-in functionality for computation purposes. 
Random forest tree (RFT) is utilized as classification 
techniques to classify subjects into healthy and PD classes and 
tuned with specific hyperparameters (Max_depth=20, n-
estimators=550, criteria=entropy) using Grid search cross 
validation method [34]. 

V. PERFORMANCE EVALUATION METRICS 
The performances of different ML models can be 

evaluated by using Accuracy, Recall, Precision, and F1_Score. 

• Accuracy 

Accuracy mainly refers to the fraction of truly classified 
samples to the total no. of samples. 

Accuracy = Tn+Tp
Tn+Tp+Fn+Fp

                 (2) 

• Recall/Sensitivity 

Recall mainly refers to the correctly classified samples by 
the ML model. 

Recall = 𝑇𝑝
𝑇𝑝+𝐹𝑛

                 (3) 

• Precision or Positive Predicted value (PPR) 

Precision mainly refers to the proportion of truly classified 
samples among all positive samples. 

Precsion = 𝑇𝑝
𝑇𝑝+𝐹𝑝

               (4) 

• F1_Score 

F1_score ranges between the value 0(refers to worst) and 
1(refers to best) and it specifies the balance between recall and 
precision. It is also called a “weighted harmonic means of 
precision and recall” and results in an accurate mean of 
performance of the test. 

F1_𝑆𝑐𝑜𝑟𝑒 = 2 × Precision×Sensitivity
Precision+Sensitivity

× 100%            (5) 

VI. RESULT AND DISCUSSION 
To avoid the statistically unbiased and overfitting problem, 

a five-fold CV (Cross-Validation) method is applied. After 
that, it was arbitrarily divided into five equivalent parts and 
among five, four subsets are utilized to train the model and the 
remaining subsets are utilized to test the model. This study 
addressed a classification problem on three different datasets 
by utilizing two different feature sets. Table V, VI will show 
the performance results from three different datasets. The 
graphical visualization of the performance results is shown in 
Fig. 7-10. It also shows that there is a great improvement in 
model performance when is trained with an extracted set of 
features. For the Ga sub dataset, there is an improvement of 
approximately 2% can be identified when utilizing feature 
selection. In the same manner, for the Ju sub dataset, there is 
an improvement of 4% can be identified when utilizing feature 
selection technique. Almost the same improvement can be 
found, for the Si sub dataset, there is an improvement of 
approximately 2% can be identified when utilizing feature 
selection. The result revealed that the best combination of 
related features obtained through feature selection improve the 
overall performance of proposed ML model. Along with that, 
it will also reduce execution time both in the training and 
testing phases. 

TABLE V. PERFORMANCE RESULTS BEFORE THE APPLICATION OF THE FS 
METHOD FOR INDIVIDUAL SUB-DATASET UTILIZING 5-FOLD CV METHOD 

Data Sets Accuracy Precision Recall F1_Score 

Ga [27] 93.5 88.12 87.4 89.42 

Ju [28] 94.42 92.50 90.21 95.60 

Si [29] 92.52 90.20 91.21 89.1 

TABLE VI. PERFORMANCE AFTER THE APPLICATION OF FS METHOD FOR 
INDIVIDUAL SUB-DATASET UTILIZING 5-FOLD CV METHOD 

Data Sets Accuracy Precision Recall F1_Score 

Ga [27] 95.54 91.12 89.4 91.42 

Ju [28] 98.80 96.50 95.12 95.24 

Si [29] 94.52 91.20 92.12 89.97 
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It is observed that when proposed model applied on three 
datasets provide the best accuracy result in the classification 
of patient into healthy and PD class. Along with that, by 
evaluating the differences in results between three datasets, it 
can be notified that proposed ML models show their best 
results in the case of the Ju dataset. It is also notified that 
results obtained on Ga are much better as compared to Si.  
Result can also present the fact that the smaller number of 
patients with little severity and high severity is more 
important. It is highly notifying that the patients with little 
severity may be considered healthy by ML models in some 
cases and may be considered patients in some cases. High 
severity patients can be easily separated from healthy subjects. 

 
Fig. 7. Accuracy Score with and without Feature Selection. 

 
Fig. 8. Precision Score with and without Feature Selection. 

 
Fig. 9. Recall Score with and without Feature Selection. 

 
Fig. 10. F1_Score with and without Feature Selection. 

Table 7 shows the comparison between the proposed work 
and the existing work. Results revealed that our proposed 
work is more precious than the existing work and will support 
maximum accuracy of 98.80%. 
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TABLE VII. ACCURACY COMPARISON BETWEEN PROPOSED WORK AND PREVIOUS WORK 

Reference Features Type No. of Features ML Technique Accuracy Score (%) 

Wu and Krishnan [35] Time 3 SVM 90.32 

Perumal and Sankar [36] Frequency 10 SVM, NN, LDA 87.52-92.5 

Abdul hay et al. [37] Frequency and Time 3 MEDIUM Gaussian SVM 94.8 

Khoury et al. [38] Spatiotemporal 19 K-NN, DT, RF 83.3-92.86 

Alam et al. [39] Time 33 SVM, K-NN 93.6 

Khera et al. [40] Time Features 10 KNN, SVM, DT, RF 85-98.50 

Proposed Work Spatial, Time and Force 8 RFT 98.80 (Ju), 95.54 (Ga), 94.52 
(Si) 

VII. CONCLUSION 
Wearable sensors offer a smart way of assessing the 

movement disorders among patients suffering from PD and 
provide a potentially vast quantity of informative data in order 
to quantify and monitor the progression of PD among patients. 
The current work, proposed a ML based PD diagnosis model 
and evaluated on VGRF dataset (Ga, Si, Ja) composed of 
different gait cycles that is publicly available on Psyionet. The 
performance of proposed model assessed by utilizing 
accuracy, precision, recall and F1_score as performance 
evaluation measures. The current work, presented that the 
proposed model outperformed other existing model to classify 
the patient into healthy and PD classes when subjected to 
preprocessed gait dataset with selected set of features. A five-
fold cross validation method is implemented to achieve the 
accuracy result of 98.80 on Ju dataset, 95.54 on Ga dataset and 
94.52 on Si dataset. 

VIII. FUTURE DIRECTION 
The conclusion reveals that the proposed model provides 

best results in the classification of PD but still faces some 
challenges. Future work concerns the introduction of more 
relevant features in order to enhance the diagnosis of PD and 
investigation of the cost-effective hybrid ML/Ensembles ML 
models and also handling the issue of imbalanced data. 
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Abstract—Every human has a specific Aura. Every organism 
in the human body emits energy comprising of Ultra Violet 
radiation, thermal radiation, and electromagnetic radiation. 
These energy levels help to underline the physical health inside 
the human body. In general, these energy levels are called Aura. 
In order to capture the energy levels, specific cameras like 
Kirlian are used. These cameras try to capture the energy 
distribution and map them to the individual organs of the human 
body. In this article, we present a methodology using Image 
processing techniques, where Bivariate Gaussian Mixture Model 
(BGMM) is considered as a classifier to identify the diseases in 
humans based on the energy distribution. In this article, we have 
considered five different categories of diseased organs that are 
identified based on the energy distribution. The preprocessing is 
subjected to the morphological technique and Particle Swarm 
Optimization (PSO) algorithm is considered for feature 
extraction. The segmentation process is carried out using the 
feature extracted and training is carried out using the BGMM 
classifier. The result obtained is summarized using various other 
methods like Support Vector Machine (SVM), Artificial Neural 
Network (ANN), and Multiclass SVM (MSVM). The results 
showcase that the proposed methodology exhibits recognition 
accuracy at 90%. 

Keywords—Aura images; BGMM; image classification; 
multiclass SVM; artificial neural network 

I. INTRODUCTION 
Image processing is the primary step in image analysis. It 

helps to both process the image, and enhance the image and 
also helps in the effective recognition of deformities inside the 
image regions based on the feature extraction techniques [1]. In 
image processing the primary objective is to process the input 
image so that effective recognition can be achieved [2]. Among 
the various application of image processing recently much 
emphasis is subjected to the area of medical imaging. In 
medical imaging the acquired medical images are processed, 
enhanced and the features are extracted for the effective 
identification of the disease [3, 4]. Of late, many article have 
been proposed for effective identification of image deformities 
based on the medical images as inputs. Some of the techniques 
in this area of research include; methodologies based on non-
parametric technique such as pixel-based techniques, region-
based techniques, shape based, texture-based techniques etc. [5, 
6, 7, 8]. The research is also extended further by developing 
parametric models for better classification and identification of 
medical diseases using methodologies like GMM, Hidden 
Markovian Models, Markovian Random fields etc. [9, 10, 11, 
12]. It is also presented in the literature that parametric model-

based approach is more adaptive compared to the non-
parametric model [13, 14, 15, 16]. The latest advancement in 
the area of computer communication technologies led towards 
the development of machine learning technique and thereby 
literature has been driven in this direction of research, using 
machine learning technique such as Convolution Neural 
Network (CNN), Artificial Neural Network (ANN), Bayesian 
belief network etc. [17, 18, 19, 20]. However, in spite of the 
numerous works presented by the authors, effective 
identification and diagnosis is only subjected after the 
acquisition of medical scans and by then the disease might 
have entered the human anatomy. However very little work is 
reported in the literature to estimate the deformities inside the 
human body well before the disease is noticed. 

This article attempts in this area of research where the Aura 
images are considered and using the Aura images as the input, 
prior detection of the disease can be identified even before the 
development of the disease. For this purpose, we have 
considered the database of Aura images, namely; Bio-Well 
data set consisting of Aura images. In this article we have tried 
to highlight the diseases like nervous system, thorax, thyroid, 
abdomen disease and throat diseases. The article is further 
presented in the following sections, where Section II deals with 
the brief introduction to Aura images, Section III deals with 
dataset considered. Feature extraction based on the PSO is 
highlighted in Section IV of the article. Section V deals with 
classification technique based on BGMM and methodology is 
highlighted in the corresponding Section VI. The results 
derived are compared with the existing algorithm and are 
presented in corresponding results Section VII of the article. 
Section VIII of the article summarizes with conclusion. 

II. AURA IMAGES 
The Aura images are nothing but the energy field 

surrounding the human. Every individual is attributed with a 
specific Aura. The Aura images exhibit different colors in 
tandem with the colors of VIBGYOR, where each color is 
related to the chakras of the human body. The violet color in 
the colors of VIBGYOR indicates crown chakra, indigo 
specifies the third eye chakra, blue indicates throat chakra, 
green indicates the heart chakra, yellow color indicates the 
solar plexus, orange color indicates the sacral chakra and red 
indicates the base chakra. Each of the colors corresponding to 
the chakras are linked with an organ in the human body and 
they exhibit the behavior of the individual. The red color 
indicates the anxiety levels and the orange color represents the 
structure of the kidney or reproductive organ, yellow is 
subjected to the spleen, the working condition of lungs can be 
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identified by the green color, throat and thyroid are reflected by 
the blue color, the nervous system problem can be identified by 
the violet and indigo color is subjected to the problem related 
to lungs. The main advantage of the Aura images is that, if the 
intensity around each chakra is identified, the specific disease 
which is likely to appear can be known in prior by the higher 
intensity depicted in these colors [20, 21]. 

III. BIO-WELL DATASET 
Bio-Well dataset records a large number of human aura 

images that are captured using a device called Gas Discharge 
Visualization (GDV), which is based entirely on Electro 
photonic imaging (EPI). These images are used for imaging 
analysis to identify many of the physical problems associated 
with the person. The GDV device captures the electronic cloud 
on the finger, those electronic images or finger images are 
transmitted to the GDV device for image processing. The 
images obtained from GDV are processed. The Bio-Well 
database includes aura images associated with the fingers, full 
aura images of the body plus aura images associated with the 
chakras of the human body. Bio-Well image provides a person 
with a wide range of seals and observations about strength and 
endurance for the whole body, energy centers, organs and 
systems. Bio-Well is used by hundreds of physicians, clinicians 
and researchers around the world. 

IV. PARTICLE SWARM OPTIMIZATION ALGORITHM (PSO) 
PSO is metaheuristic, populace is primarily based totally on 

stochastic seek set of rules stimulated with the aid of using 
social conduct of birds flocking at the same time while trying 
to find the food. Here every particle represents bird and they 
are able to fly in unique route and every particle has speed and 
position and swarm represents group of birds or populace. The 
idea of food searching behavior of birds is used to 
mathematically model the algorithm. This algorithm is used to 
solve the optimization problem and PSO seeks for maximum 
cost with the aid of using the iterations. 

Suppose group of birds are randomly flying and attempting 
to find the food in a place (search area), social behavior of the 
birds is moving in the direction of a crowd. Assume that there 
is only one piece of food in a place being searched and all of 
the birds do not know the position of the food however they 
know how far they're in each iteration. 

The search procedure used are 

• Follow the bird that's nearest to the food. 

• Birds do not know the best position. 

• If any member can locate the appropriate path, rest of 
the members will comply with quickly. Starting with 
the randomly initialized populace and moving in 
randomly initialized directions, every particle is going 
through the search area and remembers the best 
preceding positions of itself and its neighbors. That is 
every particle seeks for maximum value through 
updating the iterations. In every iteration each particle 
is updated following the two best values, .i.e. pbest 
(best particle position) and gbest (group best particle 
position). 

A. Mathematical Model 
In PSO every particle is taken into consideration to be 

solution and every particle has its speed, position and fitness 
values. In swarm every particle remembers its position called 
particle_bestFitness_value(pbest), particle_bestFitness_positio 
n. A record of global_bestFitness_position(gbest) and global 
_bestFitness_value is maintained. Position and velocity is 
calculated using (1) and (2)  

xit+1 = xit + vit              (1) 

in which 𝑥𝑖𝑡  is the previous position of the particle, 𝑣𝑖𝑡  is 
particle velocity and 𝑥𝑖𝑡+1 is current position. 

vk=1t = wvki + c1r1(xBestit − xit) + c2r2(gBestit − xit)        (2) 

here w is inertia weight, c1, c2 is positive constants, r1,r2 is 
random values within the range[0,1]. 

𝑥𝐵𝑒𝑠𝑡𝑖𝑡 is best particle position and 𝑔𝐵𝑒𝑠𝑡𝑖𝑡 is global best. 

Calculate the fitness value of every particle using the 
objective function and pick out the best fitness value as gbest. 

Algorithm 
1. Initialize parameter and population 
2. Calculate fitness value (optimum) for every 

particle. If the fitness value is the higher than best 
fitness value (pbest) then set new value as global 
best (gbest). Choose the particle with high-quality 
fitness value as gbest.  

3. For every particle calculate speed and position. 
Calculate fitness value and locate gbest.  

4. Repeat this method till circumstance met.  
5. Replace counter t=t+1 
6. Output is gbest(global best) and x_i(position) 

V. BIVARIATE GAUSSIAN MIXTURE MODEL (BGMM) 
The image segmentation is the primary factor for image 

analysis and retrieval. Various colors are proposed for different 
image processing scenario. For various image processing 
scenarios, different colour models are suggested. Through the 
use of hue and saturation in a bivariate Gaussian mixture 
model (BGMM), human perception of a picture can be 
described in HIS (hue saturation intensity) colour space. The 
image is regarded as a finite mixture of BGMM for the purpose 
of image segmentation, with the feature vector of each image 
region having a bivariate Gaussian distribution. Through the 
use of a bivariate frequency surface and the K-means algorithm, 
the number of components in the mixture are determined. The 
model parameters are calculated by deriving the revised 
equations of the model parameters for the EM-algorithm. The 
segmentation is carried through maximizing the component 
likelihood. It is common to assume that the feature vector of 
the image follows a bivariate Normal (Gaussian) distribution 
when modelling the bivariate features of the image. The 
Probability density function of the BGMM is given by. 

f(x1, x2) =

 1
2πσ1σ2(�1−p2)

e
−� 1

2�1− ρ2�
��x1−μ1σ1

�
2
−2ρ�x1−μ1σ1

��x2−μ2σ2
�+ �x2−μ2σ2

�
2
��

        (3) 
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where µ1, µ2 are any real numbers. 

σ1> 0, σ2 > 0; -1 <= ρ<=1    

in which µ1, σ1 are the mean and variance of the image 
with 1st features and µ2, σ2 are the mean and variance of the 
image with the 2d features, ρ is referred to as the shape 
parameter. 

If 𝜌 = 0 this implies correlation (x, y) = 0. i.e. 

f(x1, x2) =  1
2πσ1σ2(�1−p2)

e
−

⎣
⎢
⎢
⎡��x1−μ1σ1

�
2
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2
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⎥
⎥
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          (4) 

 = f(x1)(x2)              (5) 

x and y are normal variables. 

Equations for first feature is 

𝜎1 =  
𝐾1 ± �𝐾12−4𝐾2

2
             (6) 

𝑤ℎ𝑒𝑟𝑒 𝐾1 =  �2𝑒(𝑥1−𝜇1)(𝑥2−𝜇2)
𝜎2

� � −1
2(1− 𝜌2)

�            (7) 

𝑎𝑛𝑑 𝐾2=
2 (𝑥1−𝜇1)2

(1− 𝜌2)
              (8) 

Equation for second feature is 

σ2 =  
−K3 ± �K32−4K4

2
             (9) 

where K3 =  1
2(1− ρ2)

2e (x1−μ1)(x2−μ2)
σ1

          (10) 

𝑎𝑛𝑑 𝐾4 =
− (𝑥2 − 𝜇2)2

(1 −  𝜌2)  

VI. METHODOLOGY 
The analysis of the disease based on the Aura images is 

done using the BGMM classifier by adopting the following 
steps. 

Step 1: Morphological processing 

The first step in the identification of the disease is to 
acquire the image and process the image. In order to have a 
precise enhancement it is customary to process the image by 
the integration of morphological technique together with 
segmentation so as to acquire the inherent outer Auras 
effectively [22]. The input image is converted to binary image 
and using the technique of morphology such as erosion and 
dilation the input image is processed. This process enhances 
the quality of the image and in order to further enhance the 
quality of the image technique like closing, Hit and Miss are 
used for effective smoothing and filling the holes inside the 
images. These processed images are considered for 
segmentation. 

Step 2: Segmentation 

In this process the images are clustered into groups such 
that the homogeneous pixels are together in a specific group 
based on a criterion obtained using the color intensity. 

These intensities of pixels are given as input to the BGMM 
so that high intensity regions can be identified. These regions 
with high intensity attribute to the deformity. 

Step 3: Feature extraction 

The methodology carried out in two phases training and 
testing which is shown in Fig. 1. Each aura image of individual 
extracted and the high intensity levels identified from the 
BGMM are used to recognize the disease. 

 
Fig. 1. Model of the Proposed Methodology. 

VII. RESULT AND DISCUSSION 
In order to present the results, the Aura images are 

classified based on the intensity levels. Different techniques 
such as ANN, MSVM and PSO with BGMM are considered 
for undergoing the comparative study and the various images 
considered are presented in Fig. 2-11. Fig. 2 shows the 
depleted energy distribution around neck, abdomen, leg and 
back. Fig. 3 indicates the energy holes in various regions due to 
pressure. Fig. 4 shows health issues in head, heart and 
abdomen region. Disease regions are indicated with breakage 
in the images region indicates the health problems in throat, 
heart, stomach and leg area due to hyper tension is shown in 
the Fig. 5. The aura image which was taken before meditation 
is given in Fig. 6. The different aura images based on the 
chakras is given in Fig. 7 to 11. The Fig. 7 shows the high 
energy levels in the heart and head regions. The problem in 
digestive system is observed in the Fig. 8. Health issues in the 
various organs shown in the Fig. 9. The Fig. 10 shows 
imbalanced energy level in root, solar plexus and throat 
chakras. Fig. 11 shows the high energy level in the root, sacral 
and throat chakras indicates health issues in related organs. 

All the aura images are obtained from biowell data set. 
These images are captured using Kirlian based device called 
Gas discharge visualization (GDV). 

 
Fig. 2. Energy Depletion in Leg, Abdomen, Back and Head. 
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Fig. 3. Energy Holes in Various Organs. 

 
Fig. 4. Energy Depletion in the Region of Head, Heart and Abdomen. 

 
Fig. 5. Energy Holes in the Region of Throat, Heart, Stomach and Leg Area. 

  
Fig. 6. Diseased Aura Image in Various Organs. 

 
Fig. 7. Health Issues in Heart and Head (Migraine). 

 
Fig. 8. Health Issues in Throat and Digestive System. 

 
Fig. 9. Health Issues in Pineal Gland, Nervous System, Heart and Kidney. 

 
Fig. 10. Health Issues in Addrenal Gland, Solar Plexus , Throat and Brain. 

 
Fig. 11. Problems in Throat, Urogenital System and Spinal Cord. 

The comparative analysis is carried out using technique 
based on ANN, MSVM technique and the proposed model 
based on PSO. The organs considered for the identification of 
the disease are nervous system, thorax, thyroid, abdomen and 
throat. The results obtained are depicted in the Table I. The 
result shows that proposed method has greater accuracy when 
compared to the existing model. 

TABLE I. COMPARATIVE STUDY OF PROPOSED METHOD WITH OTHER 
METHODS 

Organs 
having 
Proble
m 

No. of 
sampl
es 
Train
ed 

No. of 
sampl
es 
tested 

No. of 
samples 
recogniz
ed with 
ANN 

No. of 
samples 
recogniz
ed with 
MSVM 

No. of 
samples 
recogniz
ed with 
Propose
d model 

Accura
cy (%) 

Nervou
s 
system 

5 43 24 29 39 90% 

Thorax 6 55 30 39 47 86% 

Thyroi
d 7 34 12 19 29 87% 

Abdom
en 5 65 34 39 59 91% 

Throat 7 39 21 29 32 83% 
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From the table it is observed that the proper methodology 
based on PSO helps to identify the diseases in advance 
compared to the other methods. 

VIII. CONCLUSION 
Aura images have a capability of disease identification. 

These images can be considered for the identification of the 
disease with respect to a specific organ. Both testing and 
training phases are carried out where the test image is 
identified based on the intensity whether it is prone to disease 
or not. A new methodology is considered for feature extraction 
based on BGMM together with PSO. The Bivariate feature H 
and S are given as input to the model, derived primarily based 
on Bivariate Gaussian distribution. It helps to identify the color 
intensities and thereby helps in identifying the high intensity 
levels resembling the disease. The comparative analysis carried 
out shows the proposed method helps in effective recognition 
of the diseases well in advance when compared to other state-
of-art methods. 
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Abstract—Automatic detection of epilepsy based on EEG 
signals is one of the interesting fields to be developed in medicine 
to provide an alternative method for detecting epilepsy. High 
accuracy values are very important for accurate diagnosis in 
detecting epilepsy and avoid errors in diagnosing patients. 
Therefore, this study proposes the Enhanced Gradient Boosting 
Machines Fusion (Enhanced GBM Fusion) for automatically 
detecting epilepsy based on electroencephalographic (EEG) 
signals. Enhanced part of GBM Fusion is the pattern of majority 
voting evaluation based on the fusion of five-class and two-class 
GBM, called Enhanced GBM Fusion. The raw signal is extracted 
using Discrete Fourier Transform (DFT) and Discrete Wavelet 
Transform (DWT), then feature is selected by using Genetic 
Algorithm (GA) before classification. This proposed method was 
evaluated using five classes (normal in open eyes, normal in close 
eyes, interictal with hippocampal, interictal, and ictal) from the 
University of Bonn. The experimental results show that the 
proposed Enhanced GBM Fusion can increase the accuracy of 
GBM Fusion of 99.8% to classify five classes of epilepsy based on 
EEG signal. However, the performance of Enhanced GBM 
Fusion cannot be generalized to other datasets. 

Keywords—Epilepsy; enhanced gradient boosting machine 
fusion; electroencephalographic (EEG) signal; discrete wavelet 
transform (DWT); discrete fourier tansform (DFT); genetic 
algorithm (GA) 

I. INTRODUCTION 
Globally, WHO estimates that about five million people are 

diagnosed with epilepsy yearly. Low and middle-income 
countries are nearly three times more than high-income 
countries to be diagnosed with epilepsy [1]. This is feasible due 
to the increased risk of endemic conditions, variations in 
medical infrastructure, the availability of preventive public 
health programs, and accessible healthcare services. 

Epilepsy is a chronic medical disorder with clinical 
symptoms and signs due to intermittent brain function 
disorders. It occurs due to abnormal or excessive electrical 
discharge from neuron paroxysms of various etiologies. 
Generally, epilepsy is attended in unpredictable, unprovoked 
recurrent seizures that affect a variety of mental and physical 
functions. Seizure is a spontaneous electrical hyperactivity 
activity of a group of nerve cells in the brain and is not caused 

by an acute brain disease. “Seizure” in epilepsy is an incurable 
disease. However, about 70% of people with epilepsy can be 
free from seizures with proper treatment. Neuroscientists 
generally predict seizures based on an abnormal 
electroencephalographic (EEG) pattern in the brain. An EEG is 
a device that records activity in the brain, including seizures. 

A method with high accuracy is needed to detect whether 
the ongoing seizure is an epileptic seizure or a fake seizure. 
Visual examination of the EEG signal is necessary to 
determine the occurrence of epilepsy. Unfortunately, checking 
the EEG signal manually takes a long time, and sometimes the 
results are missed or false-alarm detections [2]. Automatic 
epilepsy detection has been studied since the 1970s in the form 
of literature in the hope of helping the medical world in 
detecting automatic epilepsy based on EEG data [3]. In 
general, automatic epilepsy detection can be categorized into 
two groups which are conventional approaches and Deep 
learning approaches. 

Misdiagnosis of epilepsy is a fatal error because it can lead 
to inappropriate treatment and death. Therefore, a high 
accuracy value is essential in the automatic detection of 
epilepsy. The automatic detection of epilepsy from five classes 
of EEG data has been tried using various approaches, but not 
many of them achieve accuracy above 98%. This study 
presented a method for automatic epilepsy detection based on 
the motivation that the method can classify five classes of EEG 
signals with greater than 98 percent accuracy. This study 
utilized a combination of Discrete Fourier Transform (DFT) 
and Discrete Wavelet Transform (DWT) for feature extraction 
in the frequency and time-frequency domains. The output from 
the feature extraction by DFT and DWT is extracted again 
using a statistical feature and crossing frequency features. To 
obtain the best features that would be used for classification, 
feature selection based on a Genetic Algorithm (GA) is used in 
this study. This study proposes a method to enhance GBM 
Fusion that was previously used by Sunaryono et al. [4]. 

The distinguish of  this study from the study conducted by 
Sunaryono et al. [4] is that this study proposes the Enhanced 
Gradient Boosting Machine Fusion, where the method will 
focus more on errors that occur in the classification results. 
Errors in this classification will be evaluated to see if there is a 
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pattern in the errors. The pattern will be applied to the 
Enhanced Gradient Boosting Machine Fusion classification for 
higher accuracy. The workflow for the proposed method can be 
seen in Fig. 1. By using the proposed method, this study hopes 

to have good accuracy results (above 98%) and the study also 
hopes to contribute to helping the medical world to detect 
epilepsy automatically so that people with epilepsy can be 
diagnosed accurately and quickly. 

 
Fig. 1. Flowchart of the Proposed Method. 

The remaining sections are organized as follows. Section II 
provides related works. The Section III outlines the materials 
and methods utilized in this study. In Section IV, the 
experimental result and discussion are presented. In Section V, 
the conclusion is reached. 

II. RELATED WORK 
This section provides literature study based on the 

University of Bonn dataset: Wu et al. [5] carried out their 
research using the Complete Ensemble Empirical Method 
(CEEMD) to decompose signal data into 12 IMFs and one 
residue. XGBoost was used as a classification method where 
the results detected an accuracy higher or equivalent to 99% in 
12 cases of two and three classes. Ullah et al. [6] use a 
Pyramidal One-Dimensional Deep Convolutional Neural 
Network (P-1D-CNN) as an architecture to perform feature 
extraction to classify three classes. To improve accuracy, the 
author added majority voting on the architecture, which has 
significantly increased the accuracy of P-1D-CNN. This 
architecture yields an accuracy of 99.1 ± 0.9% in the two and 
three-class cases. 

Türk and Özerdem [7] performed Continuous Wavelet 
Transform (CWT) as a feature extraction method on EEG 
signals to get a time-frequency 2-D scalogram image. The 
scalogram images were used as input for CNN classification. 
The classification result with the highest accuracy was 99% for 
three classes and 93.6% for five classes.  Wang et al. [8] 
propose the Discrete Wavelet Transform (DWT) method as a 
feature extraction method and uses the Gradient Boosting 
Machine and Grid Search Optimization to optimize the 
hyperparameters. The study resulted in an accuracy of 96.5% 
for classifying three classes using a dataset from the University 
of Bonn. 

Sunaryono et al. [4] also suggested using Discrete Wavelet 
Transform (DWT) in automatic epilepsy detection. Gradient 
Boosting Machine fusion (GBM Fusion) method is proposed to 
increase the accuracy of classifying three classes to 99.45%. 
The proposed fusion combines the results of the classification 
of 2 classes and three classes using majority voting. 

Singh and Dehuri [9] produced 100% accuracy in two and 
three classes case. Also, they produced 93.33% in five classes 
case with a hybrid technique using DWT-based Singular Value 
Decomposition fuzzy k-nearest neighbor (SVD-FkNN) 
classifier. On a substantial scale, DWT-based SVD 
decomposes the input EEG signals into sub-bands. The 
extracted feature is classified using several 'k' values for the 
FkNN classifier. 

Zhao et al. [10] implemented a 1-D DNN based on CNN 
for robust automatic epilepsy detection that consisted of three 
convolutional blocks and three fully connected layers. In 
addition, each convolutional block consists of five distinct 
layer types. The proposed method achieved an accuracy of 
93.55% in the five classes problem. Zhao et al. [11] continue 
the research with proposed a method called SeizureNet based 
on CNN that utilizes two convolutional neural networks to 
extract features and a fully connected layer to learn high-level 
features. This method has achieved 95.84% accuracy in five 
classes case. 

Sukriti et al. [12] used two entropy features, called refined 
composite multi-scale dispersion entropy (RCMDE) and multi-
scale dispersion entropy (MDE) to detect seizure from EEG 
data with one way analysis of variance (ANOVA) as a feature 
selection method before being classified by Support Vector 
Machine (SVM). The best accuracy achieved is 96.67% in 
three classes case using RCMDE. 

Zhang et al. [13] modeled a multi-scale non-local (MNL) 
network, 1 D CNN, to identify epilepsy automatically. Signal 
pooling and multi-scale non-local layers were added to boost 
CNN performance. The MNL network achieved 98.64% 
accuracy in classifying three classes case. Fast Fourier 
Transform (FFT) and PCA neural network (PCANet) are 
utilized by Li and Chen [14] as feature extraction method. 
From EEG signal, a frequency matrix was created using FFT, 
and the feature was extracted using PCANet. The extracted 
feature is classified using SVM. The proposed method achieves 
its best accuracy in classifying three classes case with a 99.6% 
accuracy score. 
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III. MATERIAL AND METHOD 

A. EEG Dataset 
The data used is data that has been collected by the 

Department of Epileptology University of Bonn (UoB), 
Germany, which was obtained by Andrzejak et al. [15]. This 
data consists of an analog signal which is converted to 12-bit 
digital and then filtered by a bandpass filter in the range of 0.53 
to 40 Hz. The datasets are grouped into five sets denoted by A, 
B, C, D, and E, where each class has different characteristics, 
as detailed in Table I. Each dataset has 100 single-channel 
EEG data segments, and each data has a duration of 23, 6 
seconds for a total of 4097 samples. Sample signal for five 
datasets as shown in Fig. 2. This study evaluated the proposed 
automatic epilepsy detection using EEG waves from all sets. 

B. Discrete Wavelet Transform 
Discrete Wavelet Transform (DWT) is a technique for 

performing signal analysis that provides a representation of a 
signal in time and a signal that can be computed efficiently. In 
DWT, the signal to be analyzed will pass through the filter 
process with different frequencies and scales. DWT will divide 
the signal into two: high frequency using a highpass filter and 
low frequency using a lowpass filter. DWT has a more flexible 
frequency window function than CWT, where the DWT 
frequency window narrows when observing high-frequency 
information and widens when analyzing low-frequency 
resolution. As defined in equation 1, for example, the 

parameter m is an integer that controls the dilation of the 
wavelet, the parameter 𝑚, 𝑘  are an integer that controls the 
translation of the wavelet, 𝑠0 is a preset scaling parameter, and 
its value is greater than 1. 0 is a translation parameter that has a 
value greater than zero and is the parent of the wavelet. 

𝛹𝑚.𝑘(𝑡) = 1

�𝑠0
𝑚
𝛹 �𝑡−𝑘𝑡0𝑠0

𝑚

𝑠0
𝑚 �  (1) 

In this study, DWT is used to decompose the EEG data 
obtained through the discrete Fourier transform process. 
Various wavelet families and wavelet levels are used in DWT 
to provide a scaling function. The wavelet decomposition L-
level determines the signal's frequency band according to its 
level. The output of DWT were the coefficient vectors. 

C. Discrete Fourier Transform 
DFT is a technique to perform feature extraction using the 

frequency domain. DFT is beneficial because DFT makes it 
possible to find the spectrum of a signal with a finite duration. 
Since DFT treats the data periodically, it will express the input 
data's periodicity along with each periodic component's relative 
strength. The method proposed in this study uses the 
implementation of Fast Fourier Transform (FFT) since FFT is 
an efficient algorithm to compute DFT. The use of FFT is to 
divide the original EEG data into five frequency sub-sections, 
namely gamma (>30 Hz), beta (between 12 and 30Hz), alpha 
(between 8 and 12 Hz), theta (between 4 and 8 Hz), and delta 
(< 4Hz) using DFT as described in equation 2. 

TABLE I. DATASET OVERVIEW 

Dataset Patient Status Setup Phase 

A Healthy Surface EEG Open Eyes 

B Healthy Surface EEG Close Eyes 

C Epilepsy Intracranial EEG Interictal Hippocampal Position 

D Epilepsy Intracranial EEG Interictal Epileptogenic Zone 

E Epilepsy Intracranial EEG Ictal 

 
Fig. 2. Dataset EEG Samples. 
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𝐹𝑛 = ∑ 𝑓𝑘 𝑒−
2𝜋𝑖𝑛𝑘
𝑛𝑁−1

𝑘=0 , 𝑛 ∈ [0,𝑁 − 1] (2) 

The transformed data is filtered using a band-pass filter to 
produce 𝐹𝛾(𝑛),𝐹𝛽(𝑛),𝐹𝛼(𝑛),𝐹𝜃(𝑛),  and 𝐹𝛿(𝑛)  signals at the 
respective sub-band frequencies. The EEG signal that has been 
in the form of frequency will be transformed again into the 
time domain using Inverse DFT to get an EEG signal that has 
been decomposed in the time domain as described in equation 
3. 

𝑓𝑠(𝑘) = 1
𝑁
∑ 𝐹𝑠(𝑛)𝑒

2𝜋𝑖𝑛𝑘
𝑛 ,𝑛 ∈ [0,𝑁 − 1], 𝑠 =  𝛾,𝛽,𝛼,𝜃,𝛿 𝑁−1

𝑛=0 (3) 

D. Statistical Feature 
Information on data distribution can be obtained from 

percentiles by dividing the data into 100 equal parts. To get the 
percentile of pth, the elements of the coefficient vector are 
ordered from smallest to largest. Eq (4) is used to get the nth 
index of the pth percentile, and 𝑁 represents the length of the 
vector coefficient. 

𝑛 = 𝑝
100

(𝑁 + 1)  (4) 

The result was five statistical signal features retrieved from 
the results of each DWT coefficient vector, namely, the 95th 
percentile, 75th percentile, 50th percentile, 25th percentile, and 
5th percentile. Thus, 5(L+1) statistical features were retrieved 
from all coefficient vectors of the DWT L-level decomposition 
result. 

E. Crossing Frequency Features 
Zero-Crossing Frequency (ZCF) is a condition where the 

two elements of the vector coefficient have a frequency that 
crosses zero or changes signs from positive to negative and 
vice versa. ZCF was chosen to replace Zero Crossing Rate 
(ZCR) because ZCF has a more straightforward calculation and 
the exact duration data. This work extracted ZCF from the 
coefficient vector of DWT results to capture the signal's 
frequency information. Suppose 𝑁 is the span of the coefficient 
vector, 𝑣(𝑘) is the 𝑘𝑡ℎ P

 component of the coefficient vector, and 
sgn is the sign function, then ZCF can be obtained by equation 
5. 

𝑍𝐶𝐹 = 1
2
∑ �𝑠𝑔𝑛�𝑣(𝑘 + 1)� − 𝑠𝑔𝑛(𝑣(𝑘))�𝑁−1
𝑘−1  (5) 

This study also uses the Mean Crossing Frequency (MCF) 
to complete the signal frequency information that ZCF has 
obtained. MCF is described as the frequency of two subsequent 
components of the vector cross 𝑚; if m is the average value of 
the coefficient vector, MCF can be calculated by using 
equation 6. 

𝑀𝐶𝐹 = 1
2
∑ |𝑠𝑔𝑛(𝑣(𝑘 + 1) −𝑚) − 𝑠𝑔𝑛(𝑣(𝑘) −𝑚)|𝑁−1
𝑘−1   (6) 

With the L-level of decomposition, a total of 2(L+1) 
crossing frequency features were obtained from the coefficient 
vector of the DWT result. 

F. Feature Selection using Genetic Algorithm 
Genetic Algorithm (GA) is an optimization algorithm that 

is a population-based search algorithm that uses the concept of 
survival of the fittest. GA is inspired by natural selection[16]. 

A new population is generated by repeated iterations of the 
genetic operator on the individuals present in the population. 
The critical elements of GA are chromosome representation, 
selection, crossover, mutation, and computation of fitness 
functions. The Fitness function determines the ability to 
compete of an individual. The fitness value determines the 
probability of selecting an individual for reproduction. The 
selection phase is to choose parents based on their fitness 
values to carry their genes to the next generation. Crossover is 
the phase where the parents reproduce, and the crossover point 
is chosen randomly from the parents' genes. Offspring is made 
by exchanging genes between parents. Of the many offspring 
made, several offspring can experience mutations with a low 
random probability. This happens to maintain diversity in the 
population and prevent premature convergence. 

GA dynamically changes the search process through 
crossover and mutation probabilities to achieve the optimal 
solution. GA has better global search capabilities because GA 
can modify the encoded gene. Besides that, GA can also 
evaluate many individuals and generate several optimal 
solutions. As stated by Katoch et al. [17], offspring derived 
from crosses of parental chromosomes have a high probability 
of deleting the genetic scheme of parental chromosomes. The 
cross formula is defined as equation (7). 

𝑅 = 𝐺+2√𝑔
3𝐺

  (7) 

𝐺  is the fixed number of generations determined by the 
population and g is the number of generations.  

A classification with many features will increase the 
complexity of the training process. Many features also do not 
always result in good classification [18]. In this study, GA is 
used as a feature selection method to eliminate features that 
will not be used in the classification. Firstly, feature selection 
technique using GA was began by randomly creating the initial 
population of chromosomes, which are binary mask vectors of 
length comparable to the number of features. The genes on the 
chromosomes could take on the value 0 or 1. If the value of the 
ith gene was 0, then the ith feature was disregarded for 
classification; else, the feature was chosen. Feature selection 
using A fitness function was used to determine the quality of 
each chromosome. The fitness function for feature selection 
using GA makes use of the accuracy rate of a classifier that has 
been trained with chromosome-specific features. Until the final 
requirements are reached, the population is iteratively modified 
through crossover, mutation, and selection. 

G. Gradient Boosting Machine Fusion 
To construct new base-learners to be maximally correlated 

with the negative gradient of the loss function, which is related 
to the entire ensemble, is the principle of the Gradient Boosting 
Machine (GBM) [19]. Unlike the Decision Tree and Random 
Forest algorithms, the random forest combines several decision 
tree outputs to generate predictions. In GBM, each decision 
tree predicts from the previous error decision tree [20]. 
Therefore, GBM is a classification method that always tries to 
reduce errors. If 𝑦 =  𝑧(𝑠(𝑡))  is an estimate of functional 
dependence, then for the loss function model, 𝛹(𝑦, 𝑧),  is 
formulated in eqution (8). 
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ẑ�𝑠(𝑡)� = ŷ = arg𝑚𝑖𝑛𝛹(𝑦, 𝑧)  (8) 

To optimize the function, ŷ is used as a parameter in the 
function as 𝑖𝑛 ŷ = ∑ ŷ𝑖𝑀

𝑖=1 . This is what distinguishes GBM 
from other machine learning. In GBM, a "greedy stagewise" 
approach is derived from the weak-learners increment function. 
The function is formulated in equation (9). 

(𝑝𝑡 ,𝜃𝑡) = arg𝑚𝑖𝑛𝑝,𝜃 ∑ 𝛹�𝑦𝑖  , 𝑓𝑡−1� � + 𝑝ℎ(𝑥𝑖 ,𝜃)𝑁
𝑖=1  (9) 

In this study, GBM Fusion is used to classify multi-class 
models. To improve the classification results where several 
classifiers would be trained as basic classifiers to classify EEG 
signals into five and two classes. After classifying five classes 
and two classes, the best results will be taken through majority 
voting using equation (10), suppose C is a class. 

𝐶(𝑥𝑜) =  
arg𝑚𝑎𝑥

𝑘 ∈ {0,1,2,3,4}

⎝

⎜⎜
⎛
∑ 𝐼𝑘  

𝑠 ∈ {0, 1}
𝑜𝑟 𝑠 ∈ {0, 2}
𝑜𝑟 𝑠 ∈ {1, 2}
𝑜𝑟 𝑠 ∈ {1, 3}…
𝑜𝑟 𝑠 ∈ {3, 4}

4
𝑖=1

⎠

⎟⎟
⎞
∑ 𝐼𝑘�𝑦𝑠𝑖�4
𝑖=1    (10) 

H. Enhanced GBM Fusion 
This study enhances the research of Sunaryono et al. [4] by 

evaluating the pattern of errors in the majority voting to 
improve the classification performance of automatic epilepsy 
detection in five classes case. The steps below were utilized to 
train Enhanced GBMs fusion and predict the class label for 
unknown data using Enhanced GBMs fusion. 

• Obtain the decomposed signals 𝑓𝛾, 𝑓𝛽 , 𝑓𝛼 ,𝑓𝜃 , and 𝑓𝛿  by 
decomposing the original EEG signal using DFT. 

• Perform DWT with L-level decomposition to the initial 
EEG data to produce the coefficient vectors C1. 

• Perform DWT with L-Level of decomposition to the 
decomposed EEG data for frequency sub-band 
𝛼,𝛽, 𝛾, 𝛿 and 𝜃 to obtain the coefficient vectors as 𝐶2. 

• Obtain feature sets 𝐹1  by extracting 2(L+1) crossing 
frequency features and 5(L+1) statistical features from 
the coefficient vectors 𝐶1. 

• Obtain feature sets 𝐹2  by extracting 10(L+1) crossing 
frequency features and 2 5(L+1) statistical features 
from the coefficient vectors 𝐶2. 

• Perform feature selection using GA to 𝐹1  and 𝐹2  to 
determine which are the most important features. 

• Train two 5-class GBMs, X1 and X2, utilizing the 
selected features from 𝐹1  and 𝐹2  as input features, 
respectively. 

• Train twenty 2-class GBMs with the selected features 
from 𝐹1  and 𝐹2  to classify the EEG signal as either 
class 0 and class 1 (named 𝐹101 and 𝐹201), class 0 and 
class 2 (named 𝐹102  and 𝐹202 ), class 0 and class 3 
(named 𝐹103 and 𝐹203), class 0 and class 4 (named 𝐹104 
and 𝐹204 ), class 1 and class 2 (named 𝐹112  and 𝐹212 ), 
class 1 and class 3 (named 𝐹113 and 𝐹213), class 1 and 

class 4 (named 𝐹114  and 𝐹214 ), class 2 and class 3 
(named 𝐹123 and 𝐹223), class 2 and class 4 (named 𝐹124 
and 𝐹224), class 3 and class 4 (named 𝐹134 and 𝐹234). 

• Suppose x0 is an EEG signal without labels. Using 𝐹1 
and 𝐹2, predict the class label of x0 to obtain y1 and y2, 
respectively. 

a) If yi = 0, then predict the class label of x0 using 
models 𝐹𝑖01 , 𝐹𝑖02 , 𝐹𝑖03 , and 𝐹𝑖04  to obtain yi 𝑦𝑖01,𝑦𝑖02,𝑦𝑖03, and 
𝑦𝑖04  from each model, for i = 1, 2. 

b) If yi = 1, then predict the class label of x0 using 
models 𝐹𝑖01 , 𝐹𝑖12 , 𝐹𝑖13 , and 𝐹𝑖14  to obtain yi 𝑦𝑖01,𝑦𝑖12,𝑦𝑖13, and 
𝑦𝑖14 from each model, for i = 1, 2. 

c) If yi = 2, then predict the class label of x0 using 
models 𝐹𝑖02 , 𝐹𝑖12 , 𝐹𝑖23 , and 𝐹𝑖24  to obtain yi 𝑦𝑖02,𝑦𝑖12,𝑦𝑖23, and 
𝑦𝑖24 from each model, for i = 1, 2. 

d) If yi = 3, then predict the class label of x0 using 
models 𝐹𝑖03 , 𝐹𝑖13 , 𝐹𝑖23 , and 𝐹𝑖34  to obtain yi 𝑦𝑖03,𝑦𝑖13,𝑦𝑖23, and 
𝑦𝑖34 from each model, for i = 1, 2. 

e) If yi = 4, then predict the class label of x0 using model 
𝐹𝑖04 , 𝐹𝑖14 , 𝐹𝑖24 , and 𝐹  to obtain yi 𝑦𝑖04,𝑦𝑖14,𝑦𝑖24, and 𝑦𝑖34 from 
each model, for i = 1, 2. 

• Class x0 was predicted by majority vote based on the 
result of 5-class and 2-class GBMs. 

• Evaluate the pattern of errors from GBMs Fusion 
majority voting to disregard the pattern of errors. 

• Class 𝑥0  predicted using majority voting on the result 
of 5-class and 2-class GBMs but while disregarding the 
error pattern. 

Suppose x0 is some EEG signals that must be classified 
after the feature extraction and selection stage. 𝑥0 is classified 
using two 5-class GBMs, and suppose the result is class 4 from 
F1 and class 4 from F2. Further classification with twenty 2-
class GBM, because both results from F1 and F2 is class 4 then 
the model that will give output only the model  𝐹104, 𝐹114, 𝐹124, 
𝐹134, 𝐹204, 𝐹214, 𝐹224, and 𝐹234, the given output is class 4, class 
4, class 2, class 4, class 4, class 4, class 2, and class 4, 
respectively. The final prediction of class x0 after majority 
voting is class 4. However, because x0 has the original class 2, 
the prediction result of x0 is wrong. Therefore, the 8 GBMs 
models that give results of class 4 are ignored so that the 
majority voting results become class 2. 

I. Experimental Setup 
Experiments for this study have been conducted to validate 

the proposed method for detecting epilepsy using EEG signals 
in three cases. In the first case, two 5-class GBMs were trained 
with 𝐹1  and 𝐹2  to classify EEG signals. In the second case, 
twenty 2-class GBMs were trained with 𝐹1 and 𝐹2 to classify 
EEG into two classes, namely class 0-1, class 0-2, class 1-2, 
class 1-3, class 2-4, class 0-3, class 0-4, class 1-4, class 2-3, 
and class 3-4. In the third case, Enhanced GBM Fusion was 
utilized to classify EEG signals into five classes, and the results 
will be compared to those of previous studies. 
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This experiment was run on a mid-spec computer with a 
specification of 2.2GHz Intel(R) Core(TM) i7-8750H, 16GB 
RAM, NVIDIA GeForce GTX 1050 Ti GPU, and Windows 10 
Home Single operating system to ensure that the proposed 
method is implemented on everyday life. The proposed method 
uses the python programming language with several libraries, 
namely NumPy [21], DEAP [22], scikit-learn [23], and 
PyWavelets [24]. This experiment uses fold-cross validation in 
which the EEG data is randomly divided into ten sections with 
equal proportions for each section. 

IV. RESULT AND DISCUSSION 

A. Classification of Five Class GBM 
The accuracy of the 5-class classification using GBM with 

F1 and F2 has been summarized in TABLE II. The 
classification results using F1 have a higher average of 91.13%, 
compared to F2 with an average of 88.08%. The best result 
using F1 feature is using Daubechies 6 (Db6) family wavelet 
with a decomposition level of 8 with the accuracy score of 
91.99%. However, Db6 with a decomposition level of 8 needs 
more selected features to achieve the best accuracy than Symlet 

16 (Sym16) and Symlet 20 (Sym20). For F2 feature, the best 
result achieved is 93.6% by applying Biorthogonal 5.5 
(Bior5.5) with the decomposition level of 3 while having the 
least original feature and having the lowest decomposition 
level compared to the rest as in Table II. The F2 data has the 
same number of features after feature selection, while in F1 
data, more selected features are needed to get the highest 
accuracy results. 

As shown in Fig. 3, confusion matrix was utilized to 
evaluate EEG signals that were incorrectly classified by F1 
using Db6 wavelet with decomposition level 8 and F2 using 
bior5.5 wavelet with decomposition level 3. 5 classes model A-
B-C-D-E FFT-Sub-band-Wavelet had a better classification 
result in class A, B, C, and E, while from 5 classes model A-B-
C-D-E Wavelet had a better classification in class D. 

The experimental results showed that raising the 
decomposition level of DWT does not necessarily increase the 
classification accuracy of 5-class GBM. These results also 
demonstrated that conducting DFT as added feature extraction 
method prior to DWT to generate features set F2 does not 
always increase the accuracy of classification for 5-class GBM. 

TABLE II. SUMMARY OF FIVE CLASS GBM CLASSIFICATION 

Classifier 
Wavelet 

Original Feature Selected Feature Accuracy with selected Feature 
Family Level 

F1 Classifier 
 

Db6 8 63 29 91.99 

Sym16 5 42 21 90.39 

Sym20 5 42 24 91.00 

F2 Classifier 

Bior5.5 3 140 65 93.60 

Symll 5 210 65 89.20 

Db15 7 280 65 87.80 

    
     (a) Five Classes Model a-b-c-d-e.                       (b) Five Classes Model -a-b-c-d-e Fft-Subband-Wavelet. 

Fig. 3. Confusion Matrices of 5-Class GBM using each Features. 
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B. Classification of Two Class GBM 
The result of the classification of 2-class GBM using F1 

and F2 features have been summarized in Table III and Table 
IV, respectively. The wavelet family and decomposition level 
used in F1 and F2 are the same for each class classifier. In the 
experiment before using the feature selection, the accuracy 
results using F2 data have higher accuracy results with an 
accuracy of 95.08% compared to F1 data with an average of 
93.99%, as in TABLE III and TABLE IV. The only F1 feature 
before feature selection with higher accuracy against F2 is 
using 𝐹114 classifier using rbio2.4 wavelet family and 
decomposition level of 6 with an accuracy score of 90.73% 
against 𝐹214 with an accuracy of 90.04% by applying the 
same wavelet family and decomposition level. In the 
experiment using feature subset, the average accuracy of the F1 
and F2 features increased with an average accuracy of 99.19% 
in both data, with the highest accuracy being 100% and the 
lowest being 94%, as shown in TABLE III and TABLE IV, 
respectively. These results demonstrated that using feature 
selection most of the time can improve classification accuracy. 
The experimental results also showed that conducting 
frequency sub-band decomposition prior to DWT to generate 

features set F2 can improve the classification accuracy of 2-
class GBM. 

C. Enhanced GBM Fusion Classification 
Previously, the results of the 2-class model accuracy were 

obtained using F1 and F2, where the results from these models 
were combined and used in GBM Fusion and Enhanced GBM 
Fusion using majority voting. The classification results using 
GBMs Fusion resulted in an accuracy of 97.2% in the 
classification of 5 classes, with 14 misclassifications listed in 
Table V. Table V shows that the misclassification results 
mainly occur in the data with the highest majority voting value 
of 3, 5, or 8. This value will be used as a value of 0 during the 
enhanced GBM Fusion classification. The accuracy of 99.8% 
in the 5-class classification was also successfully achieved 
using Enhanced GBM Fusion by leaving one misclassification 
result at index 440 with confusion matrix as in Fig.4. This 
happened because the majority voting result in Enhanced GBM 
fusion at index 440 was 3 in the 5th row, which means the 
prediction result in the index 440 is class 4, which should be 
class 0. As shown in Fig. 4, all the EEG signals from class B, 
class C, class D, and class E were correctly predicted by 
Enhanced GBMs Fusion. Only one signal from class A was 
misclassified as a class E. 

TABLE III. SUMMARY OF TWO CLASS GBM CLASSIFICATION USING F1 

Classifier Family Level Original Feature Selected Feature Accuracy with Original Feature (%) Accuracy with Selected Feature (%) 

𝐹101 Db24 2 21 4 95,12 100 

𝐹102 Db5 4 175 78 93,87 98,5 

𝐹112 Db38 1 14 7 90,54 100 

𝐹113 Db10 2 105 63 98,03 99,49 

𝐹124 Sym15 5 210 106 98,46 94 

𝐹103 Db1 1 14 6 96,98 100 

𝐹104 Db18 2 21 12 92,5 100 

𝐹114 Rbio2.4 6 49 15 90,73 100 

𝐹123 Bior1.3 4 35 14 91,28 100 

𝐹134 Coif14 4 35 11 92,46 100 

Average Accuracy (%) 93.99 99.19 

TABLE IV. SUMMARY OF TWO CLASS GBM CLASSIFICATION USING F2 

Classifier Family Level Original Feature Selected Feature Accuracy with Original Feature (%) Accuracy with Selected Feature (%) 

𝐹201 Db24 2 21 4 95,65 100 

𝐹202 Db5 4 175 78 94,84 98,5 

𝐹212 Db38 1 14 7 92,96 100 

𝐹213 Db10 2 105 63 99 99,49 

𝐹224 Sym15 5 210 106 98,99 94 

𝐹203 Db1 1 14 6 98,98 100 

𝐹204 Db18 2 21 12 92,71 100 

𝐹214 Rbio2.4 6 49 15 90,04 100 

𝐹223 Bior1.3 4 35 14 94,68 100 

𝐹234 Coif14 4 35 11 93 100 

Average Accuracy (%) 95.08 99.19 

601 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 7, 2022 

TABLE V. CLASSIFICATION ERROR FROM GBM FUSION 

Index Model Expected 
Result 

Classification 
Result 

37 [ 0 0 2 0 8 ] 2 4 

150 [ 8 0 2 0 0 ] 2 0 

165 [ 8 0 2 0 0 ] 2 0 

192 [ 0 0 2 0 8 ] 2 4 

213 [ 0 0 8 0 2 ] 4 2 

292 [ 0 8 2 0 0 ] 2 1 

370 [ 0 8 0 2 0 ] 3 1 

397 [ 0 8 2 0 0 ] 2 1 

426 [ 0 8 0 2 0 ] 3 1 

437 [ 0 0 8 0 2 ] 4 2 

440 [ 2 0 5 0 3 ] 0 2 

452 [ 0 0 8 0 2 ] 4 2 

458 [ 0 0 8 0 2 ] 4 2 

487 [ 0 8 0 2 0 ] 3 1 

Table VI is comparison proposed method with the results 
of previous studies, the highest accuracy of five classes 
classification by the previous studies is 97.39% by Sunaryono 
et al. [4], which means that this study has an increase in the 
five-class classification by 2.41% from the best results in 

previous studies. The proposed method has the potential to 
classify five classes for the detection of epilepsy. However, this 
method is limited with the dataset that is used. The effect of 
this limitation that is this method still lack validation from 
other datasets. 

 
Fig. 4. Confusion Matrix of Enhanced GBM Fusion. 

TABLE VI. COMPARISON TABLE WITH PREVIOUS STUDIES 

Dataset Method Study Accuracy (%) This Study Accuracy (%) 

A-B 
GBM Fusion [4] 100 

100 
CNN+Scalogram [7] 95.5 

A-C 
GBM Fusion [4] 100 

98.5 
CNN+Scalogram [7] 96.5 

A-D 
GBM Fusion [4] 100 

100 
CNN+Scalogram [7] 100 

A-E 

MNL Network [13] 99.52 

100 

CNN+Scalogram [7] 99.5 

Symlet Wavelets, PCA, GBM-GSO [8] 100 

GBM Fusion [4] 100 

DWT, Fuzzy Approximate Entropy, SVML [25] 100 

FFT-based PCANet, SVM [14] 100 

RCMDE, SVM [12] 100 

B-C 
GBM Fusion [4] 100 

100 
CNN+Scalogram [7] 99 

B-D 
GBM Fusion [4] 100 99.49 
CNN+Scalogram [7] 100 

B-E 

GBM Fusion [4] 100 
100 Symlet Wavelets, and PCA, GBM-GSO [8] 100 

CNN+Scalogram [7] 100 
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FFT-based PCANet, SVM [14] 100 

MNL Network [13] 99.11 

C-D 
GBM Fusion [4] 94 100 
CNN+Scalogram [7] 85.71 

C-E 

MNL Network [13] 98.02 

98.99 
Symlet Waveletsand PCA, GBM-GSO [8] 98.4 

GBM Fusion [4] 100 

CNN+Scalogram [7] 98.50 

FFT-based PCANet, SVM [14] 100 

D-E 

FFT-based PCANet, SVM [14] 99 

100 

Symlet Wavelets, and PCA, GBM-GSO [8] 98.1 

LMD+GA+SVM [26] 98.1 

GBM Fusion [4] 99.49 

CNN+Scalogram [7] 98.50 

MNL Network [13] 97.63 

MDE, SVM [12] 96.5 

A-B-C-D-E 

MEMD + ANN [27] 87.2 

99.8 

GBM Fusion [4] 97.39 

ToC + DNN [28] 97.2 

CNN+Scalogram [7] 93.60 

SeizureNet [11] 95.84 

DWT-SVD-FkNN [9] 93.33 

1-D-DNN [10] 93.55 

MNL Network [13] 93.55 

V. CONCLUSION 
In this study, Enhanced GBM Fusion is proposed to be an 

automatic epilepsy detection method from EEG signal data. 
The proposed method obtains an accuracy value of 99.8% in 
classifying five classes A-B-C-D-E on a dataset from the 
University of Bonn. EEG signal data were decomposed using 
DWT and DFT as feature extraction methods. The decomposed 
signal is used to extract the crossing frequency feature and 
statistical feature. Genetic Algorithm is used as a feature 
selection method to get discriminatory features to improve the 
classification performance. For the whole experiment, the 
proposed method can improve the accuracy compared to 
normal GBM in classifying EEG signals. With the results that 
have been obtained, this study can be a reference for the 
medical world to detect epilepsy automatically so that people 
with epilepsy can be diagnosed accurately and quickly. 

The drawback of the proposed method is that the 
determination of patterns on Enhanced GBM Fusion to 
improve performance must be done by hard coding. The 
performance of the proposed method may not be comparable to 
that of other datasets. 
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Abstract—In education sector, personalization is an 

evolutionary term that gained a high attention due to its 

effectiveness in raising the enterprise competence level. This 

research aims at proposing a novel model for effective smart 

testing, which considers the student’s Facebook activities in 

determining the students’ personality and constructing his 

suitable exam. The aim of this examination perspectives to ensure 

the reliable student evaluation according to his gained knowledge 

to ensure that no other factor interferes which may negatively 

affect the reliable evaluation. The research also applies text 

analytics techniques to ensure the exam balance. The proposed 

model has been applied and evaluated with professors’ 

percentage equal to 96.5 % and successfully reach students 

satisfaction percentage with average equal to 96.63%. 

Keywords—Personalization; data mining; sentiment analysis; 

social networks; e-learning 

I. INTRODUCTION 

Online education is no longer considered as an additional 
tool, but a vital solution that strongly supported the whole 
educational operation against crashing. Although this situation 
was not planned, however, results revealed that online 
education is the main factor for increasing information 
retention, reducing learning time, and raising the stakeholders’ 
satisfaction level which confirmed that this adaption in the 
learning strategies is here to stay. The transformation of the 
education system towards online education has been already 
introduced with limits, however, this situation has moved to a 
significant surge forward. This shift away from classrooms 
does not only include the teaching classes, but it also requires 
other learning activities adaptation such as projects’ work, 
practical sessions, as well as the immense need to adapt the 
student’s assessment perspective [1]. Consequently, bolstering 
the online learning systems’ capabilities can be currently 
considered a strategic objective for the educational field. 

Moreover, online education has raised the alarm to focus 
on personalized learning as the pieces of evidence have 
confirmed its effectiveness of tuning the evaluation process to 
rely on students’ personalization rather than memorization [2]. 
As highlighted in [3], personalized learning supports students 
to perceive learning with enthusiasm as it becomes more 
relevant and compatible with the student’s characteristics [4]. 
Accordingly, focusing on exams personalization has become 
one of the goals that gained a high priority and importance as 

it could lead to a strong positive impact. Such an opportunistic 
assessment perspective in conducting the students’ exams in 
an adequate environment based on their own pace ensures 
equal opportunity for all students [5]. This increasing goal for 
performance evaluation based on individual characteristics has 
been globally monitored. This recent evaluation vision has 
gone far beyond the traditional approach with changing the 
whole evaluation scheme. This research targets to intelligently 
transform the evaluation process from stressing, 
unaccommodating, and monotonic process to an effective, 
knowledgeable, and reliable perspective, which could be 
tagged as “smart testing”. 

Data as well as information analytics techniques play a 
vital role in smart testing that could successfully incorporate 
the personalization process into smart testing by the 
intervention of the behavioral students’ data for tracing the 
suitable exam and facilitating the questions’ characteristics 
selection [6]. On the other hand, data resources such as social 
networks, forums, and corporates’ databases are the 
foundations for the personalization process for monitoring the 
personal behavior and characterize the student personality 
which consequently supports the smart testing process [7]. 
These resources are the pillar for revealing the student’s 
primitive actions, his interaction preferences, as well as his 
trends. This revealed information feeds the testing process 
with the required measuring criteria for generating a suitable 
exam for the student [8]. 

This research proposes a smart model for generating a 
suitable exam for the student based on his personality. The 
student's personality has been determined based on his social 
network activities and educational data. The proposed model 
depends on the corporate database and the Facebook data as 
the main data resources for the personalized smart testing 
process. 

II. RELATED WORK 

Enhancing the online education towards a more reliable 
process has been proposed in several researches [9] [10]. One 
of these researches have been presented by [11] who 
developed interactive learning resources with proposing to 
considers the learner activities during the learning process, 
however, the proposed enhancement focused on the closed 
activities cycle which was later considered by [12] could 
mislead the explored actions by not considering the traditional 
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student behavior. Additionally, the research by [13] focused 
on tracking the student skills targeting the learning path 
recommendation based on a set of conducted exams. however, 
this approach lacked considering many exam criteria during 
the evaluation process such as the difficulty level. 

Engaging intelligent systems in the e-learning process has 
been introduced from many perspectives. Different researches 
proposed intelligent methods for learning objectives 
recommendations with respect to the student progress [14]. 
Another research by [15] adopted the recommendation 
perspective to recommend the suitable department for the 
Fayoum university students. Other researchers have applied a 
variety of intelligent techniques such as the Bayes model [16], 
evolutionary algorithms [17], and association network [18]. In 
[19], Item Response Theory has been applied targeting to 
update the education path for the student according to his 
ability. Additionally, a recent research by [20] proposed a 
recommender system for lessons’ study plan to maintain the 
student learning time. The proposed researches focused on the 
learner path; however, it is vital for an intelligent assessment 
method which opens the adaptation perspective using reliable 
criteria. 

Focusing on the contribution of text analytics in the e-
learning process. Text analytics has contributed to many 
researches in different tasks. A research in [21] proposed 
investigating the capability of the student in managing the 
exam time during the exam using text analytics, however, no 
consideration of other exam characteristics such as the exam 
level or specialty. Another research in [22] introduced text 
analytics in assignments’ assessment for detecting plagiarism 
level. 

Although as mentioned by [23], focusing on the student's 
social networking activities for discovering his behavior 
patterns is still considered an unexplored field, however, some 
researchers proposed some directions. While different 
empirical researches have investigated the impact of social 
networking and the education sector stakeholders’ 
performance [24] [25], others have focused on the reasons that 
raise the power of social networking on the students in the 
learning process [26] [27]. It is a fact that social network 
influence on the educational process can take either direction, 
positive or negative [28], however, the success lies in lighting 
the shed towards the correct path [29]. Although some of the 
studies have tried to highlight the negative impact of the time 
spent in using social networking and the student’s 
performance [30] [31], however, most of these studies 
revealed that there is no significant relationship between the 
two activities [32] [33]. Moreover, social networking extended 
its intervention on the learning process by offering academic 
resources and encourage the direct interaction among the 
education sector stakeholders [34]. On the other hand, 
researchers have highlighted that social networking users who 
are underage, therefore most probably students, have limited 
their social networking relations to their friends, not their 
family. Focusing on the interaction methods, some researchers 
argued that girls are most probably using images and share 
more videos on their posts more than boys [35]. More 
recently, the researches in [36] [37] [38] have proposed the 
approach of considering the Facebook activities to support the 

learning process by active discussion, sharing material, and 
continuous communication. Other researches such as in [39] 
[40] focused on the relation between students’ engagement in 
Facebook activities and their willingness for class 
engagement. The presented researches and others have shyly 
considered social networking in the learning process with a 
limited role for continuous communication, while in the 
current research, social networking has a vital role and proved 
its effectiveness in enhancing the learning process reliability. 

III. THE PROPOSED MODEL FOR SMART TESTING 

The proposed smart testing model includes three main 
stages, “social-based exploration for the student preference”, 
“semantic-based question bank construction”, and “setting the 
student preference-based exam”. The following sections will 
discuss each stage in detail. 

A. Stage One: Social-based Exploration for the Student 

Preference 

This stage aims at identifying the suitable type of 
questions for each student. Three types are available, they are 
illustration, long text, and short text questions. In this stage, 
the students’ main data is collected from the faculty database 
including name, id, gender, email, education history (place, 
courses, and degrees), and Facebook account. The student's 
current educational status is already monitored including the 
registered courses, the number of credit hours gained, and 
remaining credit hours. 

Social networks are considered the main data source in this 
stage. Using the Facebook account, the student’s public posts 
are extracted and categorized to be either text or other media. 
This research only focuses on these two categories as the aim 
of this classification is to identify the suitable questions’ type 
for the student. Moreover, the text category is also classified 
as short or long text. The short text category leads to the 
closed test questions including MCQ and T/F, while the long 
text leads to the open text questions including the discussion 
and state questions. It is vital to mention that the research 
depends on the student’s social public data in order to avoid 
violating the student data privacy as social network users. 

The student social activities data source is represented as 
follows: 

The set of student’s posts is represented by a set of vectors, 
each vector includes the post identified and its content. 

ST_Posts (STID) = {<Post_ID, PContent>j | j  N} 

All the students’ posts are represented in the parent set as 
follows: 

ALL_ST_Posts = ⋃                = {<STID, ST_Posts 

(STID)>} 

Each post belongs to one of the five types, they are: short 
text, long text, illustration, long text &illustration, and short 
text & illustration. Detecting the post type is performed and 
the tagging is applied which can be represented as follows: 

ST_TagPosts (STID) = {<Post_ID, PContent, PType>j | j  

N} 
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The posts’ types are then weighted to determine the 
student preferences, the performed steps are as follows: 

The percentage of the posts with type “short text” referring 
to all number of posts 

              
∑             

   

                    
     

             ST_TagPosts (STID) where PType = Short 

Text 

The percentage of the posts with type “long text” referring 
to all number of posts 

              
∑             

   

                    
     

             ST_TagPosts (STID) where PType = Long 

Text 

The percentage of the posts with type “fig” referring to all 
number of posts 

             
∑            

   

                    
     

            ST_TagPosts (STID) where PType = 

Illustration 

Then the student preferences are then arranged in 
descending order according to the revealed percentage. The 
student preference set has three ordered members, each 
member is a vector that includes the preference order, 
preference type, and percentage. 

Skill (STID) = {<order, preference, Percentage> | order ∈ 
{1,2,3}, preference ∈ {short text, long text, illustration}}. In 
the case of equal percentages, then the student will be 
considered according to the equal percentages by stating the 
included types in the hybrid set. Although the proposed model 
considers the highest student’s preference, however, ordering 
the student’s skill is vital in case that the first preference does 
not match with the suitable type with the course questions’ 
type. In this case, the following student preference is 
considered. 

B. Stage Two: Semantic-based Question Bank Construction 

This stage focuses on building the test bank for the subject 
under examination. The main source of this stage is the course 
curriculum. The following steps describe the construction 
process in detail. In this stage, a semantic-based mesh tree is 
built relating the questions' tags with the subject key terms 
according to the subject nature. Each key subject can be 
related to one or more question tags. Both keys; key terms and 
key question tags; are tagged with one of the three types; text, 
illustration, and hybrid; which highlight the possible type of 
questions for these keys. The generated tree is used for the 
examination of the test bank questions' suitability which is an 
additional step to ensure test bank stability. Additionally, the 
test bank questions are tagged with the suitable keywords 
targeting to build an ILOs based balanced exam. 

1) Step 1: Key questions tags determination: The outcome 

of this step is determining the question tags that are included 

in the exams. the questions’ tags set is built based on Bloom’s 

Taxonomy Verb Chart [41]. Bloom Taxonomy has 271 verbs 

which are listed as Key question terms. These terms are 

tagged with the suitable category and skill which highlight 

that this term examines a certain skill and suitable for a certain 

category. Bloom’s Taxonomy can be represented as a set of 

vectors, each vector includes the verb and the corresponding 

skill. 

Bloom’s Taxonomy = {<Vj, Sj >} 

Where j  N 

Vj is one of the Bloom verbs 

Sj is the corresponding key skill, Sj  Skill, Skill = 
{knowledge and understanding, intellectual, practical} 

The key questions’ tags set is represented as follows: 

KQues = {<Ti, Si, Ci>} 

Where i  N 

Ti is a verb in the Bloom set which represents the question 
key 

Si is the corresponding key skill, Si  Skill 

Ci is the corresponding category, Ci  Category, Category 
= {short text, long text, figure} 

2) Step 2: Key terms extraction: The main source to 

extract the questions' key terms is the course curriculum. The 

course curriculum which includes the Intended learning 

objects (ILOs) which describe the required topics for the 

course. For example, “Identify the principles of economics 

and management” is one of the ILOs of the database systems 

course. Analyzing this sentence to identify the main keywords 

leads to extracting a set of four keywords “identify, principles, 

economics, management”. ILOs are analyzed to extract the 

main keywords of the course subject. Additionally, the course 

recommended textbook is also considered to expand the 

keywords’ set. The recommended textbook is considered to 

match the extracted keywords with the book subjects’ 

headings with also considering the subheadings as part of the 

main heading. The relation between the course ILOs and the 

textbook headings is the pillar of building a semantic network 

that fully considers the related course keywords. 

Formally describing the tagged sentences is as follows: 

                                           

   

Where Kn is the token and tagn is its attached tag 

Extracting the subject key terms with the construction of 
the semantic network is presented by the following 
algorithmic steps. 

// ILOs key terms semantic relations 
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For each ILO in the course description 

 Extract main terms  

 Apply terms’ tagging 

 Identify verbs as the key question tags 

Identify nouns as the key terms 

Build key terms semantic relations (In-relation) where In-

relation identify the terms in the same ILO 

// Textbook key terms semantic relations 

Extract headings’ tree 

For each heading level 

     For each heading 

 Extract main terms  

 Apply terms’ tagging 

 Identify verbs as the key question tags 

Identify nouns as the key terms 

Build Level 1_Heading semantic relations (In-relation) where 

In-relation identify the terms in the same heading 

Build Level 2_Heading semantic relations (parent-relation) 

where parent-relation identify the relation between headings’ 

terms 

// integrate Textbook-ILO network 

For each key term in the ILO, identify synonym and antonym 

Extract matched heading key term with ILO key term, 

synonym, and antonym 

Integrate the two networks’ branches 

// Build Key terms/Key question tags semantic relation 

For each key term in the key terms set 

Identify synonym and antonym 

Apply KeyTerm relation set 

For each key question tag in the question tags set 

Identify synonym and antonym 

Apply QuesTag relation set 

For each ILO 

Identify ILO key term as Ki 

Extract KeyTerm Ki relation set 

Identify ILO verb as QTi 

Identify question tag QTi relation set 

Append Key terms/Key question tags semantic relation ( Ki – 

QTi ) 

3) Step 3: Building semantic based test bank: The test 

bank is a group of question sets. each set includes the 

questions that examine one of the course ILOs. In this step, 

building the test bank question sets is achieved. Each question 

in the test bank is tagged with an attribute vector. The vector 

includes time, mark, difficulty level, associated key terms set, 

associated key question tags set. The time, mark, difficulty 

level attributes are identified by the professor, while the 

associated key terms and questions tags are explored by 

applying the following algorithmic steps. 

For each question in the question bank 

 Identify question key tags 

 Identify question key terms 

 Match question key terms with network members 

 If success 

Tag the question with network members id 

  Identify the question ILO id 

  add question to ILO questions’ set 

 Else 

  Raise an alarm 

At the end of this step, each ILO id questions’ set should have 

a group of members which are the questions that examine the 

ILO. If the ILO set is empty, then acquiring questions from 

the professor is applied. 

C. Stage Three: Setting the Student Preference-based Exam 

At this stage, the student exam is built according to his 
revealed skill. The questions are selected randomly from the 
corresponding categories based on the required number of 
questions and the determined exam time. The following 
algorithm steps are performed to build the required exam. 

Given  Student_Pref (STID) 

 Test_Bank = {<Pref, Skill, Difficulty, {< QID, 

QText, QDuration, QMark >}} 

Set Exam_time 

Set Exam_Grade 

If Student_Pref (STID)  {ShortText, LongText, illustration} 

Questions_Set = select questions from Test_Bank where 

Category = Student_Pref (STID) 

Else 

Questions_Set = select questions from Test_Bank 

Initiate Exam_test bank 

Set courseSkillsSet 

SkillTime = ExamTime / |courseSkillsSet| 

SkillGrade = ExamGrade / |courseSkillsSet| 

Set CourseDiffSet 

While ALLQues_time < Exam_Time  && ALLQues_Grade < 

Exam_Grade { 

For each skill j in course_skills 

       Set ILO set 

       ILOTime = Skilltime / | ILO set | 

       ILOGrade = SkillGrade / |ILO set| 

       DiffTime = ILOTime / | CourseDiffSet| 

       DiffGrade = ILOGrade / | CourseDiffSet| 

       For Each ilo in ILO set 

          For each Difficulty i in course_Difficulty 

While DiffQues_time < DiffTime &&  DiffQues_grade < 

DiffGrade { 

Question = Random Choice (Questions_test bank) where Skill 

= j and Difficulty = I and     ILO = ilo 

  If DiffQues_Time + Question.Question_Duration <= 

Diff_Time  

&& DiffQues_Grade+ Question.Question_Grade <= 

DiffGrade  

  { 

      DiffQues_Time = DiffQues_Time + 

Question.Question_Duration 

      DiffQues_Grade = DiffQues_Grade  + 

Question.Question_Grade  

      Append (Exam_Content, Question_Text) 

      AllQuesTime = AllQuesTime + DiffQues_Time 

      AllQuesGrade = AllQuesGrade + DiffQues_Grade }}} 
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IV. EXPERIMENTAL CASE STUDY 

The research has two validation milestones. First, 
validating the model success in exploring the suitable 
student’s skill based on his social activities are performed 
while validating the constructed exam is also considered as the 
second milestone. The following sections discuss the case 
study setup, the performed steps, and the validation results. 

A. Stage One: Exploration for the Student Preference 

In this research, the dataset included the skills 
classification for 473 students. The dataset is based on the data 
which was provided in the research of [1]. The research of  [1] 
included research that adapts the online system to satisfy the 
student. The original dataset included 752 students while the 
response was 631 students, and a satisfaction level with an 
average of 75 % of them have been satisfied with the proposed 
enhanced system with a total of 473 students in the online 
exam based on a series of conducted exams. The current 
research acquired the students’ data who had been satisfied 
with a total of 473 students. The acquired data included all the 
personal and academic students’ data. Extracting the required 
social data is performed through implementing a simple 
program and the data is stored as four attributes, student id, 
corresponding social user id, post content, post type. As a 
result of this process, the final experiment dataset included 
380 students after removing the incomplete students’ records. 

A five-month range of public Facebook posts; starting 
from January 2018 to May 2018; have been gathered from the 
students’ accounts. This short time range has been considered 
to avoid the large number of posts that may require extensive 
tools and software for big data which was not the scope of this 
paper. The posts’ contents have been processed to detect the 
post type. The post type classification is illustrated in Table I. 

The results have been compared with the results in [1].  
This comparison has revealed 93% success for correct 
exploration to the student’s most suitable skill. By analyzing 
the presented results, a focus has been performed on the 
incorrect classified students and the time period for their posts 
has been enlarged. A sample of these students’ posts with a 
range of eight months starting from November 2017 to May 
2018 has been extracted and the model has been applied for 
the student re-exploration. 40 % of these students have been 
re-classified to the correct skill. Therefore, this minor 
experiment revealed that the 7% failure in the correct 
classification was according to the short time range for the 
extracted social data due to the minor activity of the student in 
the three months on focus. 

B. Stage Two: Semantic-based Question Bank Construction 

This stage focuses on constructing the courses' questions’ 
bank in a semantic-based format. This research argues that this 
proposed construction supports the applicability to generate a 
suitable balanced preference-based exam. The following 

subsections discuss the conducted steps in detail with 
demonstrating the required validation. 

1) Step 1: Key questions tags determination: As 

previously discussed, the Bloom verbs are considered the 

question tags. 271 verbs are included in the key questions’ 

tags set. For example, the key question term “Define” is 

suitable for the understanding skill and the text category. A 

sample of the taxonomy is illustrated in Table IV. 

2) Step 2: Key terms extraction: The experiment focused 

on “systems analysis and design” course which are obligatory 

to the students in the information systems department. Table V 

illustrates the ILOs statistics for the courses on focus with 

examples for each course. 

TABLE I. POST TYPES 

Post Content Type 

Single Video or image Illustration 

Single text sentence where words’ count is less than 10 words Short text 

Single text sentence where words’ count is more than 10 words Long text 

According to this classification, the students’ posts have 
been tagged with the appropriate class, a statistical illustration 
of the students’ posts is presented in Table II, while another 
perspective of this classification was illustrated in Table III 
presenting the statistics of classified students based on their 
social activity. 

TABLE II. STATISTICS OF POSTS 

Type Statistics 

multimedia 445,584 

Short text 420,254 

Long text 239,901 

Illustration & Short text 558,069 

Illustration & Long text 168,704 

Total 1,832,512 

TABLE III. STATISTICS OF STUDENTS 

Type Number of Students (%) 

multimedia 70 (12.96 %) 

Short text 62 (11.48 %) 

Long text 40 (7.4 %) 

Illustration & Short text 238 (44.07 %) 

Illustration & Long text 130 (24.07%) 

Total 540 
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TABLE IV. SAMPLE OF WORDNET VERBS CATEGORIES 

Key Question Term Skill Category 

write Knowledge and Understanding Long Text & Short Text 

state Knowledge and Understanding Long Text & Short Text 

outline Knowledge and Understanding Long Text & Short Text 

classify Knowledge and Understanding & intellectual Long Text & Short Text 

 define Knowledge and Understanding Long Text 

discuss Knowledge and Understanding Long Text 

describe Knowledge and Understanding Long Text 

identify Knowledge and Understanding Long Text 

explain Knowledge and Understanding Long Text 

summarize Practical Long Text 

assess Practical Long Text 

criticize Practical Long Text 

differentiate Practical Hybrid 

construct intellectual Hybrid 

design intellectual Hybrid 

compare intellectual Hybrid 

solve intellectual Hybrid 

develop intellectual Hybrid 

apply intellectual Hybrid 

draw intellectual Illustration 

Sketch Intellectual & Practical Illustration 

TABLE V. SAMPLE OF COURSES’ ILOS 

Course Skill ID ILOs 

Systems 
Analysis 

and Design 

Knowledge and 
Understanding 

1 Discuss specifications and strategic planning for a given project. 

2 Recognize different methods for data analysis and design.  

3 Illustrate management process for software projects and productions.  

Intellectual Skills 

4 Analyze information systems problems, setting goals and requirements. 

5 
Identify main ideas, patterns, components, attributes and detect relationships between these components in 

software analysis with different designs. 

6 
Select appropriate methodologies and techniques for a given problem solution and setting out their limitations and 
errors 

Practical 

7 Describe different analysis and design methodologies.  

8 Analyze system process and data requirements 

9 Apply different IS methodologies for analysis and design. 

Text processing tasks have been applied to the courses’ 
ILOs [42]. According to [43] the most suitable processing 
tasks for correctly extracting keywords that ensure avoiding 
conflict or missing the word’s meaning are lemmatization and 
part of speech tagging. 

Consequently, lemmatization and Part of Speech tagging 
(POS) are applied for the ILOs, nouns are extracted as 
keywords and indexed. As a result, each ILO is tagged with 
two references, the skill Id, and the set of corresponding 
keywords’ Ids. For Example, ILO text “Discuss specifications 
and strategic planning for a given project” has the following 
two steps: 

Lemmatization: “Discuss specification and strategic 
planning for a give project” 

POS tagging:                              
                                            
                                           
              

The ILO is then tagged with the set of keywords’ Ids 
which are: “specification”, “planning”, “project” in addition to 
the skill id. Moreover, synonyms and antonyms of the 
specified terms are identified and included in the set members. 
Statistically speaking, the experiment included a total of 9 
ILOs, a total of the extracted keywords equal to 26. Each ILO 
was tagged with a range of 2 to 7 keywords. At the end of this 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 7, 2022 

611 | P a g e  

www.ijacsa.thesai.org 

stage, the relation between the ILOs and the corresponding 
keywords is revealed for each course. 

3) Step 3: Building semantic based test bank: In this 

stage, the relation between the test bank questions and the 

ILOs are explored based on the extracted keywords. It is 

recommended that the test bank for each course included 300 

questions. Each question is tagged with one of the three types 

(short text, long text, multimedia) according to its key 

question tag. Tagging each question with its corresponding 

keywords is then applied. 

According to [44], bi-gram keywords provide the highest 
accurate accuracy. Therefore, uni-gram keywords and bi-gram 
keywords are constructed, then, the matching process is 
applied. Each question is tagged with two keywords subsets, 
the first subset includes the matched uni-gram keywords while 
the second includes the matched bi-gram keywords. the 
following example is a sample of the performed process while 
Table VI presents a statistical presentation with the step 
results. 

Question: A system request will generally have these 
items: project sponsor; business need; business requirements; 
business value; special issues or constraints 

Keyword (s): system, request, project, sponsor, business, 
need, requirement, value, issue, constraint 

Matched bi-gram Keyword (s): (system, problem), 
(system, requirement), (requirement, problem), (problem, 
limitation), (problem, error), (limitation, error).  

Matched ILOs ID: 4, 6, 8 

Validating the tagging process has been performed by the 
course professors. The validation process has confirmed the 
higher accuracy in tagging the questions with bi-gram 
keywords, therefore, following the bi-gram keywords’ tagging 
was the main path to the next phase for constructing the 
student’s exam. 

Table VII demonstrates the evaluation criteria and the 
evaluation percentage according to the professors’ 
perspective. It is shown that the proposed model has 
succeeded in classifying the test bank questions with an 
average success percentage equal to 96.6 %. 

TABLE VI. A STATISTICAL PRESENTATION WITH THE STEP RESULTS 

 Systems analysis and design 

Short text questions 150 

Long text questions 94 

Illustration questions 56 

Average questions / ILO 33 

TABLE VII. TEST BANK VALIDATION 

No of questions that are classified to the correct skill(s) 582 

No of questions that are classified to the suitable ILO(S) 570 

No of questions that are tagged by the suitable keyword(s) 588 

C. Stage Three: Setting the Student Preference-based Exam 

As mentioned in [45], the stakeholders’ satisfaction is one 
of the main objectives for organizations in any field. 
Therefore, this research targets not only moving in the right 
track for the smart testing paradigm but the students’ 
satisfaction, as well as the professors’ satisfaction, are also 
essential objectives for this research. Therefore, generating the 
preference-based exams for the students has been applied and 
validated by both the professors and the students as follows: 

A focus on the successfully classified students is 
performed, fifty successfully classified students have been 
randomly selected for testing the stage of generating a suitable 
exam. The selection process ensured the variety of the 
students’ preferences. As previously illustrated, five categories 
are considered, therefore, twenty of the 
students/preference/course have been targeted. Generating the 
exams followed the proposed algorithmic steps and the 
constructed tests have been reviewed by the course professors. 
Table VIII demonstrates the statistical measures of the 
conducted exams. It is shown that the proposed model has 
succeeded in generating a suitable exam for the students with 
an average success percentage equal to 96.5 %. The 3.5 % 
failure goes to the lack of questions that could be required to 
complete the exam time or the exam grade, therefore, the 
experiment has been revised after feeding the test bank with 
an additional 50 questions for each course that has a variety in 
the marks distribution and required time. This adaptation has 
filled the required gab and the exams were successfully 
generated based on the professors’ evaluation. 

On the other hand, the students’ satisfaction has been 
measured and the results are demonstrated in this section. 
Conducting two generated exams have been developed, first a 
randomly generated exam without considering their 
preferences and a randomly generated exam after applying the 
proposed model. The results are presented in Table IX while 
illustrated in Fig. 1- 3. 

TABLE VIII. EXAM VALIDATION 

Total No. of generated exams  50 

No. of exams that are correctly generated 48 

Average No of questions / Student 25 

Minimum No of questions / Student 19 

Maximum No of questions / Student 40 

TABLE IX. COMPARISON FOR THE AVERAGE STUDENTS’ RESULTS 

 Excellent 
Very 

Good 
Good Fair Fail 

 No % No % No % No % No % 

Random 

Exam  
6 12 8 16 16 32 9 18 11 22 

Model-
Based 

Exam 

16 32 10 20 14 28 5 10 5 10 
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Fig. 1. Random Exam Results' Distribution. 

 

Fig. 2. Model-based Exam Distribution. 

 

Fig. 3. Comparison between the Two Exams’ Results (Random Exam and 

Model-based Exam). 

V. CONCLUSION 

This study proposed a student personalized exam model 
which is based on two main approaches. The first approach 
focuses on exploring the student's personalization 

characteristics targeting to detect his questions’ preferences. 
This target has been on focus to ensure the questions’ types 
suitability for the student which leads to a higher evaluation 
accuracy to the student learning level. The second approach 
utilizes text analytics techniques in different goals. It 
contributes to revealing the student preferences in addition to 
its contribution in constructing the exam contents. The 
proposed model considers the balance while generating the 
student exam according to different criteria including the 
difficulty level, the intended learning outcomes coverage, the 
required time, and the degrees’ distribution in addition to the 
student’s preferences. According to the experiment evaluation 
results, the proposed model succeeds in reaching 96.5% of the 
professor satisfaction in the constructed exams. 

The proposed model confirmed its effectiveness in 
approaching smart testing, however, enhancement directions 
can further contribute effectively to the same direction. One of 
the proposed enhancements is considering the students’ 
emotions which provide more accuracy to his on-time 
preferences. Another direction is the automated generation to 
the questions’ banks to ensure the full course coverage. 
Finally, the current research relied on the highest student 
preference, considering the preferences according to its 
adequacy level could be an effective enhancement to ensure 
the full smart testing perspective coverage. 
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Abstract—The market competition and the high cost of 
acquiring new customers have led financial organizations to 
focus more and more on effective customer retention strategies. 
Although the banking and financial sectors have low churn rates 
compared to other sectors, the impact on profitability related to 
losing a customer is comparatively high. Thereby, customer 
turnover management and analysis play an essential part for 
financial organizations in order to improve their long-term 
profitability. Recently, it appears that using machine learning to 
predict churning improves customer retention strategies. In this 
work, we discuss some specific machine learning models 
proposed in the literature that deal with this problem and 
compare them with some emerging models, based on Ensemble 
learning algorithms. As a result, we build a predictive churn 
approaches that look at the customer history data, check to see 
who is active after a certain time and then create models that 
identify stages where a customer can leave the concerned 
company service. Ensemble learning algorithms are also used to 
find relevant features in order to reduce their number which is of 
great importance when performing the training step with some 
classical models such us Multi-Layer Perception Neural 
networks. The proposed approaches can achieve up to 89% in 
accuracy when other research works, dealing with the same 
dataset, can achieve less than 86%. 

Keywords—Customer churn; prediction; machine learning 

I. INTRODUCTION 
Customer churn analysis deals with customer attrition rate 

in companies that offer some services. According to Forrester 
research statistics related to churn impact [1], it costs five times 
more to catch new customers compared to keeping the existing 
ones. As well, the Harvard Business School report states that 
on average, 5% increase in customer retention results in 
increase from 25% to 95% in profits. There are so many classic 
ways to keep customers from leaving [2]; by finding answers 
to the following issues: 

• What are we, as a company, doing to cause customer 
turnover? 

• What are our customers doing that is contributing to 
their leaving? 

• How can we better manage our customer relationships 
to make sure it does not happen? 

On the other hand, predictive analytics uses prediction 
models that approximate the risk of customer attrition and the 
degree of their dissatisfaction with regard to services offered 

by the organization. In addition, new technologies have 
increased bank access to customer data, which has made 
customer attrition analysis increasingly easy and accessible. In 
fact, predicting customer attrition can help banks to plan 
suitable marketing campaigns to convince clients who are 
potentially candidates for leaving [3]. 

Overall, actually demand for customer attrition analysis is 
increasing, the study of the characteristics related to the 
customers profile and behavior, by consulting their transactions 
history, remains the most widely used approach in research 
works related to this domain, most of these are statistical 
learning methods. This takes up the following question, which 
learning model can best predict customer churn? By taking a 
look at methods used in the literature, we can find that popular 
methods to predict churn likelihood are logistic regression 
(LR) [4], K-Nearest Neighbor (KNN) [5], decision trees (DT) 
[4] and SVM [6]. 

In this work, we seek to use and evaluate performances of 
new methods that can reach best results, compared to those 
cited above, at predicting customer churn which can give 
suitable responses to the following questions: 

• How successful are the cited Machine learning methods 
in predicting customer churn?, answering this question 
will allow us to know which methods give the most 
reliable predictions based on many metrics; 

• How are the relevant features according to some 
machine learning algorithms ?, answering this question 
allows us to pick up the most relevant features so as to 
use the training samples with reduced size vectors, 
which allows time saving in both training and 
generalization steps. Relevant features can be combined 
later with high accuracy machine learning algorithms to 
enhance performances. 

However, methods cited above have reached their limits 
and have practical difficulties resulting in the emergence of a 
new generation of algorithms called Ensemble learning 
algorithms: Random Forest (RF), eXtreme Gradient Boosting 
(XGBoot) and Light Gradient Boosted Machine (LightGBM) 
models [7]. Light GBM model has many of  XGBoost's assets, 
such as sparse optimization, parallel processing, regularization 
and bagging [8]. These algorithms belong to two families of 
ensemble decision tree models, Bagging and Boosting. We are 
also interested in this study by artificial neural networks 
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(ANN) based models, especially Multi-Layers neural network 
[22]. 

In this study, we are also interested by improving 
performances of machine learning models, related to predicting 
customer churn, by exploring ensemble learning algorithms 
capabilities to find relevant features. Indeed, the use of relevant 
features with some classical machine learning models is 
important when carrying out the training step. 

This paper is a part of a series of research carried out by a 
team of our laboratory, interested in users profiling and related 
predictive analyzes [9] [10] [11]. The work is presented as 
follows; in the first section we present literature review of 
churn prediction works using machine learning models. In the 
second section we present data pre-processing, modeling, and 
comparison with some cited works. In the third section, we 
present our approach of best feature exploration in order to 
improve the quality of prediction using Multi-Layer Perceptron 
model. The results interpretation and conclusion comes in the 
last section. 

II. RELATED WORK 
Today the industry is in competition with a limited number 

of potential customers because of the increasing saturation of 
the market [12]. Customers seek value-added relationships 
with their suppliers in order to stay loyal [13]. Companies are 
therefore looking for strategies to engage customers in their 
process in order to have a tangible idea of the required benefit. 
In order to improve this process, these companies are seeking 
to recognize customer behaviors that indicate a decline in his 
relationship with the company; this is established as customer 
relationship management (CRM). It’s used by companies to 
efficiently assign their resources in order to maintain and 
improve customer relations [14], it’s also used to lock onto 
customers churn rate. Churning specify the decrease in the 
consumption of a service provided by the company or the 
termination of that service, it can also be defined as an un-
subscription. Several models have been proposed for customer 
behavior prediction in order to choose the auspicious time 
when the human resources department must give them more 
attention, after which incentive strategies should be followed in 
order to preserve this relationship and make it as profitable as 
possible. Many methods have been presented in the literature 
to determine the churn rate, they differ depending on the 
contractual and non-contractual nature of the work, the 
corresponding data structure availability and the amount of 
accessible transaction history. The following paragraph will be 
devoted to the presentation of research works related to our 
problematic and the promising machine learning models they 
use. 

The results of some churn prediction models can vary on a 
wide spectrum; in this specific context a study of measuring 
the predictive accuracy of customer churn models was 
presented in [15]. In the same way, Breiman made the 
foundation for churn analysis based on classification and 
regression trees [16]. Upon this work, the cited author has also 
built additional methods by using bootstrap aggregators or 
bagging methods [8]. The bagging used proceeds by 
bootstrapping replicates of the training set, followed by 
creating the aggregation of predictors. In this use case Random 

forests introduced in [17] builds upon the previous model by 
introducing a new layer obtained by randomizing the bagging. 
In fact, a random subset of descriptors is used to expand trees, 
each one use a sample of the training set. It must be mentioned 
that RF method is known by its sensibility to data with 
unbalanced number of samples, which is typical to customer 
churn data sets, as the percentage of customers who churn is 
small or relatively unknown. In the same context, Xie proposes 
a new learning approach, called improved balanced random 
forests to produce better prediction results. In the present work 
we will assess the impact of using data re-sampling and scaling 
(robust-scaling method) before applying machine learning 
models. The following sections will be devoted to the 
preprocessing, modeling, evaluation, and comparison of 
machine learning model performances. These methods are used 
to help financial organizations to make decisions about the 
suitable strategy to prevent the customer from leaving the 
financial organization. 

III. OUR WORK 

A. Goal of the Work 
The goal of this work is to explore whether bank's 

customers are about to leave the organization or not. In order to 
make an efficient model to predict customer churn  we will use 
machine learning models. The event that defines the customer 
abandonment is the closing of the customer's bank account 
Fig.1 

 
Fig. 1. Customer Churn Issue. 

A-segment customers can need marketing campaigns to let 
them join the financial organization, when the B-segment 
customers can need to use machine learning models in order to 
predict who is about to leave and finally we can analyze C- 
segment customers so that more importance can be given to the 
suspicious profile thereby gaining more knowledge about how 
to make them more loyal. 

B. Dataset 
The dataset under study is called "Bank Customer" [18], 

the data was collected from an anonymous organization with 
customers in France, Spain and Germany. This public dataset 
consists of 10000 observations and 12 features, containing 
customer’s information, where the “Exited” feature refers to 
customer abandonment status (target class). In order to find the 
churning client and to help making decision about the 
precaution that the financial organization should undertake we 
decided to study several machine-learning models, evaluate 
their performances and combine their decisions. The following 
table shows the used features, see Table I. 
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TABLE I. USED FEATURES 

Feature Signification 

Surname The surname of the customer 

CreditScore The credit score of the customer 

Geography The country of the 
customer(Germany/France/Spain) 

Age The age of the customer 

Tenure The customer's number of years in the bank 

Balance  The customer's account balance 

NumOfProducts The number of bank products that the 
customer uses 

HasCrCard Does the customer has a card? 
(0=No,1=Yes) 

IsActiveMember  Does the customer has an active mebership 
(0=No,1=Yes) 

EstimatedSalary The estimated salary of the customer 

Exited Churned or not? (0=No,1=Yes) 

IV. DATA PRE-PROCESSING 
Before the pre-processing, re-sampling and data scaling, we 

can analyze data relevance according to each feature and each 
machine learning algorithm. In fact, we decided to reveal the 
relevant feature by analyzing the columns one by one, looking 
for their dependency towards the churn. The following features 
are removed, because they do not have impact in the final 
decision: 

• Row Number: It corresponds to the record row number 

• Customer Id: It contains random values  

• Surname: It represents the surname of a customer 

Concerning the other features, we discuss their impact on 
customer churn by briefly analyzing the data. 

• Credit Score: People with a credit score between 680 
and 689, about 342 customers, are more loyal than 
others and less likely to leave the organization.  

• Age: As shown in Fig. 2; it’s certainly clear that the age 
feature is relevant, since customers with age between 35 
and 55 are more likely to leave their organization than 
customers with other ages. 

 
Fig. 2. Age Distribution. 

• Tenure: It mentions the number of years spent by the 
customer with the organization. Normally, people with 
Tenure=7 are more loyal, about 851 customers. 

• Balance: It’s an important indicator, as people with a 
balance between 122k and 127k are more loyal to the 
organization. 

• Number of Products: it indicates the number of products 
that a customer has purchased through the organization, 
people with Number of Products >=2 are more loyal to 
the organization, about 4242 customer. 

• Has Credit Card: It indicates the fact that a customer has 
a credit card or not. People possessing a credit card are 
less predisposed to leave the organization, 30.09% of 
customers that churned have not a card, about 613 
customer. 

• Is Active Member: It indicates the presence of 
transactions over the customer account, active 
customers are more predisposed to stay with bank and 
63.9% of customers that churned are not active. 

• Estimated Salary: It indicates the estimated salary of the 
customer. The costumers with salary between 175k and 
185k are more likely to leave the organization, about 
122 costumers, while the more loyal costumer with 
salary between 77.5k and 82.5k, about 222 costumers. 

• Gender: As shown in Fig. 3, we can infer that gender 
feature plays an essential role in churn prediction. 

• Geography: It indicates customer’s location. Being 
close to the bank can affect customer decision, 
especially with home changing. 

In order to prepare data, we will apply the one hot encoding 
process for Geography feature to allow a more expressive 
categorical data, as shown in Table II. 

 
Fig. 3. Gender Distribution. 

TABLE II. GEOGRAPHY FEATURE ONE HOTE ENCODING 

Geography_France Geography_Germany Geography_Spain 

1 0 0 
0 0 1 
1 0 0 
1 0 0 
0 0 1 
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According to Geography feature analysis, the histogram 
shown in Fig. 4 can infer that the total number of customers 
who exited is highest from Germany, which means that the 
bank needs to focus more on those customers followed by 
France customers and finally Spain customers. 

 
Fig. 4. Age Histogram Depending on Customer Location. 

The Age feature is a numerical continuous number. 
According to Fig. 4, the age range between 35 and 55 are likely 
to leave. Furthermore, according to correlation study Fig. 5, the 
Age feature is correlated with 0.29 with the target and certainly 
will be a relevant variable for prediction. 

 
Fig. 5. Heatmap (Correlation with Target). 

V. RE-SAMPLING AND MODELLING 

A. Re-Sampling 
In many works, the re-sampling technique is used to deal 

with unbalanced datasets [19] [20]. It is based on removing 
under-sampling respectively adding over-sampling samples 
from the majority in respective of the minority class. As shown 
in Fig. 6, we can check easily that the distribution of the target 
feature is unbalanced. 

.  

Fig. 6. Count Plots of Target Feature "Exited". 

We decide to apply the over-sampling for increasing the 
number of samples as illustrated in Fig.7. 

 
Fig. 7. Re-Sampling Method (Over-Sampling). 

B. Evaluation Metrics 
In order to assess machine-learning capabilities, the 

evaluation is based on many metrics. The most used ones are: 
accuracy, sensitivity, specificity, Matthew’s Correlation 
Coefficient (MCC), that are based on confusion matrix 
information, presented by the following Table III, and Cohen’s 
kappa and Matthew’s correlation coefficient based on 
agreement and disagreement probabilities. 

TABLE III. CONFUSION MATRIX 

 
Actual Values 

Success(1) Failure (0) 

Predicted 
Values 

Success(1) Truepositive False negative 
Failure(0) False positive Truenegative 

1) Accuracy: The accuracy calculates how many correct 
results your model managed to identify. 

Accuracy = 𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝑇𝑟𝑢𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒
𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑎𝑚𝑝𝑙𝑒𝑠

 (1) 

2) Sensitivity: The sensitivity represents the fraction of 
relevant results that were retrieved; it uses also the 
information provided by the confusion matrix. 

Sensitivity = 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑓𝑎𝑙𝑠𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠

(2) 

3) Specifity: The specificity also called true negative rate, 
measures how well a model can identify true negatives. 

Specificity = 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑟𝑢𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑟𝑢𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠 + 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑓𝑎𝑙𝑠𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

(3) 

4) Cohen’s kappa: The Cohen’s Kappa is a statistic 
measure, commonly referred to as inter-rater reliability. This 
metric reflects the reliability of two raters, who are rating the 
target result and the real one, and identifies how frequently the 
raters agree. Cohen’s kappa, symbolized by letter 𝜿, this later 
range between -1 to 1, and it depends on the probability of 
agreement minus the probability of disagreement. When 𝜿=0 
the amount of agreement has a random value, and 𝜅𝜅=1 
represents perfect agreement. 
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% 𝑜𝑓 𝑎𝑔𝑟𝑒𝑒𝑚𝑒𝑛𝑡 = 100 × 𝜅𝜅2  (4) 

5) Matthew’s correlation coefficient (MCC): Matthew’s 
correlation coefficient (MCC), is a metric that aims to evaluate 
the quality of binary classification. MCC is often used when 
dataset are unbalanced, and it’s unimpressed by disproportions 
related to dependent variables. MCC metric takes values 
between -1 and 1. When MCC score is equal to -1, this reflects 
an unexceptionable misclassification, however when it’s equal 
to 1, a perfect classification is detected, while zero value 
indicates that the model is no better than random values. 

𝑀𝐶𝐶 = 𝑇𝑃 ×𝑇𝑁−𝐹𝑃 ×𝐹𝑁
�(𝑇𝑃+𝐹𝑃)×(𝑇𝑃+𝐹𝑁)×(𝑇𝑁+𝐹𝑃)×(𝑇𝑁+𝐹𝑁)

 (5) 

C. Modeling 
After the application of the process of over sampling using 

SMOTE library of python, we count 15926 samples while the 
original dataset count only 10000 observations. After, we need 
to standardize the data using a scaling stage. We used Robust-
Scaling method [21], computed by subtracting the median from 
the feature value and dividing by the inter-quartile range (75% 
value - 25% value). This step is followed by dataset splitting, 
into testing and training sub-sets, the training subset count 90% 
of dataset. In our work, we will assess the impact of seven 
supervised machine-learning algorithms: Logistic Regression 
(LR) [4], K-nearest neighbors(KNN) [5], Random Forest (RF) 
[22], Decision Tree [4], Support Vector Machine (SVM) [6], 
XGB and Light GBM [7]. 

In order to choose the best model, for XGB and LightGBM, 
the following empirical hyper-parameter setting has been 
adopted see Table IV: 

TABLE IV. HYPER PARAMETER USED FOR XGB AND LIGHTGBM MODELS 

Learning Rate 0.05 

Max Dept 5 

Estimators 500 

The Multi-Layer Perceptron (MLP) was configured so that 
the input layer has a number of neurons identical to the number 
of features. We proceed with two hidden layers; 15 neurons are 
used in the first hidden layer, 10 neurons in the second hidden 
layer. The stochastic gradient descent (SGD) was used as the 
solver function, with learning rate fixed to 0.05. Finally, the 
model will be trained for 500 epochs. 

Parameters discussed in the precedent two paragraphs are 
used in all our experiments. 

The evaluation process of each model, before and after 
over-sampling process, gives metric scores indicated 
respectively in Table IV and Table V. 

After re-sampling and scaling, the accuracy score has been 
enhanced for all the models except for LR, this can be justified 
by the fact that this technique is susceptible to over-fitting and 
assumes linear relationship between independent attributes. 

TABLE V. EVALUATION METRIC WITH ROBUST SCALING 
NORMALIZATION 

Name Accurac
y 

Sensitivit
y 

Specificit
y 

Cohen’s 
Kappa MCC 

LR 0.803 0.213270 0.960710 0.22723
3 

0.26787
7 

KNN 0.830 0.402844 0.944233 0.40468
3 

0.42247
5 

CART 0.793 0.492891 0.873257 0.37065
2 

0.37073
6 

RF 0.849 0.436019 0.959442 0.46581
2 

0.48957
7 

SVM 0.847 0.345972 0.980989 0.41572
7 

0.47090
8 

XGB 0.851 0.478673 0.950570 0.48958
6 

0.50474
3 

LightGB
M 0.857 0.507109 0.950570 0.51589

1 
0.52885
4 

MLP 0.847 0.454976 0.951838 0.46958
2 

0.48726
4 

TABLE VI. EVALUATION METRIC WITH ROBUST SCALING 
NORMALIZATION AND (OVER-SAMPLING) 

Name Accurac
y 

Sensitivit
y 

Specificit
y 

Cohen’s 
Kappa MCC 

LR 0.824231 0.794155 0.853598 0.22723
3 

0.64917
3 

KNN 0.844319 0.841169 0.847395 0.40468
3 

0.68858
6 

CART 0.827997 0.858958 0.797767 0.37065
2 

0.65761
5 

RF 0.890772 0.885642 0.895782 0.46581
2 

0.78151
6 

SVM 0.861896 0.822109 0.900744 0.41572
7 

0.72557
0 

XGB 0.888889 0.872935 0.904467 0.48958
6 

0.77799
4 

LightGB
M 0.889517 0.874206 0.904467 0.51589

1 
0.77922
7 

MLP 0.863779 0.834816 0.892060 0.46958
2 

0.72840
8 

These results show that ensemble decision tree models and 
Multi-Layer neural network produce higher accuracy when 
dealing with the "Bank Customer" dataset. However, finding 
best parameters for these methods is not a small task. In fact, it 
is time consuming with a high number of features. 
Consequently, using just relevant features to present dataset 
samples can be helpful when setting the appropriate model 
parameters and can affect the classification results. 

The results in table VII were obtained by research works 
operating on the dataset described in this paper. 
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TABLE VII. RESULTS OF EVALUATION METRIC USING LR, RF, AND KNN  
MODELS PUBLISHED IN [5] 

Name Accuracy Sensitivity Specificity Cohen’s 
Kappa MCC 

LR 0.811  0.964 0.211 0.231 0.273 

RF 0.866  0.969 0.465 0.513 0.539 

KNN 0.836  0.962  0.342  0.376  0.409 

Results presented in this table compared to those obtained 
in table VI show that the accuracy was improved for LR, RF 
and KNN models respectively by 1.3%, 2.4% and 1.4%. On 
the other hand, the accuracy given by the XGB and Light GMB 
models was respectively increased by 2.2%, 2.3% with respect 
to the highest accuracy result obtained in able VII. In the 
following section, we will proceed to feature importance 
analysis, using Scikit-Learn library [23], according to RF, 
XGB and Light GBM, models with the best obtained accuracy 
score. This analysis aims to enhance the quality of prediction 
and to make the training phase easier for some machine 
learning models such as Multi-Layer neural network. 

VI. FEATURE RELEVANCE EXPLORATION 
Feature relevance represents the reduction in node impurity 

weighted by the probability of reaching that node. The number 
of observations cumulated by the node divided by the total 
number of observations corresponds to the node probability. 
Higher values correspond to features that are more relevant. 
For each decision tree, nodes relevance is calculated, by taking 
only two child nodes (binary tree): 

𝑛𝑖𝑗 = 𝑤𝑗𝐶𝑗 − 𝑤𝑙𝑒𝑓𝑡(𝑗)𝐶𝑙𝑒𝑓𝑡(𝑗) − 𝑤𝑟𝑖𝑔ℎ𝑡(𝑗)𝑐𝑟𝑖𝑔ℎ𝑡(𝑗) (6) 

𝑛𝑖𝑗: Importance of the node j 

𝑤𝑗: Proportion of observations that get at the node j 

𝐶𝑗: Impurity of node j   

left (j) and right(j): Child node resulting from splitting the 
node j. 

The relevance of each feature is then calculated by: 

𝑓𝑖𝑖 =
∑ 𝑛𝑖𝑗𝑗:𝑛𝑜𝑑𝑒 𝑗 𝑠𝑝𝑙𝑖𝑡𝑠 𝑜𝑛 𝑓𝑒𝑎𝑡𝑢𝑟𝑒 𝑖

∑ 𝑛𝑖𝑘𝑘𝜖 𝑎𝑙𝑙 𝑛𝑜𝑑𝑒𝑠
  (7) 

𝑓𝑖𝑖: The relevance of feature i 

This term can be normalized by dividing by the sum of all 
feature relevance values: 

normfij =
fij

∑ j ∈ all features fij
  (8) 

The final feature relevance, at the Random Forest grade, is 
defined by the mean of all the trees. The sum of the feature’s 
relevance value on each tree is calculated and divided by the 
total number of trees: 

RFfii =
∑ j ∈ all trees norm fiij

T
  (9) 

RFfii: The relevance of feature is calculated from all trees in 
the RF model. 

Norm (RFfii): The normalized feature relevance for feature in 
the tree j. 

T: Total number of trees. 

The application of feature relevance calculation according 
to the three models with the best accuracy score > 88.8 % (RF, 
XGB and Light GBM) are shown in Fig. 8, Fig. 9, and Fig. 10. 

 
Fig. 8. RF Feature Relevance. 

 
Fig. 9. XGB Feature Relevance. 

 
Fig. 10. Light-GBM Feature Relevance. 

The feature selection process was performed using the 
empirical hyper-parameters setting cited below. 

A. Feature Selection usingXGB and LightGBM 
After the calculation of feature relevance for each machine 

learning algorithm, the above results show that the most eight 
relevant features according to RF are: 

• Age,  

• Balance, 

• Estimated Salary, 

• Number Of Products, 
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• Is Active Member,  

• Credit Score, 

• Geography_France, 
• Tenure. 

The most eight relevant features according to XGB are: 

• Age,  

• Is Active Member, 

• Number Of Products, 

• Balance,  

• Geography_France, 

• Geography_Spain, 

• Gender, 

• Geography_Germany. 

While the most eight relevant features according to Light-
GBM model are: 

• Estimated Salary,  

• Balance,  

• Credit Score, 

• Age, 

• Tenure, 

• Number Of Products, 

• Geography_France, 

• Gender. 

The goal of this part of study is to find relevant features 
according to each machine-learning algorithm and to try after 
to use just those features with other algorithms such as MLP 
neural network. This can make the training process easier and 
leads to time saving in both training and generalization steps. 

According to the chosen hyper-parameters, the accuracy 
reaches 88.88% for the XGB model and 88.95% for Light 
GBM model. 

B. Using MLP Model with Relevant Features 
After implementing feature scaling for all inputs variables 

in order to have values with comparable ranges, we will study 
the effect of using relevant features with MLP model. The most 
relevant features are those that appear at least twice in the 
union of relevant features sets elaborated by RF, XGB and 
Light-GBM models. These features are: 

• Age, 

• Balance,  

• Estimated Salary, 

• Number Of Products, 

• Is Active Member,  

• Credit Score, 

• Geography_France, 

• Tenure, 

• Gender. 

We did the simulation with nine relevant features with 
MLP model. 

After applying the feature selection with ensemble decision 
tree models and using these features to train MLP model, only 
the Cohen’s Kappa metric has been improved, which reflect 
the perfect agreement between the observed and predicted 
outcomes, it has been improved by 19.40%. According to the 
results shown in Table VIII, we can deduce that even after 
removing three features, the MLP performances are not 
drastically affected. 

TABLE VIII. OBTAINED METRICS 9 MOST RELEVANT FEATURES WITH MLP 
MODEL 

Name Accuracy Sensitivity Specificity Cohen’s 
Kappa MCC 

MLP 0.831764 0.844981 0.818859 0.663601 0.663902 

VII. RESULTS INTERPRETATIONS 
In this research, we have compared the results of applying 

eight machine-learning algorithms, LR, KNN, CART, RF, 
SVM, XGB, Light GBM and MLP with other studies using 
"Churn Customer" dataset [5]. Our study aims to predict 
accurately customers predisposed to stay with bank and to 
honor their commitments. For a given model, a high accuracy 
would indicate that the model is able to predict the decision 
that a customer can make (exit the bank/ stay with the bank). 
After the evaluation of the eight models, we notice that RF 
model got the best accuracy score with 89.07%. It must be 
mentioned that we have adopted three pre-processing steps, 
which consists of data re-sampling, scaling and hyper 
parameter setting. Light GBM model was the second more 
accurate model, with an accuracy of 88.95%. The third more 
accurate model was the XGB model with an accuracy score of 
88.88%. While Artificial Neural Network (MLP) classifier 
accuracy score got 86.37%. 

Concerning feature number reduction, the use of relevant 
features as input of the MLP neural network shows that the 
predicting capabilities of this model were not seriously 
affected. In fact, the accuracy is still around 83.17%, even if 
three features were not used. This result is important because 
the training phase is easier to engage when using a reduced 
number of features. 

VIII. CONCLUSION AND FUTURE WORK 
In this paper, we proposed an approach for churn customer 

prediction, using a dataset with 10000 observations. After the 
comparison of our results to those obtained by other existing 
approaches [5], with respect to the used dataset, ensemble 
decision tree and Multi-layer neural network models have 
demonstrated good performances. In this work, we were also 
interested in improving the obtained results by exploring 

621 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 7, 2022 

ensemble learning algorithms capabilities to find relevant 
features that can be fed to some classic machine learning 
models, as an example MLP neural network. The MLP model 
performances were not seriously affected by the reduction of 
features number, from 12 to 9, even some metrics were 
improved. 

We can notice that this approach can be a motivation to 
make better decisions when dealing with personalized data and 
can also be generalized to deal with sophisticated concepts 
such as NLP (Natural language processing), in order to 
semantically analyze customer posts. We are also interested, as 
a perspective, in assisting MLP implementation by using Big 
Data tools to enhance its performances. In fact, it is possible to 
involve Spark libraries to enable running various machine-
learning algorithms on distributed systems. Integrating these 
tools to this work will give the speed and the capacity to 
perform better results with a large amount of data. 
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Abstract—Opinion mining is a natural language processing 
based on sentiment classification technique to determine the 
sentiment of the reviews. The major existing text Convolutional 
Neural Network (CNN) algorithms are derived based on 𝟑 × 𝟑 
size kernels which extract ineffective review text-features and 
lead to less classification accuracy. Moreover, most of the 
traditional CNN versions output three classes such as positive, 
negative, and neutral as their classification results. Hence, a 
novel algorithm namely ‘RAVO driven Multi-Size Kernel 
structured Text CNN for classifying ecommerce reviews (MSK-
TCNN-RAVO)’ is proposed in this work. This proposed approach 
utilizes five multi-size kernels (𝟑 × 𝟕,𝟓 × 𝟕,𝟏 × 𝟑,𝟏 × 𝟓,𝟏 × 𝟕), 
multi-dimensional kernels (1D & 2D), and integrates varying size 
kernels to extract text-features effectively. In addition, the 
performance of multi-kernel CNN is highly enhanced by RAVO 
algorithm based on rider optimization. Moreover, the proposed 
approach is highly effective to process 'review-stop-words 
removal' that decrease the complexity and time consumption of 
the opinion mining process. Most existing systems use single 
pooling operations which reduce feature map processing 
performance, hence, dual pooling operations (both Max and 
Average pooling) are employed in this research. Furthermore, it 
is configured to generate five classification outputs such as bad, 
fair, neutral, good, and excellent to support better decision-
making with 95.5% accuracy. This method is evaluated using 
different quality metrics and five review-databases to measure 
the performance, and the results reveal that the proposed method 
outperforms the other existing review classification algorithms. 

Keywords—Natural language processing; opinion mining; 
convolutional neural network; text sentiment classification; 
ecommerce review 

I. INTRODUCTION 
Social media plays a very important role in almost 

everybody’s day to day life. It allows the people to convey 
what they think and feel about the products in the e-commerce 
website. This is called an opinion or review. Online shopping 
is a form of e-commerce which allows consumers to directly 
buy goods or services from a seller over the internet [1]. Most 
of the e-commerce websites incorporate provisions which 
enable the consumer to post their opinions about the product, 
companies, or their experiences etc. 

Online shopping is being performed by millions of users 
every day, as a result of this, a huge amount of reviews are 

being generated constantly. Handling these reviews manually 
to extract knowledge is a tedious task and hence, companies 
use classification tools to categorize the customer reviews to 
understand the customer’s mindset. Opinion Mining is also 
known as Sentiment Analysis (SA) is the automated process 
of identifying opinions in text, and labeling them as positive, 
negative or neutral, based on the emotions expressed by the 
customer. It includes text analysis, computational linguistics 
to identify and extract subjective information in source 
materials [2]. 

The rest of the article is structured as follows: A summary 
of traditional methodologies for review classification is 
provided in Section II. Section III covers the proposed 
approach in detail with diagrammatic representations. Results 
and discussions are included in Section IV. The work has been 
concluded in Section V. 

II. RELATED WORK 
The existing review classification algorithms discussed in 

various works of literature are summarized in this section. 
Anam et al. [3] proposed a voting classifier (LR-SGD) model 
for textual-tweets classification as happy or unhappy for 
emotion recognition. The dataset contains a lot of contrary 
tweets which are used for evaluation. The weakness of this 
work is that, the combination of different models should be 
employed to increase the performance. Ren and Wu [4] 
proposed a sentence-based analysis model to identify investor 
herd behaviour. The data is taken from blue-chip stocks in 
Chinese stock market. The work's limitation is that it uses only 
a small amount of data for experimentation, arising  doubt on 
the algorithm's efficacy. 

Sasikala and Sheela [5] expressed a sentiment analysis 
technique called Deep learning modified neural network to 
process the online product reviews. The food review dataset 
has been taken as input for the proposed technique. The 
drawback is that, the keyword processing only detects the 
sentiment expressed in a single word, and frequently fails to 
provide all information needed to interpret the context. 
Zeeshan et al. [6] proposed an opinion mining methodology 
using lexicon and neural networks for classifying online 
movie reviews. The reviews are collected from the IMDB 
database. The disadvantage is that, the resultant vectors will 
be in larger dimension and contain a large number of null 
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values, resulting in sparse vectors. Jia et al. [7] proposed a 
hierarchical gated deep memory network with position-aware 
for aspect-based sentiment analysis. The algorithm is 
evaluated on laptop and restaurant datasets. The limitation of 
the work is that the accuracy is very low while predicting the 
neutral polarity. 

Cheng et al. [8] proposed a multi-channel model that 
combines the CNN and the bidirectional gated recurrent unit 
network with attention mechanism for text sentiment 
orientation analysis. Two public datasets such as IMDB and 
Yelp 2015 review dataset is used to evaluate the algorithm. It 
does not include any syntactic structure features, hence, this 
model cannot be used for sentiment classification task. Dong 
et al. [9] proposed a CNN based on multiple convolutions and 
pooling for text sentiment classification. The reviews from 
English and Chinese datasets are used as input for evaluation. 
The four convlotuion operations proposed in this work 
perform low on English emotions. 

Gupta et al. [10] proposed a feature-based supervised 
model to identify the extremist reviewers who target whole 
brand. The datasets are created by crawling reviews from 
Amazon website. The weakness of the work is that it requires 
larger training time for even smaller datasets. Madbouly et al. 
[11] proposed a hybrid classification approach of tweets based 
on user ranking for online social networks. The dataset 
consists of tweets with their feature used as input. Tweets 
were filtered manually to exclude non-English tweets which 
will increase the execution time of the algorithm. Bhalla and 
Bagga [12] proposed an RB-Bayes method based on Naive 
Baye's theorem for prediction to remove problem of zero 
likelihood. The algorithm is evaluated on a small dataset 
which contains text data. The efficiency of the model is not 
proved in large-scale databases. Zhang and Zhong et al. [13] 
proposed an e-commerce reviews mining method called 
sentiment similarity analysis  to explore user's similarity and 
trust. The experimental dataset is collected from Amazon.com. 
The essential parameters involved in calculating the trust 
between users is not considered in this work which leads to 
less accuracy. 

Aziz et al. [14] proposed the Contextual analysis 
mechanism to find the relationship between words and sources 
to predict Supervised machine learning model performance. 
The experiment is conducted on four different domain datasets 
collected from Amazon. The result of the prediction algorithm 
is less while performing real time analysis for individual 
changes of dataset. Iqbal et al. [15] proposed a hybrid 
framework for sentiment analysis which bridges the gap 
between lexicon-based and machine learning approaches. The 
reviews dataset is collected from UCI ML repository. The 
proposed framework works only for specific domain and does 
not support other domains like cyber-intelligence, law-
enforcement sector, etc. 

Liu et al. [16] proposed a modified fuzzy approach for 
cyber hate classification. This model uses four datasets 
collected from Twitter regarding four types of hate speech. 
Because the intersectionality of different types of hate speech 
is not addressed, more diversified features are extracted for 
hate speech detection. Fang et al. [17] proposed a multi-

strategy sentiment analysis method with semantic fuzziness to 
extract the customer’s opinions expressed in sentiment 
Chinese phrases. The input reviews are taken from search 
forum website. Since the emotional phrases are not included in 
this work, calculation errors arise which results in lower 
accuracy. 

A. Problem Statement 
In the field of SA, machine learning methods such as 

Decision Tree [18], Logistic Regression [19], Support Vector 
Machine [20], Naive Bayes [21] and others have shown 
promising results, but most of them overly rely on hand-
crafted features and necessitate a lot of manual design and 
adjustment, which is time-consuming and costly. Deep 
learning methods have achieved excellent performance with 
the help of large-scale corpus in many research fields, and 
become a research hotspot in SA [22]. However, in the 
majority of traditional text sentiment classification algorithms, 
the sentence-level sentiment classification remains difficult for 
various reasons, including a lack of semantic understanding 
and low classification accuracy. Moreover, the major existing 
methodology uses only 3 × 3 and 2D kernels which cannot be 
able to extract the review-text features effectively. Most of the 
current classification method commonly preprocesses only the 
basic stop-words, numbers, & symbols, and maintains the 
words which does not reveal any sentiment information (Ex: 
around, surround, door etc.). Keeping those words in the 
classification phase increases the complexity and time 
consumption of the method. In some existing literatures, when 
the length of a word in an input review is less than the length 
of the sentence matrix, the padding operation is used to pad 
with sufficient  amount of NULL data in order to meet the 
original length of the sentence matrix. This padded NULL 
data reduces the impact of real data and dominates over it 
which results in less effective feature representation and 
negatively impacts the classification accuracy. Substantially, 
many classification methods classifies the reviews into two 
(happy, unhappy) or three classes (positive, negative, neutral) 
which results in an ineffective decision making process. 

The main contribution of this paper is to propose a novel 
e-commerce review classification method namely RAVO 
based Multi-Size Kernel structured Text CNN based Review 
Classification (MSK-TCNN-RAVO) based on a new variant 
of CNN. This method utilizes a convolutional operation that 
employs multi-size, multi-dimensional kernels to generate 
enriched features which yields high review classification 
accuracy. This research demonstrates the concept of varying 
kernels applied on 1D kernels in order to extract features 
exclusively from accurate data rather than padded data, which 
is one of the key processes of this work. This work introduces 
a new concept called review-stop-words removal, in which, 
the words that do not convey any sentiment information are 
eliminated. Keeping these review-stop-words in classification 
increase the complexity and the time-consumption of both 
training and testing process. To our knowledge, there are no 
studies in the available literatures that address the removal of 
non-sentimental words during the classification stage. 
Subesquently, it is configured to generate five classification 
outcomes which will help companies make better business 
decisions. Finally, to improve the performance of the 
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classifier, the proposed work is driven by a Rider driven 
African vulture optimization algorithm based on the 
overtaker's strategy of the Rider optimization algorithm. 

III. METHODOLOGY 
The proposed review-classifier network is designed based 

on Convolutional Neural Network (CNN). The design of this 
new MSK-TCNN-RAVO method is one-of-a-kind, allowing 
for correct classification of review data. The following are the 
unique aspects of the proposed work: 

• Input processing for 7 × 7 size sentence matrix rather 
than a traditional 5 × 5 size. 

• Design of multi-size Convolutional kernels. 

• Integration of both 1D and 2D kernels during 
convolution process. 

• Introducing the concept of varying kernel based 
convolution process to extract features exclusively 
from accurate data rather than padded data. 

• Pooling layer constructed by dual pooling operations 

• Configured to generate five classification results 
 viz. Bad, Fair, Neutral, Good, and Excellent. 

The aforementioned modifications make this MSK-
TCNN-RAVO method as a novel work and more effective 
than existing Text-based CNN classifiers to classify the 
review-data. The proposed work is mainly divided into three 
sections such as: MSK-TCNN-RAVO review training process, 
MSK-TCNN-RAVO review testing process, and Optimization 
using Modified African Vulture Algorithm. 

The workflow of the proposed work is shown in Fig. 1. 
The input reviews from three domains such as Laptop, 
Camera, Mobile is taken from Amazon website. The dataset as 
a whole has a lot of long sentences, with an average of 11.44 
sentences per review. The proposed method has both training 
and testing sections. The basic stopwords, numbers, and 
symbols are removed from the input reviews in the 
preprocessing section and words which do not reveal any 
sentiment information is removed in review-stop-words 
removal section. The sentence matrix (SM) is generated by 
extracting each word from the enhanced reviews and placing it 
in matrix form. The above mentioned process is common for 
both training and testing section. Each review from the SM is 
fed as input to the proposed algorithm’s training process and 
trained network is created. Similarly, in the testing section, 
each review from SM is fed as input to the proposed 
algorithm’s testing process and it continues until all the 
reviews are processed. Finally, the review classification report 
is produced from the testing section. 

A. MSK-TCNN-RAVO Review Training Process 
1) Pre-processing: Reviews are usually composed of 

incomplete expression, a variety of noise and poorly 
structured sentences. Noise and unstructured Twitter data will 
affect the performance of tweet sentiment classification [23], 
[24]. Prior to feature selection, a series of preprocessing steps 

are performed on reviews to reduce the meaningless data in 
the review sentences. 

Stop-words are words which have no value (positive or 
negative) in a sentiment analysis system that are meaningless 
in information retrieval, hence, they must be eliminated from 
the data set.  For example stop words include "the", "as", "of", 
"and", "or", "to", etc. Stop word removing is substantial in the 
preprocessing, it has some advantages like reducing the size of 
stored data set and it improves the overall efficiency and 
effectiveness of the analysis system [25]. The proposed 
system uses a list of stop words obtained from Onix Text 
Retrieval Toolkit website [26]. 

In this proposed research work, three crucial pre-
processing steps are carried out using text processing 
functions of MATLAB research tool to remove the (i) basic 
stop-words (ii) numbers, and (iii) symbols. The resultant pre-
processed review is stored in the review-array𝑅𝑝𝑝. 

2) Review-stop-words removal: The input of this section 
is the pre-processed review data. In the actual pre-processing 
section, the basic stop-words, numbers, and symbols are 
removed. But the remaining enhanced review contains the 
word which does not reveal any sentiment information, and 
those words are called as “Review-Stop-words”. Keeping 
those words will increase time consumption and the 
complexity of the classification process. A tool is developed to 
assist for the generation of review-stop-words. Any sample 
review dataset can be fed as input to this generalized tool 
which comprises two steps, viz. basic stop-words removal and 
unique words extraction. Afterwards, the review-stop-words 
are extracted manually and the review-stop-word list can be 
generated. 

 
Fig. 1. Workflow of the Proposed MSK-TCNN-RAVO Classifcation 

Process. 

625 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 7, 2022 

SI No Stop Words 

1 today 
2 seems 
3 kind 
4 something 
5 after 
6 around 
7 across 

Fig. 2. Sample List of Review-Stop-Words. 

The sample review-stop-words are shown in Fig. 2.The 
survey-stop-words are loaded in the survey-stop-words-
array𝐿𝑠𝑠𝑤. In the pre-processed review, the survey-stop-words 
are removed based on the 𝐿𝑠𝑠𝑤 list. The resultant survey after 
this removal process is stored in the review-array 𝑅𝑠𝑠𝑤. 

3) Sentence matrix generation: The Sentence Matrix 𝑆𝑀 
represents a sentence in the matrix form. The dimension of 
𝑆𝑀  is fixed as 7 × 7. It is fixed by maintaining a trade-off 
between complexity and accuracy. A sentence of the enhanced 
review (after removing basic stop-words, numbers, symbols, 
and review-stop-words) 𝑅𝑠𝑠𝑤 is extracted and each word of it 
is placed in the matrix form. 

In this research work, the convolution process is carried 
out by taking 𝑆𝑀 as input using the combination of both 2D 
kernels such as 3 × 7 ,  5 × 7 and 1D kernel such as 1× 3 , 
1× 5, and 1× 7  in order to extract the review text feature 
representation effectively. 

4) Training of MSK-TCNN-RAVO Algorithm: This 
algorithm is comprised of multi-size, multi-dimensional 
kernels. The varying kernel adopted in this technique retrieves 
features only from the exact data and not from the padded 
data. The dual pooling operations applied in this algorithm 
increase the efficiency of the feature map processing. The 
training process is carried out in order to produce five 
classification results. The architecture of the algorithm is 
depicted in Fig. 3. 

a) 3 × 7  Size Kernel based Convolution: This 
convolution process is performed using six 3 × 7 size kernels 
such as k0,k1,k2,k3,k4, and k5which is represented in Fig. 4. 
The column width of these kernels is fixed as seven, because 
the length of Sentence Matrix SM is seven.  First the kernel k0 
is used to convolute the sentence matrix SM to produce 
convoluted matrix CMk0. This process is performed using  (1) 
to (5). 

𝑘0 =  

















−−−−−−
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1110111
1110111

1110111
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𝐴 =  ∑  3−1
𝑚=0 ∑ 𝑆𝑀(𝑖 + 𝑚, 𝑗 + 𝑛)7−1

𝑛=0 ∗  𝑘0(𝑚,𝑛), 𝑖 = 0, 𝑗 = 0
              (2) 

𝐵 =  ∑  3−1
𝑚=0 ∑ 𝑆𝑀(𝑖 + 𝑚, 𝑗 + 𝑛)7−1

𝑛=0 ∗  𝑘0(𝑚,𝑛), 𝑖 = 2, 𝑗 = 0
              (3) 

𝐶 =  ∑  3−1
𝑚=0 ∑ 𝑆𝑀(𝑖 + 𝑚, 𝑗 + 𝑛)7−1

𝑛=0 ∗  𝑘0(𝑚,𝑛), 𝑖 = 4, 𝑗 = 0
              (4) 

𝐶𝑀𝑘0 =  
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(5) 

Herein, 𝐴,𝐵,𝐶  represents the convoluted result by 
applying convolution on row of 0, 2, and 4 respectively in𝑆𝑀, 
and 𝐶𝑀𝑘0 indicates convoluted matrix by 𝑘0 kernel. 

Equation (1) defines the kernel 𝑘0. Equation (2) computes 
the convoluted value by projecting the 𝑘0  over the element 
of 𝑆𝑀(0,0). It means the convolution process performed on 
0th row and 0th column in 𝑆𝑀, and stored in A. Likewise the 
Equation (3) computes the convoluted result by considering 
the position 𝑆𝑀(2,0)  and the output is assigned in B. The 
Equation (4) computes the convoluted result by considering 
the position  𝑆𝑀(4,0) . Finally, the convoluted matrix 𝐶𝑀𝑘0 
with size 3 × 1  is constructed by placing the A, B, and C 
values in the order using (5). Similarly the other 3 × 7 size 
kernels such as 𝑘1, 𝑘2, 𝑘3, 𝑘4, and 𝑘5 is convoluted to find the 
convoluted matrix 𝐶𝑀𝑘1 , 𝐶𝑀𝑘2 , 𝐶𝑀𝑘3 , 𝐶𝑀𝑘4 , and 𝐶𝑀𝑘5 
respectively. 

b) 5 × 7  Size Kernel based Convolution: Here, the 
convolution process is performed using four 5 × 7 size kernels 
such as 𝑘6 , 𝑘7 , 𝑘8 , and 𝑘9  to generate four convoluted 
matrices such as 𝐶𝑀𝑘6 , 𝐶𝑀𝑘7 , 𝐶𝑀𝑘8 , and 𝐶𝑀𝑘9 . The four 
5 × 7 size kernels are depicted in Fig. 5. 

The kernel 𝑘6  is used to compute the convoluted matrix 
𝐶𝑀𝑘6 with size 6 × 1 using (6) and (7). 

𝑘6 =  























−−−−−
−−
−−−−−

1111111
1111111
1100011
1111111
1111111

                          (6) 

CMk6 =

⎣
⎢
⎢
⎢
⎢
⎢
⎡∑ ∑ 𝑆𝑀(𝑖 + 𝑚, 𝑗 + 𝑛) ∗ 𝑘6(𝑚,𝑛), 𝑖 = 0, 𝑗 = 07−1

𝑛=0
5−1
𝑚=0

∑ ∑ 𝑆𝑀(𝑖 + 𝑚, 𝑗 + 𝑛) ∗ 𝑘6(𝑚,𝑛), 𝑖 = 1, 𝑗 = 07−1
𝑛=0

5−1
𝑚=0

∑ ∑ 𝑆𝑀(𝑖 + 𝑚, 𝑗 + 𝑛) ∗ 𝑘6(𝑚,𝑛), 𝑖 = 2, 𝑗 = 07−1
𝑛=0

5−1
𝑚=0

∑ ∑ 𝑆𝑀(𝑖 + 𝑚, 𝑗 + 𝑛) ∗ 𝑘6(𝑚,𝑛), 𝑖 = 3, 𝑗 = 07−1
𝑛=0

5−1
𝑚=0

∑ ∑ 𝑆𝑀(𝑖 + 𝑚, 𝑗 + 𝑛) ∗ 𝑘6(𝑚,𝑛), 𝑖 = 4, 𝑗 = 07−1
𝑛=0

5−1
𝑚=0

∑ ∑ 𝑆𝑀(𝑖 + 𝑚, 𝑗 + 𝑛) ∗ 𝑘6(𝑚,𝑛), 𝑖 = 5, 𝑗 = 07−1
𝑛=0

5−1
𝑚=0 ⎦

⎥
⎥
⎥
⎥
⎥
⎤

      (7) 
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Fig. 3. Architecture Diagram of the Training Section of the Proposed MSK-TCNN-RAVO Method. 
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Fig. 4. Representation of Six Kernel of 3 × 7 Size. 

 
Fig. 5. Representation of  5 × 7 Size Kernels𝑘6, 𝑘7,𝑘8, and 𝑘9. 

In Equation (7), the kernel 𝑘6 is projected over the rows of 
padded-SM from row = 0 to row = 5, and the convolution 
process is performed. Similarly the other convoluted matrix 
such as 𝐶𝑀𝑘7, 𝐶𝑀𝑘8, and 𝐶𝑀𝑘9 is convoluted. 

c) One Dimensional Varying Kernel based Convolution: 
In Sentence matrix 𝑆𝑀, the length of a word may be less than 
the matrix length 7. In this case, padding operation pads the 
necessary quantity of NULL data to meet the length of the 
𝑆𝑀. However, the padded data diminishes the effect of real 
data in feature representation, lowering review classification 
accuracy. Hence, this research employs the concept of 1D 
varying kernels such as  1 × 3 ,1 × 5,  1 × 7  which have the 
length bounded in the range of 1 × 7 as shown in Fig. 6. The 
words which have length less than 7 in 𝑆𝑀  undergone the 
convolution operation with the aid of either the varying kernel 
1 × 3 or 1 × 5. The words which have length equal to 7 in 𝑆𝑀 
undergone the convolution process by using the kernel of 
1 × 7 size. This concept extracts the features from the exact 
data and not from the padded data, which is one of the key 
processes of this research. 

 
Fig. 6. Illustration of Varying Kernels. 

The convoluted matrix computation for the kernel 𝑘10  is 
performed using (8) to (14). 

𝑘101×3 =  [ ]111               (8) 

𝑘101×5 =  [ ]11111              (9) 

𝑘101×7 =  [ ]1111111            (10) 

𝐻𝑆𝑀 = HeightOfSentenceMatrix(SM)         (11) 

𝐿𝑖 = Word Length (𝑆𝑀𝑖) 

𝑖 ∈ [0,𝐻𝑆𝑀 − 1]             (12) 

𝐶𝑖 =

⎩
⎪⎪
⎨

⎪⎪
⎧ � 𝑆𝑀(𝑖,𝑛) ∗ 𝑘101×3(0,𝑛), 𝑖𝑓 𝐿𝑖 <= 3

3−1

𝑛=0

� 𝑆𝑀(𝑖,𝑛) ∗ 𝑘101×5(0,𝑛), 𝑒𝑙𝑠𝑒 𝑖𝑓 𝐿𝑖 <= 5
5−1

𝑛=0

� 𝑆𝑀(𝑖,𝑛) ∗ 𝑘101×7(0,𝑛), 𝑒𝑙𝑠𝑒 𝑖𝑓 𝐿𝑖 <= 7
7−1

𝑛=0

 

𝑖 ∈ [0,𝐻𝑆𝑀 − 1]             (13) 

CMk10 =  

⎣
⎢
⎢
⎢
⎢
⎢
⎡
C0
C1
C2
C3
C4
C5
C6⎦
⎥
⎥
⎥
⎥
⎥
⎤

           (14) 

where 

𝐻𝑆𝑀 - Height of the Sentence Matrix 𝑆𝑀 

Height Of Sentence Matrix – Function to find the height of 
sentence matrix 𝑆𝑀 

𝐿𝑖 - Length of ith word in 𝑆𝑀 

Word Length – Function to compute length of the specific 
word in 𝑆𝑀 

𝐶𝑖 - Convoluted value of 10th varying kernel corresponding to 
ith row of Sentence Matrix 𝑆𝑀 

n – Column movement index 

CMk10 - Convoluted matrix related to 𝑘10 kernel. 
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Equation (8) to Equation (10) defines the 10th varying 
kernel’s variation such as 𝑘101×3, 𝑘101×5 and 𝑘101×7. Equation (11) 
computes the height of the Sentence Matrix 𝑆𝑀 and stores in 
the term   𝐻𝑆𝑀 . Equation (12) computes the length of each 
word of  𝑆𝑀. Equation (13) computes the convoluted value of 
each word of 𝑆𝑀  using 10th varying kernel, by using the 
kernels 𝑘101×3  or 𝑘101×5  or 𝑘101×7  depending on the length of 
word  𝐿𝑖. The Equation (14) shows the convoluted matrix by 
merging the seven values of  𝐶𝑖 . Similarly, the convoluted 
matrix such as𝐶𝑀𝑘11, 𝐶𝑀𝑘12, and 𝐶𝑀𝑘13will be computed. 

d) ReLU Operation and Feature Matrix Generation: In 
this research, the ReLU function is used as activation function 
after convolution process. The function returns 0 if it receives 
any negative input, but for any positive value x, it returns the 
same value [27]. The ReLU activation function is designed for 
the convolution matrix𝐶𝑀𝑘10 is based on Equation (15). 

𝐶𝑀𝑘0
𝑖  = �𝐶𝑀𝑘0

𝑖 , 𝑖𝑓𝐶𝑀𝑘0
𝑖 >= 0

0,         𝑒𝑙𝑠𝑒
          (15) 

where 𝑖 ∈ [0,𝑛 − 1] 

n – Height of the convoluted matrix 𝐶𝑀𝑘0 (Let it be 3 for 
3 × 7 size kernels). Similarly the other convolution matrixes 
ranging 𝐶𝑀𝑘1 to 𝐶𝑀𝑘13are computed based on (15). 

The feature matrix is generated in order to reduce the 
quantity of convoluted matrix from 14 to 6. This helps to 
improve the speed of the review-analysis. Herein, the bias 
value participates its part similar with the traditional neural 
network. The bias value 𝑏1 is set as 1 and bias value 𝑏2 is set 
as 0. The illustration of feature matrix generation on the 
Sentence Matrix is shown in Fig. 7. 

e) Pooling Operations: The pooling operation reduces 
the size of the feature map by keeping the key information. 
This research applies two types of pooling operations such as 
maximum pooling and Average pooling which essentially 
extracts the essence of the feature map. The feature 
matrix 𝐹𝑀0, 𝐹𝑀1 with 3 × 1 dimension is undergone the Max 
pooling and Avg. pooling operation which results a individual 
single value by computing the maximum value and average 
value respectively. The feature matrix 𝐹𝑀2 , 𝐹𝑀3  with 6 × 1 
dimension is undergone both the pooling operation based on 
Fig. 8. 

 
Fig. 7. Illustration of Feature Matrix Generation on the Example Sentence 

Matrix. 

 
Fig. 8. Pooling Operation Performed in the Feature Map 𝐹𝑀2. 

Similarly the feature matrix 𝐹𝑀4, 𝐹𝑀5 is undergone both 
the pooling operations as shown in Fig. 9. The illustration of 
pooling layer computation is depicted in Fig. 10. The 2 × 1 
dimension is the resultant matrix after the pooling operations. 

f) Feature Map Vector Generation: The feature map 
vector generation is performed to collect the same features of 
same size kernels into small groups. The size reduced 3 × 7 
kernels are grouped in order to generate feature map vector 
𝐹𝑉0 using  (16). 

𝐹𝑉0 = { 𝑃𝑀0,
0𝑃𝑀0,

1𝑃𝑀1,
0𝑃𝑀1

1}          (16) 

Similarly, the size reduced  5 × 7 , and one dimensional 
kernel oriented pooled feature maps are grouped to generate 
the feature map vector 𝐹𝑉1 , 𝐹𝑉2  respectively using (17) and 
(18). 

𝐹𝑉1 = { 𝑃𝑀2,
0𝑃𝑀2,

1𝑃𝑀3,
0𝑃𝑀3

1}                      (17) 

 
Fig. 9. Pooling Operation Performed in the Feature Map 𝐹𝑀4. 

 
Fig. 10. Illustration of Pooling Layer Computation. 
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Likewise, the feature map vector 𝐹𝑉2  is originated using 
the one dimensional kernels oriented pooled feature maps such 
as 𝑃𝑀4 and 𝑃𝑀5 based on (18). 

𝐹𝑉2 = { 𝑃𝑀4,
0𝑃𝑀4,

1𝑃𝑀5,
0𝑃𝑀5

1}        (18) 

g) Softmax Function: The resultant feature map 
vectors  𝐹𝑉0 , 𝐹𝑉1 , and 𝐹𝑉2 holds four elements each. The 
output of the convolution layer is flattened into a 1D array 
called as F, which is given as input to the fully connected 
layer. The output layer in an artificial neural network produces 
the given outputs for the program. In the training section of 
the proposed RAVO-MSKTCNN algorithm, the manually 
marked category information such as BD, FR, NL, GD, EX 
with target values 1, 2, 3, 4 and 5 respectively are fed to 
support the learning process. The extracted flattened features 
of the given training review sample is converted into 
probabilistic distributions form by softmax function. This data 
is compiled by the target values of training categories until it 
converges by the back propagation concept. Thus the training 
of a review data is progressed. Multi reviews are trained using 
the MSK-TCNN-RAVO algorithm, and the trained network of 
the same is generated. 

B. MSK-TCNN-RAVO Review Testing Process 
The testing process of proposed algorithm is used to 

classify the review data with the aid of the trained network. 
The Fig. 11 depicts the architecture of the testing process of 
the proposed MSK-TCNN-RAVO network. The basic stop 
words, numbers, and symbols are removed from the test 
reviews in the preprocessing section and words which do not 
reveal any sentiment information are removed in review-stop-
words removal section. 

The enhanced reviews 𝑆𝑀  is fed as input to the testing 
section of the MSK-TCNN-RAVO algorithm and the 
convolution operations such as 3 × 7 , 5 × 7 , and one 
dimensional varying kernel based convolution are performed 
on 𝑆𝑀 to generate the corresponding convoluted matrices. The 
ReLU function is used as an activation function after 
convolution process, and feature matrix is generated in order 
to reduce the quantity of convolution matrices from 14 to 6 as 
shown in Fig. 7. The dual pooling operation such as Max and 
Average pooling is applied and finally the feature map vector 
is generated. The extracted feature map is given to the MSK-
TCNN-RAVO network as a feature which is then classified 
into five classes as shown in Fig. 11. This process is repeated 
until all the test reviews are processed. The classification 
report generated by the proposed algorithm can be used for 
better decision making process. 

Algorithm -1 of review testing process 

Step 1: The test review is given as input 
Step 2: Remove basic stop words from the given test review 
Step 3: Remove the survey-stop-words from the pre-processed 
test reviews 
Step 4: Convert the processed test review into a Sentence 
Matrix (SM) of size 7 × 7 
Step 5: Design six 3 × 7 size kernels such as 𝑘0, 𝑘1,𝑘2,𝑘3,𝑘4, 
and 𝑘5.  
Step 6: Convolute the Sentence Matrix (SM) by 𝑘0 kernel and 
find the Convolution Matrix 𝐶𝑀𝑘0 
Step 7: Repeat Step 6 with the other kernels such as 
𝑘1,𝑘2,𝑘3,𝑘4, and 𝑘5 to obtain the Convolution Matrix 𝐶𝑀𝑘1, 
𝐶𝑀𝑘2, 𝐶𝑀𝑘3, 𝐶𝑀𝑘4, and 𝐶𝑀𝑘5 respectively. 
Step 8: Design four 5 × 7 size kernels such as 𝑘6, 𝑘7,𝑘8,and 
𝑘9.  
Step 9: Convolute the Sentence Matrix (SM) by 𝑘6 kernel and 
find the Convolution Matrix 𝐶𝑀𝑘6. 
Step 10: Repeat Step 9 with the other kernels such as 𝑘7,𝑘8, 
and 𝑘9 to obtain the Convolution Matrix 𝐶𝑀𝑘7 , 𝐶𝑀𝑘8 , and 
𝐶𝑀𝑘9 respectively. 
Step 11: Construct four one dimensional varying kernels of 
size 1 × 3 , 1 × 5 , 1 × 7 . Name the four kernels as 𝑘10 , 
𝑘11,𝑘12,and 𝑘13.  
Step 12: Compute Convolution matrix 𝐶𝑀𝑘10 via one 
dimensional varying kernels 𝑘101×3, 𝑘101×5, and 𝑘101×7. 
Step 13: Compute convoluted matrix 𝐶𝑀𝑘11  using kernels 
𝑘111×3, 𝑘111×5, and 𝑘111×7 
Step 14: Compute Convolutional matrix 𝐶𝑀𝑘12 using kernels 
like 𝑘121×3, 𝑘121×5 and 𝑘121×7 
Step 15: Compute convoluted matrix 𝐶𝑀𝑘13  using kernels 
such as 𝑘131×3, 𝑘131×5, and 𝑘131×7. 
Step 16: Activate the convoluted matrices such as CMk0 to 
CMk13using the ReLU activation function. 
Step 17: Construct the feature matrix 𝐹𝑀0 to 𝐹𝑀5  using the 
convoluted matrices 𝐶𝑀𝑘0to 𝐶𝑀𝑘13.  
Step 18: Apply the max pooling and average pooling 
operations on the feature matrix 𝐹𝑀0 to 𝐹𝑀5 and compute the 
corresponding pooled matrix 𝑃𝑀0to 𝑃𝑀5 of 2 × 1 size. 
Step 19: Construct 3 × 7  kernel based feature map vector 
𝐹𝑉0  to 𝐹𝑉2. 
Step 20: Feed the output of fully connected layer to Softmax 
activation function. 
Step 21: Output classification results for test reviews based on 
RAVO driven MK-TCNN network. 
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Fig. 11. Architecture Diagram of the Testing Section of the Proposed MSK-TCNN-RAVO Method. 
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C. RAVO Driven MSK-TCNN 
The proposed MSK-TCNN-RAVO network is driven by 

Rider driven African vulture optimization algorithm based on 
over taker’s strategy of rider optimization algorithm. The 
parameters of the MSK-TCNN-RAVO is tuned by considering 
the significant parameters of RAVO such as multi kernel size 
(𝑀𝑘𝑠), Pooling type (𝑃𝑜), and Feature map Vector (𝐹𝑚𝑣). These 
parameters are analyzed using (19). 

𝑇𝑝 = {𝑀𝑘𝑠 =1 𝑡𝑜 𝑡 ||𝐹𝑚𝑣=1 𝑡𝑜 𝑡 ||𝑃𝑜=1 𝑡𝑜 𝑡}         (19) 

Where, 𝑇𝑝  denotes the hidden layers to be optimized in 
which 𝑡  represents the initialization parameters of RAVO 
from MSK-TCNN-RAVO. In addition to the hidden layers, 
number of epoch, learning rate, batch size are considered as 
the hyper parameters for obtaining maximum efficiency in 
terms of performance matrices such as accuracy, precision, 
recall, F-Score, Time taken, MSE, Misclassification ratio, 
ranking index, etc. Moreover, these parameters are taken from 
MSK-TCNN to evaluate the performance based on Mean 
Square Error (MSE) and Logarithmic Loss. The MSE is 
considered as a fitness value of MSK-TCNN-RAVO that is 
processed until it reaches the minimal MSE. Equation (20) is 
considered as fitness evaluation. 

𝐹(𝑇𝑝) = min(𝑀𝑆𝐸 , 𝑙𝑠𝑠)            (20) 

After the initialization of the fitness value the following 
equation is utilized for determining the best solution. 

𝑅𝑖 = �𝐵𝑒𝑠𝑡𝑠𝑜𝑙1    𝑖𝑓 𝑝𝑖 = 𝐿1
𝐵𝑒𝑠𝑡𝑠𝑜𝑙2   𝑖𝑓 𝑝𝑖 = 𝐿2

            (21) 

The selection of best solution is obtained by Roulette 
wheel selection strategy as shown in Equation (22). 

𝑝𝑖 =
𝐹(𝑇𝑝)

∑ 𝐹(𝑇𝑝)
𝑛
𝑖𝑡𝑒𝑟=1

            (22) 

Where, 𝑅𝑖  and 𝐹(𝑇𝑝)  are, respectively, the probability 
solution and the fitness solutions of each individual as 𝑖. This 
process is repeated until reaches the n number of iterations. 
This strategy enhances the diversity in AVOA. Then the 
second strategy of AVOA is rate of starvation which is 
determined using (23) and (24). 

𝑠 = 𝑡 × �𝑠𝑖𝑛𝑤 �𝜋
2

× 𝑖𝑡𝑒𝑟
𝑚𝑎𝑥𝑖𝑡𝑒𝑟𝑠

� + cos � 𝑖𝑡𝑒𝑟
𝑚𝑎𝑥𝑖𝑡𝑒𝑟

� − 1�         (23) 

𝑉𝑠 = (2 × 𝑟𝑎𝑛𝑑1 + 1) × 𝑧 × �1 − 𝑖𝑡𝑒𝑟
𝑚𝑎𝑥𝑖𝑡𝑒𝑟

� + 𝑠         (24) 

Where, Vs  denotes the satiated vultures, 𝑖  denotes the 
iteration, 𝑚𝑎𝑥𝑖𝑡𝑒𝑟 denotes the maximum iteration, 𝑧 denotes 
the random number in range (-1 and 1), 𝑡  represents the 
random value in range (0 and 1). Here, the starvation of 
vulture is determined by 𝑧 < 0  and 𝑧 > 0  conditions, that 
show vulture is starved and not starved, respectively. 
According to this RAVO is executed exploration strategy. 

P (i+1) =�
R(i) − D(i) × 𝑉𝑠  if P1 > randP1
X × R(i) − P(i) if P1 < randP2

          (25) 

Where, 𝑃(𝑖 + 1)  is new position vector, 𝑉𝑠  denotes the 
number of vulture gratified using (24) in the current iteration. 
Moreover, the variables in the following denotes 

X Coefficient vector to maximize the random motion 
that is measured using X = 2 × rand in which rand is random 
number in range of 0 and 1. 

P (i) The position vectors of the current iteration. 

P(i + 1) = R(i) − 𝑉𝑠 + rand2 × ((upb − lwb) × rand3 +
lwb)             (26) 

In aforementioned Equation (26), rand2  is the random 
value in range of 0 and 1. lwb, and upb are the variable that 
lower bound and upper bound, respectively. The Equation (26) 
is utilized to generate random solution based on the range of 
lwb , and upb . The “ rand3 ”, increases the coefficient of 
random. Here, rand3  reaches nearly 1, it disseminates the 
solution with similar order that increases random motion 
based lwb . Therefore, the diversity can be increased and 
explored maximum search space solution. Then, the model is 
moving on exploitation strategy if the |𝐹(𝑇𝑝) | has obtained 
below 1. 

D. Exploitation 
The exploitation has incorporated with two strategies 

where P2 and  P3 are the parameters to determine the strategy 
to be executed. The ranges of these parameters are initialized 
at 0 and 1 before executing the searching process. 

(i) Phase 1 

In the first phase, the exploitation is obtained only when 
the value of �𝐹(𝑇𝑝)� reaches between the range of 1 and 0.5. 
Here, determining the P2 value is highly significant before the 
execution of searching process with the range between 0 and 
1. Here, the “randP2”, generates random number between 0 
and 1. If randp2 > P2 , the Siege-fight strategy is executed. 
Conversely, if  randp2 < P2, rotation flight is processed. The 
mathematical formula of this is shown in (27).  

P(i + 1) = �
D(i) × �𝐹(𝑇𝑝) + rand4� − d(t)if P2 > randp2

d(t) = R(i) − P(i)            if P2 > randp2
 

             (27) 

1) Competition for food: If the condition has 
obtained �𝐹(𝑇𝑝)� >  0.5 , means that the vultures in the 
environment are highly satiated and they have considerable 
energy for surviving. This can be determined by Equation 
(28). 

𝐷(𝑖) × (𝑉𝑠 + 𝑟𝑎𝑛𝑑) − 𝑑(𝑡) 

𝑑(𝑡) = 𝑅(𝑖) − 𝑃(𝑖)                         (28) 

Where, 𝐷(𝑖) is evaluated using (27), 𝑉𝑠 denotes the rate of 
vulture satiated, 𝑟𝑎𝑛𝑑4 denotes the random number (0 𝑎𝑛𝑑 1) 
helps for generating random coefficient. 

Then the vulture nest strategy is rotating flight that is 
based on spiraling between whole vulture and one of the two 
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best vultures. The mathematically formulation of these 
strategy is shown in (29) and (30). 

𝑆1 = 𝑅(𝑖) × �𝑟𝑎𝑛𝑑5 ×𝑝(𝑖)
2𝜋

� × cos (𝑝(𝑖))          (29) 

𝑆2 = 𝑅(𝑖) × �𝑟𝑎𝑛𝑑6 ×𝑝(𝑖)
2𝜋

� × sin(𝑝(𝑖))          (30) 

𝑃(𝑖 + 1) = 𝑅(𝑖) − (𝑆1 + 𝑆2)            (31) 

Where, 

𝑅(𝑖)  is executed based on same strategy as earlier 
mentioned. Cos and Sin are utilized in this work based on sine 
and cosine function. 𝑟𝑎𝑛𝑑5 and 𝑟𝑎𝑛𝑑6  are random number 
generated in the range of 0 and 1. 𝑆1 , and 𝑆2  are generated 
using (29) and (30). Equation (31) to update the newly 
generated solution. 

(ii) Phase 2: 

In the second phase of exploitation, the two vultures’ 
movements accumulate several types of vultures over the food 
source, and the siege and aggressive strive to find food are 
carried out. If �𝐹(𝑇𝑝)� < 0.5, this phase is relying on 𝑟𝑎𝑛𝑑𝑝3 in 
the range (0 and 1). If 𝑟𝑎𝑛𝑑𝑝3 > 𝑝3 , various vultures are 
accumulating over the food. Otherwise, if 𝑟𝑎𝑛𝑑𝑝3 < 𝑝3 , the 
aggressive siege flight strategy is executed. The mathematical 
formulation of this is shown in equation (32). 

𝑃(𝑖 + 1) = �
𝑒𝑞𝑢 (31)𝑖𝑓 𝑟𝑎𝑛𝑑𝑝3 > 𝑃3
𝑒𝑞𝑢 (32)𝑖𝑓 𝑟𝑎𝑛𝑑𝑝3 < 𝑃3

 

𝐴1 = 𝐵𝑒𝑠𝑡𝑉𝑢𝑙𝑡1(𝑖) −
𝐵𝑒𝑠𝑡𝑉𝑢𝑙𝑡1(𝑖) × 𝑝(𝑖)
𝐵𝑒𝑠𝑡𝑉𝑢𝑙𝑡1(𝑖) × 𝑝(𝑖)2

 × 𝐹 

𝐴2 = 𝐵𝑒𝑠𝑡𝑉𝑢𝑙𝑡2(𝑖) −
𝐵𝑒𝑠𝑡𝑉𝑢𝑙𝑡2(𝑖) × 𝑝(𝑖)
𝐵𝑒𝑠𝑡𝑉𝑢𝑙𝑡2(𝑖) × 𝑝(𝑖)2

 × 𝐹 

(𝑖 + 1) = 𝐴1+𝐴2
2

            (32) 

a) Aggressive Competition for Food 

If |𝐹(𝑇𝑝) | < 0.5 occurs, repositioning the vultures using 
equation (33) 

𝑃(𝑖 + 1) = 𝑅(𝑖) − |𝑑(𝑡)| ×𝑜𝑣𝑒𝑟𝑡  (𝑑)         (33) 

Here, the updating strategy of Rider Optimization is 
executed especially based on over taker’s strategy. This 
strategy helps to enhance the performance of AVOA. 
Therefore, Rider based enhanced AVOA can make highly 
effective performance. 

𝑜𝑣𝑒𝑟𝑡+10 (iter, k)= 𝑜𝑣𝑒𝑟𝑡(𝑖, 𝑘) + [𝑑𝑍(𝑡)] ∗ 𝑋ℎ𝑣(ℎ𝑣, 𝑘) 

Where, 𝑜𝑣𝑒𝑟𝑡(𝑖, 𝑘), represents the iterth vulture in the kth 
coordinates, 𝑑𝑍(𝑡) , represents the direction of ith  rider at the 
time t, and in the range (-1 and 1) 𝑋ℎ𝑣(ℎ𝑣, 𝑘), represents the 
head vulture in the kth coordinates. Moreover, the computation 
of 𝑑𝑍(𝑡) is achieved by using (34) to (36). 

𝑑𝑍(𝑡) =  � 2
1−log (𝑆𝑡

𝑅(𝑖𝑡𝑒𝑟))
� − 1           (34) 

𝑆𝑡𝑅(𝑖) = 𝑟𝑡(𝑖)
𝑚𝑎𝑥𝑖=2

𝑅 𝑟𝑡(𝑖)
            (35) 

𝑟𝑡 (𝑖) = 1
||𝑋𝑖−𝐿𝑇||

             (36) 

𝑆𝑡𝑅(𝑖) represents the relative success rate of the ith vulture at 
the time 𝑡 and it will be in the interval of 0 and 1. Finally, 
determine the coordinate selection based on normalized 
distance vector that obtained by gauging the difference of ith 
vulture and head vulture using equation (37). 

𝑙(𝑖, 𝑗) = |𝑋𝑡(𝑖, 𝑗) − 𝑋ℎ(ℎ, 𝑗)|          (37) 

The value of 𝑗 is selected for 𝑙(𝑖, 𝑗)𝑡ℎR values are less than 
its fitness value. Therefore, the Rider’s over taking strategy 
improves the performance by replacing Levy fight strategy. 
The RAVO can provide high performance than traditional 
African Vulture Optimization algorithm. 

Pseudo Code: RAVO driven MSKTCNN 
Start: 
Define the parameters of the RAVO-MSKTCNN 
I/P 

Five sets of Review datasets are divided into 70% for 
Training and 30% for Testing 

O/P   
 Optimized RAVO-MSKTCNN  

Minimized MSE, & Cross Entropy and Maximized 
accuracy, precision, recall, Fscore 

Initialize the parameters of RAVO-MSKTCNN 
RAVO Parameter 
 Number of population, Number of iteration, 
MSKTCNN Parameters: 

Batch Size, Number of Epoch, Learning 
Rate, Multi-Size Kernel, Pooling Size  

Determine the MSKTCNN parameter using equation (19) 

           𝑇𝑝 = {𝑀𝑘𝑠 =1 𝑡𝑜 𝑡 ||𝐹𝑚𝑣=1 𝑡𝑜 𝑡 ||𝑃𝑜=1 𝑡𝑜 𝑡}  

While ((𝑀𝑆𝐸 & 𝐿𝑜𝑠𝑠) < 𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑡𝑖𝑜𝑛 𝐶𝑟𝑖𝑡𝑒𝑟𝑖𝑎 ) do 
 Best solutions are obtained using 𝑅𝑖 
 For (each solution (𝑝𝑖)) do 
  Equation (21) to obtain 𝑅𝑖 
 Update the solution using (23) to (35) 
Rider’s Overstake’s strategy to improve AVOA using  

(34) to (37) 
Return 
Optimized Parameters of RAVO based MSKTCNN obtained 
End 

IV. ANALYSIS AND DISCUSSION 
This section is very important in any research paper which 

portrays the efficiency of the proposed or the other existing 
methods. The proposed MSK-TCNN-RAVO classification 
task is compared with three existing methods mentioned 
below: 

1) Weakly supervised deep embedding for review 
Sentence sentiment classification (WS_RSSC) [28]. 
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2) Sentiment similarity analysis based mining of user’s 
trust from e-commerce reviews (SSA_TER) [29]. 

3) CNN based multiple convolution and pooling for text 
sentiment classification (CNN_MCP_TSC) [30]. 

In order to test the proposed MSK-TCNN-RAVO 
classifier, the training and testing reviews are taken from five 
benchmark databases. The product reviews from different 
categories such as Mobile, Laptop, and Camera are taken from 
Amazon website. The names of the different datasets are given 
below: 

1) Dataset of Laptop Product Review (DS1_LPR) [28]. 
2) Dataset of Camera Product Review (DS2_ CPR) [28]. 
3) Dataset of Mobile Product Review for NOKIA 3310 

(DS3_MPR3310) [28]. 
4) Dataset of Mobile Product Review for SAMSUNG 

EPIC 4G (DS4_MPRSE4G) [31]. 
5) Dataset of Mobile Product Review for NOKIA 105 

(DS5_MPR105) [32]. 

From each dataset, 7000 reviews are extracted, out of that, 
4000 reviews are utilized for training and the remaining 3000 
reviews which are completely new to the MSK-TCNN-RAVO 
classifier is used for testing purpose to ensure the classifier's 
efficiency. Following that, 2000 more reviews are extracted 
from the training samples to act as test reviews, totaling 5000 
test reviews for each dataset. 

A. Classification Accuracy 
The Accuracy of the classifier is computed using (38) and 

its values are represented in Table I. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 𝑇𝑃+𝑇𝑁
(𝑇𝑃+𝐹𝑃+𝐹𝑁+𝑇𝑁)

          (38) 

A true positive (TP) is an outcome where the model 
correctly predicts the positive class. Similarly, a true negative 
(TN) is an outcome where the model correctly predicts the 
negative class. A false positive (FP) is an outcome where the 
model incorrectly predicts the positive class. And a false 
negative (FN) is an outcome where the model incorrectly 
predicts the negative class. 

TABLE I. CLASSIFICATION ACCURACY ANALYSIS FOR FIVE DATABASES 
AND FOUR METHODS 

Database  
Name 

 Classification Accuracy (%) 

WS_R
SSC 
Metho
d 

SSA
_TE
R 
Met
hod 

CNN_
MCP_
TSC 
Metho
d 

Proposed 
MSK-
TCNN-
RAVO 
Method 
(Before 
RAVO) 

Proposed 
MSK-TCNN-
RAVO 
Method 
(After RAVO) 

DS1_ 
LPR 78.2 79 80.5 86.7 90.6% 

DS2_ 
CPR 77.6 77.3 78.9 84 89.6% 

DS3_ 
MPR3310 80.1 81.5 82.4 89.6 93.2% 

DS4_ 
MPRSE4G 81.8 82.6 84 90.5 95.5% 

DS5_ 
MPR105 79.3 80.4 81.4 88.9 92.4% 

The accuracy of the proposed model is high in all datasets 
when compared to other models. The highest accuracy is 
produced for the DS4_MPRSE4G dataset which is 95.5% 
after performing optimization via RAVO. The result shows 
that the proportion of classified true results produced by the 
proposed work is high when compared to other models. 

B. Precision 
Precision measures the exactness of a classifier. It can be 

calculated using (39). 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑇𝑃
𝑇𝑃+𝐹𝑃

           (39) 

The average precision values are represented in Table II. 
The precision is computed for each method for all the five 
datasets. Average precision of a specific method is computed 
by averaging the precision value of five datasets. The 
precision value for a specific dataset is computed by testing 
5000 test review samples. The proposed methodology has a 
higher precision value, indicating that the proposed model 
produces less false positives, implying that the proposed 
model's prediction is more reliable. The average value of the 
proposed method is 0.89 

TABLE II. AVERAGE PRECISION ANALYSIS FOR FOUR METHODS 

Method Average Precision  

WS_RSSC Method 0.74 

SSA_TER Method 0.80 

CNN_MCP_TSC Method 0.79 

Proposed MSK-TCNN-RAVO Method 0.89 

C. Recall 
Recall measures the completeness, or sensitivity, of a 

classifier. Higher recall means less false negatives, while 
lower recall means more false negatives. The Recall can be 
calculated using (40). 

𝑅𝑒𝑐𝑎𝑙𝑙 =  𝑇𝑃
(𝑇𝑃+𝐹𝑁)

           (40) 

The average recall values are depicted in Fig. 12. The 
MSK-TCNN-RAVO method achieves the higher recall value 
of 0.895 which indicates that the percentage of true positives 
correctly classified by the proposed model is high compared to 
other existing models. 

 
Fig. 12. Average Recall Analysis for Four Methods. 
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D. F-Score 
In F-Score, precision and recall can be combined to 

produce a single metric known as F-measure, which is the 
weighted harmonic mean of precision and recall. The F-score 
can be calculated using (41). 

𝐹𝑠𝑐𝑜𝑟𝑒 = 2∗(𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙)
(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙)

           (41) 

The F-Score analysis is represented in Fig. 13. The F-
Score value corresponding to a specific method and particular 
database is computed by processing the 5000 test review 
samples. Highest F-score value 0.947 is achieved by the 
MSK-TCNN-RAVO method for the DS4_MPRSE4G dataset. 

 
Fig. 13. F-Score Analysis for Five Database and Four Methods. 

E. Mean Square Error 
In Machine Learning, main goal is to minimize the error 

which is defined by the Loss Function. It can be computed 
using (42). The MSE analysis values are listed in Table III. 

𝑀𝑆𝐸 = 1
𝑁
∑ (𝑃𝑅𝑖 − 𝐺𝑇𝑖) 2𝑁
𝑖=1           (42) 

Here, N denotes the No. of samples tested, 𝑃𝑅𝑖 indicates 
the predicted class for ith sample, and 𝐺𝑇𝑖  denotes the ground 
truth class for ith sample. 

It can be observed from the Table III that the MSE value 
for the proposed method is drastically minimized after the 
RAVO optimization. The least error value after optimization 
is 426, which indicates that the proposed method’s prediction 
error rate is very low when compared to the other three current 
models. The WS_RSSC method produces the highest error 
value of 1090 in this analysis for the DS1_LPR dataset. 

F. Cross Entropy 
This metric is used in neural networks when a classifier's 

output is multiclass prediction probabilities. In general, 
minimizing categorical cross-entropy gives greater accuracy 
for the classifier [33]. It can be computed using (43), and it’s 
computed values are depicted in Fig. 14. 

𝐿𝑜𝑔𝑎𝑟𝑖𝑡ℎ𝑚𝑖𝑐𝐿𝑜𝑠𝑠 (𝑙𝑙𝑠) =  − 1
𝑁
∑ ∑ 𝑦𝑖𝑗  ∗ log (𝑝𝑖𝑗)𝑀

𝑗=1
𝑁
𝑖=1    (43) 

TABLE III. MSE ANALYSIS FOR FIVE DATABASES AND FOUR METHODS 

Database 
Name 

MSE 

WS_R
SSC 
Metho
d 

SSA_T
ER 
Metho
d 

CNN_
MCP_
TSC 
Metho
d 

Proposed 
MSK-
TCNN-
RAVO 
Method 
(Before 
RAVO) 

Proposed 
MSK-
TCNN-
RAVO 
Method 
(After 
RAVO) 

DS1_ 
LPR 1090 1050 975 665 615 

DS2_ 
CPR 1120 1135 1055 800 745 

DS3_ 
MPR3310 995 925 880 520 473 

DS4_ 
MPRSE4G 910 870 800 475 426 

DS5_ 
MPR105 1035 980 930 555 503 

 
Fig. 14. Cross Entropy Analysis for Five Databases and Three Methods. 

Here,𝑦𝑖𝑗 = 1, if the sample 𝑖 belongs to class 𝑗 else 0. 𝑝𝑖𝑗 
is the probability of the classifier that predicts of sample 𝑖 
belonging to class 𝑗. Since, the SSA_TER method is not coded 
based on neural network, this analysis is performed for the 
other three methods and all datasets. The proposed method 
gives a least value of 0.0619 after RAVO optimization on 
DS4_MPRSE4G dataset which means it gives high probability 
for classified data with more stabilized value. 

G. Time Taken 
In time taken analysis, the time consumed by the methods 

to produce the classification results is evaluated. The time 
taken by all methods is listed in Table IV. 

In this analysis, WS_RSSC method takes the least 
execution time for all datasets. But, when considering the 
classification accuracy of the proposed method, the excess 
time taken by the proposed model is acceptable. The time 
consumption difference between WS_RSSC and the MSK-
TCNN-RAVO classifier is very less i.e., 1.26 seconds. 
Similarly, the time consumption difference between 
CNN_MCP_TSC and the proposed classifier is only 0.76 
seconds. 
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TABLE IV. TIME TAKEN ANALYSIS FOR FIVE DATABASES AND FOUR 
METHODS 

Database 
Name 

Time Taken (in seconds) 

WS_RSSC 
Method 

SSA_TER 
Method 

CNN_MCP_TSC 
Method 

Proposed 
MSK-
TCNN-
RAVO 
Method 

DS1_ 
LPR 5.472 5.892 7.513 6.726 

DS2_ 
CPR 5.593 5.986 7.742 6.995 

DS3_ 
MPR3310 5.401 5.802 7.298 6.497 

DS4_ 
MPRSE4G 5.512 5.923 7.632 6.883 

DS5_ 
MPR105 5.456 5.841 7.396 6.654 

H. Misclassification Ratio 
This analysis is carried out to determine the ratio of 

incorrect classification results generated by the classifier. It 
can be computed using (44). The ratios of misclassified results 
generated by all the methods are depicted in Fig. 15. 

𝑀𝑖𝑠𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛 =  𝐹𝑃+𝐹𝑁
𝑇𝑜𝑡𝑎𝑙 𝐷𝑎𝑡𝑎

          (44) 

 
Fig. 15. Misclassification Ratio Analysis for Five Databases and Four 

Methods. 

From the analysis, the misclassification ratio produced by 
the proposed method is very low for DS4_MPRSE4G dataset 
which is 0.095. It shows that the proposed classifier produces 
very low incorrect classification results. The second best 
method which has less misclassification ratio is 
CNN_MCP_TSC which has 0.160 for the same dataset. 

I. Performance based Ranking İndex 
This analysis ranks the review classification methods 

based on the ranking index. The ranked values are depicted in 
Fig. 16. 

 
Fig. 16. Ranking İndex Analysis for the Four Methods. 

According to classification accuracy, precision, f-score, 
recall, mean square error, cross entropy, misclassification 
results, and the ranking index of each method is decided. The 
best method among the four methods is set with rank 4, i.e., 
the highest rank. The second best method is ranked by 3 and 
so on. Hence, from the above Fig. 16, the proposed method 
achieves the highest fourth rank which shows it is the best 
method for review classification than the other existing 
methods. 

V. CONCLUSION 
In this work, a classification method namely MSK-TCNN-

RAVO is proposed for e-commerce reviews. The proposed 
algorithm is executed on five different datasets from three 
different domains utilized for experimentation and efficient 
analysis, with 7000 review samples per database being used 
for training and testing the proposed classifier. The MSK-
TCNN-RAVO classifier achieves the highest classification 
accuracy of 95.5% when compared to other three existing 
algorithms such as WS_SSC, SSA_TER, and 
CNN_MCP_TSC which achieves the accuracy of 81.8%, 
82.6%, and 84% respectively. The highest F-Score value of 
0.947 is achieved by the proposed method when compared to 
other three methods. The proposed MSK-TCNN-RAVO 
classifier outperforms the other three approaches in all 
metrics, and it consistently performs well on the 
DS4_MPRSEG4 dataset. When compared to the WS_RSSC 
technique, the proposed classifier improves classification 
accuracy by 8.54% before RAVO and 12.86% after RAVO 
optimization. Furthermore, the MSK-TCNN-RAVO classifier 
achieves the highest values on all evaluation metrics such as 
Classification accuracy, Precision, Recall, F-Score, MSE, 
Cross entropy, and Misclassification ratio, which proves that 
the proposed method is well suited for opinion mining. When 
processing the emoticons in the input reviews, the computing 
complexity of the proposed work grows. Additionally, a slight 
tweak to the method will be planned to address the increased 
CPU utilization observed when the emojis are being trained 
into the classifier. In future work, it is intended to modify the 
coding to extend the MSK-TCNN-RAVO classifier to produce 
hepta classifier which classifies the reviews into seven mode 
classification results. Furthermore, in order to further enhance 
the classification accuracy and reduce processing time, an 
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extended stop words list will be employed as a future 
improvement to eliminate basic stop words and survey stop 
words in the preprocessing phase. 
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Abstract—Computer vision has its numerous real-world 
applications on Visual Object Tracking which includes human-
computer interaction, autonomous vehicles, robotics, motion-
based recognition, video indexing, surveillance and security, 
human-computer interaction, autonomous vehicles, robotics, 
motion-based recognition, video indexing, surveillance and 
security. The factors affecting the tracking process is due to low 
illumination, haze and cloudy environment and noisy 
environment. In this paper, we aim to extensively review the 
latest trends and advances in adaptive enhancement algorithm 
and evaluate the performance using Full reference like, SSIM 
(Structure Similarity Index Measure), MS-SSIM (Multi-scale 
Structure Similarity Index Measure), ESSIM (Edge Strength 
Structural Similarity Index), FSIM (Feature Similarity Index 
Measure), VIF (Visual Information Fidelity), CW-SSIM 
(complex wavelet structural similarity), UQI (Universal Quality 
Index), IEF (Image Enhancement Factor), IQI (Image Quality 
Index), EME (Enhancement Measurement Error), CVSI 
(Contrast and Visual Salient Information), MCSD (Multiscale 
contrast similarity deviation), NQM (Noise Quality Measure), 
Gradient Magnitude Similarity Mean (GMSM), Gradient 
Magnitude Similarity Deviation (GMSM) and no-reference 
image quality measures Perception based Image Quality 
Evaluator (PIQE), Blind/Reference less Image Spatial Quality 
Evaluator (BRISQUE), Naturalness Image Quality Evaluator 
(NIQE), Average Gradient (AG), Contrast, Information Entropy 
(IE), Lightness order Error (LOE). The main purpose of 
adaptive image enhancement is to smooth the uniform area and 
sharpen the border of an image to improve its visual quality. In 
this paper, fourteen image enhancement algorithms were tested 
on LoL dataset to benchmark the time taken to process them and 
their output quality was evaluated. Results from this study will 
give insights to image analysts for selecting image enhancement 
algorithms which acts as a pre- processing stage for Visual object 
Tracking. 

Keywords—Tracking; robotics; surveillance; enhancement 

I. INTRODUCTION 
In weakly illuminated environments, the images and video 

quality are often degraded. This leads to reduction in the 
performance of particular systems, such as those used in 
consumer electronics, visual surveillance and intelligent traffic 
analysis. For example, the low lighting conditions in nighttime 
environments can produce images and video with low 
contrast, which reduces the visibility [1]. Digital images used 
with contemporary imaging- and vision-related applications 

[2] and capturing the image in inappropriate lighting 
environment have a low-light effect, deficient contrast, and 
improper colors [3]. Therefore, it is very difficult to capture 
images with high-quality in that the low-light effect 
environment which may reduce the performance related to 
image processing and computer vision applications [4, 5], and 
such images usually comprise of vast dark regions with 
reduced visibility [6]. Samples of such images are shown in 
Fig. 1. There exist various image enhancement algorithms for 
improving the quality of images acquired under cloudy or 
other conditions. 

  
 (a)  (b) 

 
 

 (c)  (d)  
 

Fig. 1. Various Types of Low-light Images. (a) Night Time Image; (b) 
Unevenly illuminated Image; c) Shadowed Environment Image; d) Image 

with a Dark Appearance. 

Lowlight images are images that have a dark appearance, 
have uneven illumination, and they are captured in a 
shadowed environment [7]. The input parameters for these 
algorithms can vary from very minimal to relatively extensive. 
Depending on the algorithm the time taken to process an 
image can also vary. Based on the type of algorithm used and 
the input parameters specified the output quality of the 
resultant image will be different. Given with numerously 
available image enhancement algorithms, it is not feasible to 
evaluate all of them to determine their suitability. The primary 
objective of this study is to evaluate a suite of commonly used 
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image enhancement algorithms on low-illumination images. In 
the first phase of this study, fourteen image enhancement 
algorithms like Improved Type-II Fuzzy Set-based Algorithm, 
Retinex-based Multiphase Algorithm, Fusion-based enhancing 
method, Adaptive Image Enhancement Method for Correcting 
Low-Illumination Images, Fast efficient algorithm for 
enhancement of low lighting, A Multiscale Retinex, Bio-
inspired multiexposure fusion frame work, Deep low light 
image enhancement, Adaptively Increasing Value Histogram 
Equalization (AIVHE)) were tested on LOL dataset to 
benchmark the quality of the output image and the time taken 
to process them.  

 Due to the rapid development of image enhancement 
technology, various enhancement algorithms such as retinex 
model [9–11], fuzzy theory [12, 13], Fusion based approach 
[14, 15], Deep learning Approach [16,17], Histogram 
Equalization based approach [18,19] etc. were developed. For 
example, as shown in Fig. 2, around 250 literatures on image 
enhancement algorithms were studied. The methods involved 
mainly include histogram equalization, Retinex model, Fusion 
based Approach, Fuzzy based approach and deep learning 
methods. Each of the image enhancement methods has their 
own advantages as well as disadvantages. The eye of a human 
has the ability of filtering the influence of light and obtains the 
reflectivity of the surface of the object to determine colour. 
Therefore, the formation of a low-light image can be described 
as follows: 

L(x,y)=R(x,y)⋅B(x,y)             (1) 

where L(x, y) is the original image, R(x, y) is the reflection 
image, B(x, y) is the illuminance image and (x, y) is the pixel 
coordinates. 

In this paper, we provide the progress of image 
enhancement algorithms during the past two decades. We 
mainly introduce the image enhancement methods separately 
in three aspects based on supervised methods, unsupervised 
methods and quality evaluation. The block diagram of the 
whole framework is shown in Fig. 3 in this paper. 

The rest of paper is organized as follows. Section III 
introduces the image enhancement techniques based on Fuzzy 
based, Retinex based and Fusion based, Histogram based and 
Deep learning-based approach. Section IV elaborates in detail 
the image quality assessment using Full-reference, No-
reference and Image Error Measurement. Section V deal with 
the results and discussions. Sections VI elaborates about 
results and discussions. 

 
Fig. 2. Statistics of Percentage of Papers Published on Image Enhancement. 

 
Fig. 3. Block Diagram of the Workflow. 

II. DATASETS USED 
The LOL dataset comprise of 500 low-light and normal-

light image pairs and divided into 485 training pairs and 15 
testing pairs. Most of the images are indoor scenes. The 
resolution of all images is 400×600. 

III. T2FS, RB AND HE BASED IMAGE ENHANCEMENT 

A. T2FS[20] 
A Type-II fuzzy set (T2FS) based algorithm [20] was 

introduced for enhancing the contrast of grayscale medical 
images. This algorithm improves the contrast by Fuzzifying 
the image. Then, apply the Type-II fuzzy membership 
function are determined with the lower and upper ranges of 
the Hamacher t-conorm, where, α is a parameter that controls 
the amount of contrast enhancement, in that it should satisfy 0 
< α ≤ 1, when α > 0.6, better contrast enhancement is obtained 
[20]. An improved type-II fuzzy set (IT2FS) algorithm [21], 
using Fuzzified image followed by Hamacher t-conorm 
method and then finally applying Gamma Correction  The 
enhanced output of Improved Type-II fuzzy set-based 
algorithm with different α values is as shown in the Fig. 4(a) 
When α is between 0.3.5 and 0.55, the results will be obtained 
with satisfactory visual quality. When increasing α, the 
brightness is reduced while the contrast is enhanced selecting 
the proper value of α leads to desired results. To produce 
satisfactory results the proper gamma value can be around 
0.50. 

B. Retinex based Algorithm 
Zou, Y et al. [22] and Kallel, F et al. [23] introduced 

various image enhancement algorithms for contrast 
enhancement in CT images. There exists different low-
intricacy concept which improves the image illumination. 
Among such concepts, the single-scale retinex (SSR) model 
proposed by Jobson et al. [24] was examined because it 
involves simple calculations and improves the illumination of 
images. In brief, the SSR model works by estimating an 
illumination image from its degraded counterpart by 
performing a discrete convolution (*) between a degraded 
image and a discrete 2D Gaussian surround function (DGSF) 
[25]. 
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(a) 

     
(a) Input Image3 γ = 0.15 γ = 0.25 γ = 0.35 γ = 0.65 

     
(a) Input Image4 γ = 0.15 γ = 0.25 γ = 0.35 γ = 0.65 

(b) 
Fig. 4. (a) Type-II Fuzzy Set-based Algorithm with different α Values, (b) Retinex-based Multiphase Algorithm with different γ Values. 

1) RBMA [26]: Mohammad Abid et al. [26] proposed 
RBMA which involves in determining the log of the 
illumination and the original images followed by computation 
of GCS (Gama Corrected Sigmoid function) .The enhanced 
output of Retinex-based Multiphase Algorithm with different 
values of γ is as shown in the Fig. 4(b). 

Intensive experiments reveal that acceptable quality results 
are obtained when the γ value is between 0.1 and 0.35. 

2) FBEM [27]: Xueyang Fu et al. [27] employed an 
illumination estimating algorithm based on morphological 
closing image and an illumination image. The two inputs -
improved and contrast-enhanced versions of the first 
decomposed illumination were derived using the sigmoid 
function and adaptive histogram equalization. Designing two 
weights based on these inputs, an adjusted illumination is 
produced by fusing the derived inputs with the corresponding 
weights in a multi-scale fashion. Through a proper weighting 
and fusion strategy, the advantages of different techniques are 

blended to produce the adjusted illumination. The final 
enhanced image is obtained by compensating the adjusted 
illumination back to the reflectance. 

In this fusion-based framework, images under different 
weak illumination conditions such as non-uniform 
illumination, backlighting, and nighttime can be enhanced. 

3) AIEM [28]: Wencheng Wang et al. [28] proposed 
Adaptive Image Enhancement Method for Correcting Low-
Illumination Images. The original RGB image is converted to 
HSV color space, and the V component is used to extract the 
illumination component of the scene using the multiscale 
Gaussian function. Then based on the Weber-Fechner law, a 
correction function is constructed, and two images are 
obtained through adaptive adjustments to the image 
enhancement function parameters based on the distribution 
profiles of the illumination components. Finally, an image 
fusion strategy is formulated and used to extract the details 
from the two images. Compared with the classic algorithm, 
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the AIEM algorithm can improve the overall brightness and 
contrast of an image and the enhanced images appear clear, 
bright, and natural. 

4) FEAE [29]: Xuan Dong et al. [29] proposed a Low 
lighting video enhancement algorithm by applying the invert 
operation on low lighting video frames, and then performing 
haze removal on the inverted video frames, before performing 
the invert operation again to obtain the output video frames. 

5) LIME [30]: Xiaojie Guo et al. [30] proposed an 
effective low-light image enhancement (LIME) method. More 
concretely, the illumination of each pixel is first estimated 
individually by finding the maximum value in R, G and B 
channels. Further, we refine the initial illumination map by 
imposing a structure prior on it, as the final illumination map. 
Having the well-constructed illumination map, the 
enhancement can be achieved accordingly. 

6) BIMEF [31]: Zhenqiang Ying et al. [31] proposed a 
framework mainly consists of four main components: 

The first component, named Multi-Exposure Sampler, 
determines how many images are required and the exposure 
ratio of each image to be fused; the second component, named 
Multi-Exposure Generator, use a camera response model and 
the Specified exposure ratio to synthetic multi-exposure 
images; the third component, named Multi-Exposure 
Evaluator, determines the weight map of each image when 
fusing; the last component, named Multi-Exposure Combiner, 
is to fuse the generated images to the final enhanced result 
based on the weight maps. 

7) SRIE [32]: In this paper, a weighted variational model 
for simultaneously estimating reflectance and illumination is 
presented. First, by analyzing the characteristic of the 
logarithmic transformation, we show that the logarithmic 
transformation is not proper to be directly used as 
regularization terms. Then, based on the previous analysis, a 
weighted variational model is introduced for better prior 
representation and an alternating minimization scheme is 
adopted to solve the proposed model. 

8) NPEA [33]: Shuhang Wang et al. [33] proposed an 
enhancement algorithm for non-uniform illumination images. 
In general, this paper makes the following three major 
contributions. First, a lightness-order error measure is 
proposed to access naturalness preservation objectively. 
Second, a bright-pass filter is proposed to decompose an 
image into reflectance and illumination, which, respectively, 
determine the details and the naturalness of the image. Third, a 
bi-log transformation is applied, which is utilized to map the 
illumination to make a balance between details and 
naturalness. 

9) BPHE [34]: In Brightness Preserving Bi-Histogram 
Equalization (BBHE) [34], the Input image is splitted into two 
sub images based on the mean of the input image. Samples of 
the input image which are less than or equal to mean forms 
one sub image, the other sub image consists of samples which 

are greater than the mean. Each of these sub images are 
independently equalized based on their respective histograms. 
The first sub image, containing samples less than or equal to 
mean, are mapped into the range from the minimum gray level 
to the input mean. The second sub image, containing samples 
greater than the mean are mapped into the range from the 
mean to the maximum gray level. 

10) MSRA [36]: Daniel J. Jobson et al. [36] extend the 
designed single-scale center/surround retinex to a multiscale 
version that achieves simultaneous dynamic range 
compression/color consistency/ lightness rendition. This 
extension fails to produce good color rendition for a class of 
images that contain violations of the gray-world assumption 
implicit to the theoretical foundation of the retinex. Therefore, 
we define a method of color restoration that corrects for this 
deficiency at the cost of a modest dilution in color 
consistency. 

11) LightenNet [38]: The purpose of LightenNet [38] is to 
learn a mapping, which takes a weakly illuminated image as 
input and outputs its illumination map that is subsequently 
used to obtain the enhanced image based on Retinex model. 
The architecture is LightenNet. LightenNet consists of four 
convolution layers, i.e., patch extraction and representation, 
feature enhancement, nonlinear mapping, and reconstruction. 

IV. IMAGE QUALITY ASSESSMENT 
Image Quality Assessment (IQA) is considered as a 

characteristic property of an image. Degradation of perceived 
images is measured by image quality assessment. Usually, 
degradation is calculated compared to an ideal image. Quality 
of image can be described technically as well as objectively to 
indicate the deviation from the ideal or reference model. It 
also relates to the subjective perception or prediction of an 
image [8], such as an image of a human look. Image Quality 
Assessment is grouped into two categories based on the 
availability of a reference image. The categories of Image 
Quality assessment methods are as shown in Fig. 5. 

 
Fig. 5. Categories of Image Quality Assessment Methods. 
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V. RESULTS AND DISCUSSION 
A comparison is made with fourteen methods that are, 

T2FS [20], RBMA [26], FBEM [27], AIEM [28], FEAE [29], 
LIME [30], BIMEF [31], SRIE [32], NPEA [33], BPHE [34], 
CAVIEHE [35], MSRA [36], MSRCR [37], LightenNet [38] 
and the outcomes of such comparisons are evaluated by 30 
metrics. Fig. 6 to 9 demonstrates the comparison results. 

Table I to Table XXIX exhibit the recorded metrics scores and 
processing times of the conducted comparison. Fig. 6 
demonstrates the comparison results. Fig. 10 shows the GMS 
map for the entire different algorithm (Table I to Table XXIX) 
exhibit the recorded metrics scores and processing times of the 
conducted comparison. 

     
(a) Test Img1 (b) (c) (d) (e) 

     
(f) (g) (h) (i) (j) 

     
(k) (l) (m) (n) (o) 

Fig. 6. The Comparison Outcomes Test Image1 (a) Real Low-light Image; The following Images are enhanced by: (b) IT2FB [20], (c) RBMA[26], (d) FBEM 
[27], (e) AIEM [28], (f) FEAE [29], (g) MSRA [30], (h) CAVIEHE [31], (i) LIME [32], (j) BIMEF [33], (k) LNET [34], (l) NPEA[35] [m] SRIE [36] 

[n]BPHE[37] [o] MSRCR [38]. 

   
(a)Reference Image 1 (b)Gradient Magnitude of Reference image (c)Gradient Magnitude of Noisy Image 

Fig. 7. Gradient Magnitude of Reference Image1 and Noisy Image. 
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(a) Test Img2 (b) (c) (d) (e) 

     
(f) (g) (h) (i) (j) 

     
(k) (l) (m) (n) (o) 

Fig. 8. The Comparison Outcomes Test Image2 (a) Real Low-light Image; The following Images are enhanced by: (b) IT2FB [20], (c) RBMA[26], (d) FBEM 
[27], (e) AIEM [28], (f) FEAE [29], (g) MSRA [30], (h) CAVIEHE [31], (i) LIME [32], (j) BIMEF [33], (k) LNET [34], (l) NPEA[35] [m] SRIE [36] 

[n]BPHE[37] [o] MSRCR [38]. 

   
(a)Reference Image 2 (b)Gradient Magnitude of Reference image (c)Gradient Magnitude of Noisy Image 

Fig. 9. Gradient Magnitude of Reference Image2 and Noisy Image. 
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(a) Ref. Img1 (b) (c) (d) (e) 

     
(f) (g) (h) (i) (j) 

     
(k) (l) (m) (n) (o) 

Fig. 10. The Comparison Outcomes Ref. Image1 (a) Reference Image; The following Images are enhanced by: (b) IT2FB [20], (c) RBMA[26], (d) FBEM [27], 
(e) AIEM [28], (f) FEAE [29], (g) MSRA [30], (h) CAVIEHE [31], (i) LIME [32], (j) BIMEF [33], (k) LNET [34], (l) NPEA[35] [m] SRIE [36] [n]BPHE[37] [o] 

MSRCR [38]. 

TABLE I. THE RECORDED MSE SCORES FOR THE COMPARATIVES (LOWEST SCORE IS THE BEST) 

Image IT2FS RBMP FBEM AIEM FEAE LIME BIMEF SRIE 

TestImg1 0.2957783  0.0933671 0.0285043  0.0764384 0.0578257 0.1863743 0.0378418 0.0137192 

TestImg2 0.5330835  0.1811075  0.0440756  0.0213309 0.0116832 0.1065525 0.0159348 0.0069661 

TestImg3 0.4311686 0.1884765 0.0257584 0.0761735 0.0856139 0.1251811 0.0475861 0.0212036 

TestImg4 0.3250936 0.1169117 0.0256007 0.1254773 0.0850932 0.2084432 0.0461444 0.0220777 
 

Image NPEA BPHE CAVIEHE MSRA MSRCR LNET 

TestImg1 0.1084480 0.0078458 0.0429760 0.2861314 0.2885862 0.0045625 

TestImg2 0.0749098 0.0845492 0.0009261 0.3079275 0.2841193 0.0029567 

TestImg3 0.0694492 0.0267625 0.0333089 0.3367357 0.3580889 0.0080669 

TestImg4 0.1519172 0.0239108 0.0644361 0.3583796 0.3300625 0.0045718 

TABLE II. THE RECORDED RMSE SCORES FOR THE COMPARATIVES (LOWEST SCORE IS THE BEST) 

Image IT2FS RBMP FBEM AIEM FEAE LIME BIMEF SRIE 

TestImg1 0.5438550  0.3055603 0.1688320  0.2764750 0.2404697 0.4317110 0.1945297 0.1171289 

TestImg2 0.7301257  0.4255673 0.2099419 0.1460511 0.1080888 0.3264238 0.1262332 0.0834629 

TestImg3 0.6566343 0.4341388 0.1604943 0.2759956 0.2925986 0.3538094 0.2181423 0.1456145 

TestImg4 0.5701698 0.3419235 0.1600022 0.3542278 0.2917075 0.4565558 0.2148126 0.1485858 
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Image NPEA BPHE CAVIEHE MSRA MSRCR LNET 

TestImg1 0.3293145 0.0885765 0.2073065 0.5349125 0.5372022 0.0675460 

TestImg2 0.2736965 0.2907734 0.0304320 0.5549121 0.5330284 0.0543757 

TestImg3 0.2635322 0.1635924 0.1825072 0.5802893 0.5984053 0.0898158 

TestImg4 0.3897656 0.1546313 0.2538426 0.5986481 0.5745107 0.0676148 

TABLE III. THE RECORDED PSNR SCORES FOR THE COMPARATIVES (HIGHEST SCORE IS THE BEST) 

Image IT2FB RBMP FBEM AIEM FEAE LIME BIMEF SRIE 

TestImg1 53.4551363  58.4628604 63.6157018 59.3316821 60.5435907 55.4609380 62.3850827 66.7915145 

TestImg2 50.8968467  55.5854348  61.7228179 64.8747043 67.4891830 57.8891633 66.1413308 69.7349266 

TestImg3 51.8183279 55.4122275 64.0556064 59.3467575 58.8393542 57.1894109 61.3900027 64.9007048 

TestImg4 53.0447151 57.4862196 64.0822808 57.1791464 58.8658485 54.9749219 61.5236057 64.7252557 
 

Image NPEA BPHE CAVIEHE MSRA MSRCR LNET 

TestImg1 57.8125822 69.2184311 61.8325401 53.5991442 53.5620441 71.5728084 

TestImg2 59.4194148 58.8937050 78.4981783 53.2803149 53.6297926 73.4567085 

TestImg3 59.7481264 63.8895391 62.9391988 52.8919083 52.6248905 69.0977402 

TestImg4 56.3487290 64.3788502 60.0735098 52.6213668 52.9788370 71.5639629 

TABLE IV. THE RECORDED WPSNR SCORES FOR THE COMPARATIVES (HIGHEST SCORE IS THE BEST) 

Image IT2FB RBMP FBEM AIEM FEAE LIME BIMEF SRIE 

TestImg1 11.3176642  16.3443338  21.5312272 17.2358092 18.3756584 13.3539544 20.2668132 24.6841020 

TestImg2 8.7625898  13.5024273  19.6510197 22.7892871 25.2990697 15.7966793 24.0579747 27.6668179 

TestImg3 9.6761380 13.2787880 31.7233984 17.2394699 16.7057388 15.0955838 19.2632333 22.7914569 

TestImg4 10.9035732 15.3530057 21.9893547 15.0685158 16.7149919 12.8668475 19.3981699 22.6181768 
 

Image NPEA BPHE CAVIEHE MSRA MSRCR LNET 

TestImg1 15.7201659 27.1490633 19.7112954 11.4881722 14.0373919 29.4550061 

TestImg2 17.3674225 16.8182650 36.3993706 11.1827298 14.5294831 31.3554380 

TestImg3 17.6404362 21.9613413 20.8354621 10.7732827 12.5262427 26.9895351 

TestImg4 14.2447339 22.3875860 17.9577614 10.5024942 13.5243776 29.5050471 

TABLE V. THE RECORDED SSIM SCORES FOR THE COMPARATIVES (HIGHEST SCORE IS THE BEST) 

Image IT2FB RBMP FBEM AIEM FEAE LIME BIMEF SRIE 

TestImg1 0.99785 0.99523 0.98434 0.99278 0.98891 0.99682 0.98747 0.97937 

TestImg2 0.98168 0.99975 0.99264 0.98822 0.98320 0.99736 0.98685 0.98275 

TestImg3 0.97072 0.99230 0.99961 0.99918 0.99866 0.99692 0.99994 0.99934 

TestImg4 0.99031 0.99981 0.99570 0.99967 0.99922 0.99714 0.99822 0.99520 
 

Image NPEA BPHE CAVIEHE MSRA MSRCR LNET 

TestImg1 0.97678 0.97538 0.98724 0.99913 0.98008 0.97369 

TestImg2 0.99597 0.99509 0.97725 0.99625 0.98523 0.97966 

TestImg3 0.99932 0.99870 0.99982 0.98041 0.98312 0.99775 

TestImg4 0.99893 0.99338 0.99891 0.98940 0.98824 0.98988 
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TABLE VI. THE RECORDED CW-SSIM SCORES FOR THE COMPARATIVES (HIGHEST SCORE IS THE BEST) 

Image IT2FB RBMP FBEM AIEM FEAE LIME BIMEF SRIE 

TestImg1 0.74861 0.93698 0.86088 0.94114 0.93022 0.89871 0.88115 0.74399 

TestImg2 0.69474 0.96894 0.81053 0.68657 0.72691 0.95084 0.57326 0.41762 

TestImg3 0.85948 0.94236 0.96641 0.90545 0.86561 0.86520 0.96931 0.94301 

TestImg4 0.83388 0.97886 0.93521 0.91537 0.85188 0.77317 0.96155 0.86016 
 

Image NPEA BPHE CAVIEHE MSRA MSRCR LNET 

TestImg1 0.82446 0.76114 0.94778 0.95962 0.40466 0.67500 

TestImg2 0.78879 0.93743 0.18714 0.95356 0.42400 0.39128 

TestImg3 0.88723 0.77239 0.97376 0.80165 0.25599 0.90355 

TestImg4 0.86229 0.94870 0.97293 0.84677 0.41263 0.79696 

TABLE VII. THE RECORDED VIF SCORES FOR THE COMPARATIVES (HIGHEST SCORE IS THE BEST) 

Image IT2FB RBMB FBEM AIEM FEAE LIME BIMEF SRIE 

TestImg1 0.19582 0.46423 0.48409 0.79706 0.81646 2.48645 0.38585 0.30754 

TestImg2 0.19125 0.71589 0.34668 0.16834 0.12851 0.85126 0.09787 0.06581 

TestImg3 0.30926 1.05753 0.90069 1.39086 1.72082 3.19192 0.72948 0.73963 

TestImg4 0.22262 0.56422 0.63636 1.41722 1.47031 3.51728 0.61541 0.59447 
 

Image NPEA BPHE CAVIEHE MSRA MSRCR LNET 

TestImg1 1.03547 0.29112 0.65896 1.82329 0.15908 0.17925 

TestImg2 0.46828 0.71736 0.00814 1.09521 0.09469 0.03815 

TestImg3 1.35298 1.82509 0.98186 4.11126 0.63433 0.44912 

TestImg4 1.82540 1.14454 1.32809 2.89510 0.33520 0.31034 

TABLE VIII. THE RECORDED UQI SCORES FOR THE COMPARATIVES (HIGHEST SCORE IS THE BEST 

Image IT2FB RBMB FBEM AIEM FEAE LIME BIMEF SRIE 

TestImg1 0.50275 0.56244 0.36204 0.48627 0.46478 0.47524 0.44116 0.27996 

TestImg2 0.24627 0.37394 0.28067 0.19893 0.11726 0.34546 0.17189 0.10729 

TestImg3 0.39627 0.55050 0.66431 0.60912 0.66688 0.50212 0.69900 0.68206 

TestImg4 0.46861 0.61940 0.51680 0.52719 0.63598 0.43620 0.60771 0.51228 
 

Image NPEA BPHE CAVIEHE MSRA MSRCR LNET 

TestImg1 0.48282 0.19056 0.41242 0.55411 0.00088 0.16764 

TestImg2 0.33060 0.27312 0.02443 0.35001 -0.00078 0.06231 

TestImg3 0.60753 0.40463 0.65395 0.36701 0.00070 0.56662 

TestImg4 0.48266 0.33248 0.58218 0.41976 0.00084 0.31957 

TABLE IX. THE RECORDED IEF SCORES FOR THE COMPARATIVES 

Image IT2FB RBMP FBEM AIEM FEAE LIME BIMEF SRIE 

TestImg1 14.02 6.80 2.18 4.61 3.08 9.00 2.70 1.66 

TestImg2 1.38 36.40 3.50 2.21 1.56 8.85 1.98 1.52 

TestImg3 0.21 0.81 15.15 7.19 4.62 1.92 66.31 9.30 

TestImg4 1.51 55.29 3.58 28.64 17.87 4.36 8.47 3.22 
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Image NPEA BPHE CAVIEHE MSRA MSRCR LNET 

TestImg1 6.06 1.39 2.68 23.19 0.86 1.30 

TestImg2 6.04 5.07 1.15 6.04 0.72 1.29 

TestImg3 8.60 4.37 29.63 0.31 0.17 2.84 

TestImg4 10.63 2.27 13.12 1.32 0.43 1.54 

TABLE X. THE RECORDED IMMSE SCORES FOR THE COMPARATIVES (LOWEST SCORE IS THE BEST) 

Image IT2FB RBMP FBEM AIEM FEAE LIME BIMEF SRIE 

TestImg1 0.29578 0.09337 0.02850 0.07644 0.05783 0.18637 0.03784 0.01372 

TestImg2 0.53308 0.18111 0.04408 0.02133 0.01168 0.10655 0.01593 0.00697 

TestImg3 0.43117 0.18848 0.02576 0.07617 0.08561 0.12518 0.04759 0.02120 

TestImg4 0.32509 0.11691 0.02560 0.12548 0.08509 0.20844 0.04614 0.02208 
 

Image NPEA BPHE CAVIEHE MSRA MSRCR LNET 

TestImg1 0.10845 0.00785 0.04298 0.28613 0.28859 0.00456 

TestImg2 0.07491 0.08455 0.00093 0.30793 0.28412 0.00296 

TestImg3 0.06945 0.02676 0.03331 0.33674 0.35809 0.00807 

TestImg4 0.15192 0.02391 0.06444 0.35838 0.33006 0.00457 

TABLE XI. THE RECORDED MSSIM SCORES FOR THE COMPARATIVES (HIGHEST SCORE IS THE BEST) 

Image IT2FB RBMP FBEM AIEM FEAE LIME BIMEF SRIE 

TestImg1 0.69711 0.57042 0.61017 0.47714 0.47798 0.29046 0.64615 0.71292 

TestImg2 0.49734 0.33369 0.48442 0.60775 0.70339 0.34148 0.67126 0.75477 

TestImg3 0.86260 0.75360 0.82702 0.72642 0.66499 0.59373 0.84162 0.84437 

TestImg4 0.80867 0.70498 0.69829 0.50175 0.48395 0.34765 0.74615 0.72605 
 

Image NPEA BPHE CAVIEHE MSRA MSRCR LNET 

TestImg1 0.39561 0.79282 0.56256 0.33490 0.04524 0.86121 

TestImg2 0.39457 0.39503 0.95229 0.29305 0.04378 0.84538 

TestImg3 0.70558 0.61072 0.78073 0.55215 0.05001 0.90839 

TestImg4 0.40896 0.58566 0.58085 0.38086 0.03150 0.88989 

TABLE XII. THE RECORDED MAE SCORES FOR THE COMPARATIVES (LOWEST SCORE IS THE BEST) 

Image IT2FB RBMP FBEM AIEM FEAE LIME BIMEF SRIE 

TestImg1 .54073 0.28875 0.14273 0.24516 0.19210 0.35733 0.17784 0.09783 

TestImg2 0.72464 0.38529 0.17624 0.12211 0.06624 0.26447 0.11178 0.07188 

TestImg3 0.65597 0.42867 0.15295 0.26613 0.27547 0.33508 0.21354 0.13846 

TestImg4 0.56909 0.33592 0.14793 0.33768 0.26626 0.41688 0.20788 0.13908 
 

Image NPEA BPHE CAVIEHE MSRA MSRCR LNET 

TestImg1 0.28849 0.06415 0.17191 0.49991 0.32936 0.05246 

TestImg2 0.23937 0.21595 0.02866 0.52285 0.30042 0.04276 

TestImg3 0.25134 0.13097 0.17295 0.56538 0.43635 0.08162 

TestImg4 0.37019 0.10905 0.23189 0.57767 0.38217 0.05915 
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TABLE XIII. THE RECORDED IQI SCORES FOR THE COMPARATIVES (HIGHEST SCORE IS THE BEST) 

Image IT2FB RBMP FBEM AIEM FEAE LIME BIMEF SRIE 

TestImg1 0.50275 0.56244 0.36204 0.48627 0.46478 0.47524 0.44116 0.27996 

TestImg2 0.24627 0.37394 0.28067 0.19893 0.11726 0.34546 0.17189 0.10729 

TestImg3 0.39627 0.55050 0.66431 0.60912 0.66688 0.50212 0.69900 0.68206 

TestImg4 0.46861 0.61940 0.51680 0.52719 0.63598 0.43620 0.60771 0.51228 
 

Image NPEA BPHE CAVIEHE MSRA MSRCR LNET 

TestImg1 0.48282 0.19056 0.41242 0.55411 0.00088 0.16764 

TestImg2 0.33060 0.27312 0.02443 0.35001 -0.00078 0.06231 

TestImg3 0.60753 0.40463 0.65395 0.36701 0.00070 0.56662 

TestImg4 0.48266 0.33248 0.58218 0.41976 0.00084 0.31957 

TABLE XIV. THE RECORDED FSIM SCORES FOR THE COMPARATIVES (HIGHEST SCORE IS THE BEST) 

Image IT2FB RBMP FBEM AIEM FEAE LIME BIMEF SRIE 

TestImg1 0.99089 0.99812 0.99317 0.99212 0.99144 0.99439 0.99806 0.99367 

TestImg2 0.98012 0.99134 0.98658 0.98997 0.97504 0.98937 0.99204 0.98644 

TestImg3 0.98496 0.98844 0.99123 0.98093 0.98042 0.99171 0.99419 0.99001 

TestImg4 0.99346 0.99454 0.98943 0.98195 0.98285 0.99169 0.99713 0.98671 
 

Image NPEA BPHE CAVIEHE MSRA MSRCR LNET 

TestImg1 0.98372 0.98823 0.99312 0.99382 0.89235 0.99166 

TestImg2 0.98348 0.97946 0.99228 0.98625 0.85214 0.98798 

TestImg3 0.98111 0.97666 0.99254 0.98894 0.87291 0.98457 

TestImg4 0.97952 0.97625 0.99633 0.99078 0.88741 0.99364 

TABLE XV. THE RECORDED EME SCORES FOR THE COMPARATIVES (LOWEST SCORE IS THE BEST) 

Image IT2FB RBMP FBEM AIEM FEAE LIME BIMEF SRIE 

TestImg1 2.59748 8.50280 15.49097 13.75025 12.11895 15.35547 10.66295 15.38244 

TestImg2 2.50348 12.83307 14.85539 14.46187 11.29116 15.08368 13.58085 14.86042 

TestImg3 1.1726 3.41829 7.41943 6.23491 5.58065 7.42239 4.84588 7.09565 

TestImg4 1.57324 4.42487 9.87638 8.28385 7.23544 9.67597 6.20972 9.56697 
 

Image NPEA BPHE CAVIEHE MSRA MSRCR LNET 

TestImg1 14.20973 17.29908 11.87166 10.27982 6.84198 15.63085 

TestImg2 14.29100 16.61080 8.13913 9.38662 7.12783 15.13008 

TestImg3 6.87650 15.08932 7.21423 5.83274 11.2897 7.50607 

TestImg4 9.05361 19.59307 8.44812 7.32125 9.20486 9.88048 

TABLE XVI. THE RECORDED BRISQUE SCORES FOR THE COMPARATIVES (LOWEST SCORE GIVES BEST RESULT) 

Image IT2FB RBMP FBEM AIEM FEAE LIME BIMEF SRIE 

TestImg1 19.16849 26.79686 28.17226 40.12349 36.34488 31.19316 24.76338 27.94361 

TestImg2 38.52422 41.81477 39.58667 38.65845 46.63950 41.56760 37.20722 32.93015 

TestImg3 9.30332 23.98699 29.88640 31.15363 26.12095 34.16256 22.76009 22.46018 

TestImg4 13.33258 27.60852 27.55335 39.86039 24.63390 32.46380 24.94812 25.84723 
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Image NPEA BPHE CAVIEHE MSRA MSRCR LNET 

TestImg1 32.13035 27.45103 29.33331 28.04724 43.45818 29.61410 

TestImg2 41.17648 40.32965 20.65364 41.47551 43.45818 36.82453 

TestImg3 32.11621 35.37021 29.18756 34.10248 43.45818 20.30180 

TestImg4 34.58516 26.89832 29.00054 26.91344 43.45818 27.04023 

TABLE XVII. THE RECORDED NIQE SCORES FOR THE COMPARATIVES (LOWEST SCORE GIVES BEST RESULT) 

Image IT2FB RBMP FBEM AIEM FEAE LIME BIMEF SRIE 

TestImg1 6.87128 7.69587 7.78807 9.30102 4.77781 8.65645 7.26530 6.83867 

TestImg2 8.85253 9.66738 9.74843 9.22545 4.51997 9.62537 8.55000 7.83046 

TestImg3 5.48614 6.63134 6.61409 7.71980 3.35362 6.89375 6.35760 5.99619 

TestImg4 6.28973 7.31890 8.17693 10.12868 5.31512 9.25940 7.41547 7.41176 
 

Image NPEA BPHE CAVIEHE MSRA MSRCR LNET 

TestImg1 8.31067 7.00298 7.80821 8.38040 38.50599 6.34044 

TestImg2 9.95520 9.33642 6.45676 9.98429 30.40184 7.27924 

TestImg3 6.83652 6.90076 6.91004 7.41921 29.21334 5.64895 

TestImg4 9.26341 7.93860 8.48241 8.85040 35.71108 6.64925 

TABLE XVIII. THE RECORDED PIQE SCORES FOR THE COMPARATIVES ( LOW SCORE GIVES THE BEST RESULT 

Image IT2FB RBMP FBEM AIEM FEAE LIME BIMEF SRIE 

TestImg1 26.42034 32.16037 7.78807 41.84593 32.86864 42.84311 26.99954 20.84821 

TestImg2 50.00359 60.81876 55.35629 47.18139 44.25742 58.32593 40.86070 33.82644 

TestImg3 16.83733 25.82195 29.24633 35.53923 26.52064 44.85693 21.50740 20.89448 

TestImg4 16.57803 26.45110 31.64320 43.47681 18.68615 47.58669 24.56774 28.06270 
 

Image NPEA BPHE CAVIEHE MSRA MSRCR LNET 

TestImg1 42.58162 16.01919 27.02401 42.62543 89.59252 11.76635 

TestImg2 59.50193 55.91969 31.78153 62.50870 91.13846 20.94066 

TestImg3 39.86982 48.48490 32.36529 46.31817 90.00533 17.35385 

TestImg4 46.15295 38.91951 36.72036 44.24773 93.80261 11.13506 

TABLE XIX. THE RECORDED SCC SCORES FOR THE COMPARATIVES (HIGHEST SCORE GIVES BEST RESULT) 

Image IT2FB RBMP FBEM AIEM FEAE LIME BIMEF SRIE 

TestImg1 0.94437 0.96385 0.94473 0.94454 0.94763 0.93273 0.96627 0.93963 

TestImg2 0.89702 0.93781 0.92440 0.92948 0.85067 0.91688 0.94332 0.91973 

TestImg3 0.90259 0.92460 0.95753 0.90317 0.89467 0.96179 0.96355 0.94373 

TestImg4 0.93555 0.94975 0.93647 0.90874 0.92014 0.94416 0.96413 0.92855 
 

Image NPEA BPHE CAVIEHE MSRA MSRCR LNET 

TestImg1 0.87421 0.90175 0.95252 0.90587 0.03840 0.92522 

TestImg2 0.89164 0.89831 0.95326 0.87015 0.02420 0.91458 

TestImg3 0.87771 0.87153 0.95395 0.90131 0.01632 0.93460 

TestImg4 0.82583 0.89521 0.97046 0.89288 -0.02249 0.94405 
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TABLE XX. THE RECORDED CVSI SCORES FOR THE COMPARATIVES 

Image IT2FB RBMP FBEM AIEM FEAE LIME BIMEF SRIE 

TestImg1 0.06229 0.01437 0.03058 0.03095 0.04164 0.03950 0.01836 0.04131 

TestImg2 0.12598 0.03197 0.04038 0.04257 0.13080 0.05623 0.02703 0.03347 

TestImg3 0.11777 0.04921 0.02574 0.04486 0.04792 0.02469 0.02188 0.02985 

TestImg4 0.08689 0.03801 0.05750 0.07298 0.07639 0.07271 0.02013 0.03138 
 

Image NPEA BPHE CAVIEHE MSRA MSRCR LNET 

TestImg1 0.04705 0.10903 0.05969 0.03166 0.13403 0.09452 

TestImg2 0.05480 0.09028 0.03139 0.06614 0.15729 0.07505 

TestImg3 0.04386 0.05375 0.03633 0.04424 0.14413 0.04457 

TestImg4 0.09107 0.09174 0.03113 0.08400 0.15153 0.06126 

TABLE XXI. THE RECORDED MCSD SCORES FOR THE COMPARATIVES SCORE:DEGREE OF DISTORTION-LEAST GIVES BEST RESULT 

Image IT2FB RBMP FBEM AIEM FEAE LIME BIMEF SRIE 

TestImg1 0.00004 0.00002 0.00002 0.00003 0.00001 0.00008 0.00002 0.00003 

TestImg2 0.00006 0.00001 0.00004 0.00006 0.00009 0.00003 0.00008 0.00002 

TestImg3 0.00002 0.00001 0.00002 0.00002 0.00002 0.00003 0.00004 0.00003 

TestImg4 0.00003 0.00001 0.00002 0.00003 0.00002 0.00007 0.00001 0.00001 
 

Image NPEA BPHE CAVIEHE MSRA MSRCR LNET 

TestImg1 0.00002 0.00004 0.00002 0.00003 0.00051 0.00005 

TestImg2 0.00003 0.00003 0.00014 0.00002 0.00054 0.00011 

TestImg3 0.00002 0.00002 0.00002 0.00007 0.00057 0.00001 

TestImg4 0.00002 0.00002 0.00001 0.00006 0.00057 0.00002 

TABLE XXII. THE RECORDED NQM SCORES FOR THE COMPARATIVES (LEAST SCORE GIVES THE BEST) (REFERENCE AND DENOISE) 

Image IT2FB RBMP FBEM AIEM FEAE LIME BIMEF SRIE 

TestImg1 5.72822 10.90554 9.18275 13.25518 12.31878 5.95895 8.26158 6.81954 

TestImg2 5.21723 14.94767 7.43430 5.31561 5.02503 11.64804 4.12727 3.28481 

TestImg3 4.50081 8.47573 13.19743 6.02085 4.20663 1.85097 14.00744 10.91840 

TestImg4 4.78090 12.59009 9.60334 7.75522 4.82721 0.69335 12.12942 9.03722 
 

Image NPEA BPHE CAVIEHE MSRA MSRCR LNET 

TestImg1 10.05271 5.74568 10.79705 10.65045 -4.19388 4.89679 

TestImg2 8.25344 9.38074 1.68181 11.24193 -2.71410 3.14435 

TestImg3 3.55751 1.97678 11.71896 1.03840 -12.47818 9.22515 

TestImg4 4.68356 5.96796 11.60276 1.77181 -8.87400 6.73111 

TABLE XXIII. THE RECORDED GMSM SCORES FOR THE COMPARATIVES (HIGHER THE SCORE GIVES GOOD QUALITY 

Image IT2FB RBMP FBEM AIEM FEAE LIME BIMEF SRIE 

TestImg1 0.7755 0.8126 0.8048 0.7657 0.8248 0.6780 0.8284 0.8050 

TestImg2 0.7179 0.6582 0.7187 0.7539 0.6794 0.6614 0.7597 0.7455 

TestImg3 0.8649 0.8753 0.8897 0.8404 0.8837 0.7385 0.9106 0.9069 

TestImg4 0.8275 0.8406 0.8262 0.7037 0.8458 0.5951 0.8599 0.8377 
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Image NPEA BPHE CAVIEHE MSRA MSRCR LNET 

TestImg1 0.7182 0.7511 0.8094 0.7114 0.3007 0.7517 

TestImg2 0.6626 0.6718 0.6316 0.6228 0.2666 0.7165 

TestImg3 0.8213 0.6868 0.8698 0.7111 0.3000 0.8970 

TestImg4 0.6381 0.7080 0.7877 0.6315 0.3038 0.8507 

TABLE XXIV. THE RECORDED GMSD SCORES FOR THE COMPARATIVES 

Image IT2FB RBMP FBEM AIEM FEAE LIME BIMEF SRIE 

TestImg1 0.8806 0.9015 0.8971 0.8751 0.9082 0.8234 0.9101 0.8972 

TestImg2 0.8473 0.8113 0.8477 0.8683 0.8242 0.8132 0.8716 0.8634 

TestImg3 0.9300 0.9356 0.9432 0.9167 0.9400 0.8594 0.9542 0.9523 

TestImg4 0.9097 0.9169 0.9089 0.8389 0.9197 0.7714 0.9273 0.9153 
 

Image NPEA BPHE CAVIEHE MSRA MSRCR LNET 

TestImg1 0.8475 0.8666 0.8997 0.8434 0.5483 0.8670 

TestImg2 0.8140 0.8197 0.7947 0.7892 0.5163 0.8465 

TestImg3 0.9062 0.8287 0.9327 0.8433 0.5478 0.9471 

TestImg4 0.7988 0.8414 0.8875 0.7946 0.5511 0.9223 

TABLE XXV. THE RECORDED AG SCORES FOR THE COMPARATIVES (HIGHER THE SCORE GIVES GOOD QUALITY) 

Image IT2FB RBMP FBEM AIEM FEAE LIME BIMEF SRIE 

TestImg1 0.10996 0.15797 0.15792 0.21128 0.14827 0.33065 0.13524 0.11716 

TestImg2 0.13219 0.22952 0.14650 0.09817 0.03967 0.20956 0.07968 0.06527 

TestImg3 0.06604 0.11923 0.11339 0.14094 0.11490 0.20601 0.09822 0.09938 

TestImg4 0.07574 0.11887 0.13126 0.20760 0.15153 0.30025 0.11576 0.12324 
 

Image NPEA BPHE CAVIEHE MSRA MSRCR LNET 

TestImg1 0.24745 0.10121 0.02154 0.30972 0.78260 0.08131 

TestImg2 0.19189 0.18526 0.02162 0.27452 1.08063 0.04200 

TestImg3 0.14384 0.18717 0.11866 0.22959 0.85070 0.07664 

TestImg4 0.24331 0.17288 0.17302 0.28082 0.94841 0.07655 

TABLE XXVI. THE RECORDED CONTRAST SCORES FOR THE COMPARATIVES (HIGHER THE SCORE GIVES GOOD QUALITY) 

Image IT2FB RBMP FBEM AIEM FEAE LIME BIMEF SRIE 

TestImg1 0.07470 0.04234 0.02362 0.03674 0.02989 0.05101 0.02811 0.01785 

TestImg2 0.09490 0.05139 0.02453 0.01756 0.01028 0.03579 0.01622 0.01108 

TestImg3 0.09416 0.06499 0.02966 0.04412 0.04521 0.05306 0.03742 0.02774 

TestImg4 0.07958 0.04960 0.02541 0.04981 0.04052 0.05981 0.03320 0.02438 
 

Image NPEA BPHE CAVIEHE MSRA MSRCR LNET 

TestImg1 0.04230 0.01353 0.01243 0.06943 0.04037 0.01205 

TestImg2 0.03262 0.02960 0.01678 0.06900 0.03820 0.00734 

TestImg3 0.04213 0.0268 0.0248 0.08262 0.05564 0.02049 

TestImg4 0.05392 0.02023 0.02123 0.08055 0.04698 0.01408 
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TABLE XXVII. THE RECORDED IE SCORES FOR THE COMPARATIVES (HIGHER THE SCORE GIVES GOOD QUALITY) 

Image IT2FB RBMP FBEM AIEM FEAE LIME BIMEF SRIE 

TestImg1 15 15.87423 15.66459 15.75404 15.54836 15.63918 15.80531 15.64746 

TestImg2 15.98439 15.80274 15.53808 15.53808 15.30713 15.57657 15.74564 15.68848 

TestImg3 15.99621 15.97231 15.89987 15.93132 15.88706 15.89043 15.94712 15.89795 

TestImg4 15.99558 15.97075 15.79935 15.92798 15.88523 15.89030 15.94342 15.89896 
 

Image NPEA BPHE CAVIEHE MSRA MSRCR LNET 

TestImg1 15.73456 15.49749 15.37739 15.83352 -14.71573 -15.56715 

TestImg2 15.72043 15.52732 15.42732 15.82062 -14.49740 -15.57494 

TestImg3 15.91559 15.64596 15.54596 15.93316 -14.87595 -15.86741 

TestImg4 15.92207 15.57102 15.43202 15.94793 -14.50907 -15.85952 

TABLE XXVIII. RUN TIME FOR ALL ALGORITHMS 

Images IT2FS RBMP FBEM AIEM FEAE LIME BIMEF SRIE 

TestImg1 0.345445 0.379292 6.800890 7.571706 3.968177 0.163928 0.256611 17.412172 

TestImg2 0.362200 0.3528 14.746129  6.500533 1.919185 0.148863 0.233173 12.652796 

TestImg3 0.199488 0.196766 23.093706 6.120637 1.797364 0.180001 0.223248 6.430840 

TestImg4 0.203637 0.164310 13.216258 7.291177 1.810248 0.143545 0.250914 9.901286 
 

Image NPEA BPHE CAVIEHE MSRA MSRCR LNET 

TestImg1 9.307077 0.262238 0.912000 1.343199 2.893714 8.809306 

TestImg2 9.362168 0.194414 0.478139 1.264595 2.800885 5.862136 

TestImg3 9.325342 0.221893 0.732831 1.166960 2.739701 6.661681 

TestImg4 10.921751 0.289308 1.464919 1.209983 2.707332 7.045211 

TABLE XXIX. RUN TIME EVALUATION OF ALL ALGORITHMS 

Sl.No Algorithm Run Time (sec) 400x600 Run Time (sec) 701x1052 Run Time (sec) 3264x2175 

1 IT2FB 0.350821 0.641391 6.538643 

2. RBMA 0.318945 0.7460 4.922583 

3. FBEM 12.994208 18.771755 92.741121 

4. AIEM 4.134789 6.267442 10.84552 

5. FEAE 1.953480 3.367680 12.701537 

6. LIME 0.146787 0.529567 4.343078 

7. BIMEF 0.215428 0.582480 5.241805 

8. SRIE 17.259832 25.738757 695.323839 

9. NPEA 9.267901 28.419136 427.278078 

10. BPHE 0.304741 0.598509 5.122004 

11. CAVIEHE 0.974524 2.187483 35.554106 

12. MSRA 1.354881 2.706997 17.385311 

13 MSRCR 2.815200 8.631183 150.519389 

14 LNET 7.112936 15.468000 45.789045 
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VI. CONCLUSION AND FUTURE WORK 
Low Light image enhancement formulas are more helpful 

for various vision applications. It can be found that many of 
the existing scientific study have neglected a lot of issues; i.e. 
no technique is precise for different circumstances. The 
review has demonstrated the undeniable fact that shown 
methods have neglected the methods to reduce the noise 
concern which can be shown within the output images of the 
image enhancement algorithms. The issue of uneven and also 
over illumination may also be an issue for enhancement 

methods. So it will be expected to change the prevailing 
methods in this manner that altered strategy may continue 
steadily to function better. In near future, to eliminate the 
issues of present research a different integrated algorithm is 
going to be proposed. 

Table XXX shows the performance evaluation of all 
Algorithms. In this paper fourteen Image enhancement 
algorithms were compared and finally LNET gives the best 
output quality image and LIME method gives the least run 
time. 

TABLE XXX. PERFORMANCE EVALUATION OF ALL ALGORITHMS 

Sl.No QM TestImg1 TestImg2 TestImg3 TestImg4 

1 MSE LNET CAVIEHE LNET LNET 

2. RMSE LNET CAVIEHE LNET LNET 

3. PSNR LNET CAVIEHE LNET LNET 

4. WPSNR LNET CAVIEHE LNET LNET 

5. SSIM MSRA RBMP BIMEF RBMP 

6. CW-SSIM MSRA RBMP BIMEF RBMP 

7. VIF MSRA MSRA MSRA MSRA 

8. UQI MSRA BIMEF MSRA RBMB 

9. IEF MSRA RBMP BIMEF RBMP 

10. IMMSE LNET CAVIEHE LNET LNET 

11. MSSIM LNET CAVIEHE LNET LNET 

12. MAE LNET CAVIEHE LNET LNET 

13 IQI RBMP RBMP BIMEF FEAE 

14 FSIM RBMP CAVIEHE BIMEF BIMEF 

15 EME IT2FB IT2FB IT2FB IT2FB 

16 BRISQUE IT2FB CAVIEHE IT2FB IT2FB 

17 NIQE FEAE FEAE FEAE FEAE 

18 PIQE FBEM CAVIEHE IT2FB IT2FB 

19 SCC CAVIEHE CAVIEHE CAVIEHE CAVIEHE 

20 CVSI MSRCR MSRCR MSRCR MSRCR 

21 MCSD FEAE RBMP RBMP LNET 

22 NQM LNET LNET NPEA NPEA 

23 GMSM BIMEF BIMEF BIMEF BIMEF 

24 GMSD BIMEF BIMEF BIMEF BIMEF 

25 AG MSRCR MSRCR MSRCR MSRCR 

26 C IT2FB IT2FB IT2FB IT2FB 

27 IE RBMP IT2FB IT2FB IT2FB 
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Abstract—Vegetation density is one type of information 

collected from vegetation cover. Vegetation density influences 

evapotranspiration in terrain, which is essential in assessing how 

vulnerable peatlands are to fire. The Keetch and Byram Drought 

Index model, which evaluates peatland fire vulnerability, divides 

vegetation density into heavily grazed, softly grazed, and un-

grazed. Manual approaches for analyzing vegetation density in 

the field, on the other hand, need a significant amount of 

resources. Image data acquisition, pre-processing, feature 

extraction, classification, feature selection, classification, and 

validation are all computer vision approaches used to solve these 

problems. Artificial intelligence algorithms and machine learning 

approaches promise outstanding accuracy in modern computer 

vision research. However, in the classification process, the impact 

of feature extraction is critical. Pattern identification at Back 

Propagation Neural Network (BPNN) is problematic because the 

feature extraction dimension is excessively complicated. The 

solution to this problem is using the feature engineering 

technique to choose the characteristics. This research aims to 

explore how feature engineering influences the accuracy of 

results. According to the statistics, implementing the 

recommended strategy can increase accuracy by 1% and 

increase kappa by 1.5%. This increase in vegetation density 

classification accuracy might help detect peatland vulnerability 

sooner. The novel aspect of this paper is that, after feature 

extraction, a feature engineering strategy is used in the machine 

learning classification stage to reduce the number of complex 

dimensions. 

Keywords—Vegetation cover; vegetation density; feature 

extraction; feature engineering; accuracy 

I. INTRODUCTION 

The Keetch and Byram Drought Index (KBDI) model uses 
vegetation cover conditions as one of the parameters to 
generate the land drought index [1]–[5]. The density of 
vegetation cover in KBDI peat is classified into three groups: 
extensively grazed, gently grazed, and un-grazed. To quantify 
peatland fire vulnerability used the KBDI peat drought 
index[3]. Peatland fires have occurred in South Kalimantan in 
recent years. The fires have become a more common 
occurrence. Whether intended or not, human activities are 

responsible for 99.9% of land fires. The existence of human 
intervention is referred to as anthropogenic [6]. Automation 
can predict land fire susceptibility to anthropogenic influences. 
Land cover analysis can be automated utilising machine-
learning artificial intelligence approaches combined with 
computer vision techniques. 

Various researches have attempted to classify vegetation 
cover using computer vision and artificial intelligence 
techniques. The precision and accuracy of vegetation cover 
identification have greatly improved because of advancements 
in remote sensing data (Dronova et al., 2012; Mihail et al., 
2018; Rios et al., 2021). Land classification analysis using 
remote sensing, on the other hand, necessitates a significant 
investment of time and money on the part of researchers. 

Previous research indicated that using ordinary cameras for 
automated land cover categorisation could not discern between 
trees, weeds, and grass. They have not accomplished these 
difficulties [7]–[9]. Artificial intelligence-based machine 
learning classification is necessary to distinguish between trees, 
weeds, and grasses. The classification method consists of a 
support vector machine (SVM), naive Bayes, and an artificial 
neural network (ANN) [10]–[13]. According to some of that 
research, image classification requires feature extraction or the 
conversion of an image into numerical to be classified using 
artificial intelligence methods. Features are crucial in the field 
of image classification and recognition. 

On the other hand, previous researchers looked at 
converting natural colour information (RGB) to more suited 
colour space and used that to discern between vegetation and 
non-vegetation. Philipp and Rath [14] distinguish between 
vegetation and non-vegetation using the Lab, Luv, and HSV 
colour spaces. However, because the dimensions of feature 
extraction are too broad and complicated, machine learning 
techniques perform poorly. By lowering the dimensions of 
feature extraction, feature engineering can minimise the 
number of input features [15], [16]. 

To deal with the challenge of distinguishing between 
heavily grazed, lightly grazed, and un-grazed. A novel 
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technique was developed that combined pre-processing, feature 
extraction and selection, as well as classification. Segmentation 
based on distance threshold is employed as pre-processing. We 
employed grey level concurrent matrix (GLCM) and Backward 
Elimination to extract and choose the feature. A 
backpropagation neural network is utilised in the classification 
approach or analytical methods to distinguish between heavily 
grazed, lightly grazed, and ungrazed. Based on the approach, a 
technique for acquiring wetland image data will be developed 
and tested on pure vegetation stands with a height > 20 m 
above the canopy [12]. 

The contribution of this study was validated by comparing 
the results of feature selection based on the classification 
method to (1) show the effect of feature selection on 
classification performance; (2) analyze the relationship 
between feature selection and image classification 
performance; (3) determine the parameters needed to achieve 
the best performance results on the classification model, and 
(4) present the results of the best classification model for 
determining vegetation density. 

This paper's contents are categorized as follows: Previous 
works on this research are highlighted in Section II. Section III 
outlines our research strategy. Section IV explains the 
materials and methods used in our experiment. The experiment 
design is described in Section V. Following that Section V 
summarizes the experiment's results and discussion. Finally, in 
Section VI, we reach a conclusion. 

II. RELATED WORK USE 

There have been previous land categorisation studies in 
general land regions [17]–[19], wetlands [20]–[24], and 
peatland research [25], [26]. The study by Herdiyeni et al. [8] 
looked at how to identify plant health by utilising 
characteristics based on the local binary pattern variant (LBPV) 
approach, morphological features, and colour features and 
employed a probabilistic neural network (PNN) with a 
performance of 72.15%. 

The bulk of this research employed artificial intelligence to 
evaluate land cover using remote sensing data, while field 
validation was rarely performed. For land cover analysis, the 
most often used artificial intelligence approaches include 
supervised machine learning, Back-propagation neural network 
(BPNN) with an accuracy of 97.65%, support vector machine 
(SVM) with an accuracy of 97.45%, and neural networks 
(ANN) with an accuracy of 96.95% [17]. The study of Tan et 
al. [18] compares the performance of the random forest (RF), 
decision tree (DT), SVM, and ANN techniques to map three 
typical landscapes. The results show that ANN performs 
relatively poorly compared to the performance of other 
methods. Based on this research, further research is needed to 
improve the ANN method, which is done in this research. In 
addition, based on Zaldo-Aubanell et al. [19] stated that this 
research is important and highly preferred, especially when 
applying data nationally, and has been carried out by many 
world researchers to solve their domestic problems. This is the 
reason for the importance of using data that follows the 
problems faced nationally. 

III.  MATERIAL AND PROPOSED METHOD 

A. Tools and Location Research 

The study took place in Block I of the Liang Anggang 
protected forest in Banjarbaru, South Kalimantan. Kayu Tangi 
Production Forest Management Unit [27] is in charge of this 
area. Fig. 2 depicts the research site. Fig. 2(a) research site in 
data collecting and Fig. 2(b) location distance between 
Syamsuddin Noor airstrips illustrate the research location. The 
nearby population has primarily utilised the existing peatland 
for agricultural land and plants. Peatlands ranging from 
shallow (100 — 200 cm) to extremely deep (> 300 cm) 
encompass 749.87 hectares (78.43 %). According to Zaldo-
Aubanell et al. [19] this data based on a national scale and 
more important also widely used because it adapts more uses to 
the regional national scale. 

B. Proposed Framework 

Land cover picture data from the research location was 
utilised to create the dataset for this investigation. The data 
used was 450 images taken from drones 20 meters above the 
item. At this point, the proposed technique processes variables 
extracted from feature extraction using the Backward 
Elimination algorithm. Feature selection picks features that 
influence the BPNN classification process accuracy. The 
hidden layer, neuron size, momentum, learning rate, and 
training cycle are BPNN indicators. Measurements are used to 
determine whether or not the categorization findings are 
accurate and optimum (Fig. 1). 

 

Fig. 1. Research Framework. 

 

Fig. 2. The Research Location (a) The Location on the Map of South 

Kalimantan in the Red Box and (b) The Distance from the Syamsuddin Noor 
Airstrip. 
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C. Research Design 

This research used artificial intelligence based on BPNN as 
a computer vision methodology to categorise vegetation 
density. The procedure consists of data capture, pre-processing, 
segmentation, feature extraction, feature selection, 
classification, and validation are the steps of classification 
design. Fig. 3 illustrates the steps. 

1) Data acquisition: With a 900-degree gimbal angle, data 

was collected using a Mavic Pro drone. The drone is 

positioned at a distance of 20 meters from the object. The 

information is separated into three categories: heavily grazed, 

moderately grazed, and ungraded. The three groups will be 

separated based on the plant growth at the location of the 

study. Herbs and shrubs that are lightly grazed make up tree 

vegetation in heavily grazed areas. On the other hand, un-

grazed consists of dry (dead) vegetation, rivers (water), land, 

and towns. Up to 300 images are collected for use as training 

data. 

2) Pre-processing image: This research focuses on 

vegetation density, and initial image processing is done using 

a static threshold value. Then segmentation is done using the 

green colour of the tree as a threshold. This study used the 

Euclidean distance (equation 1) approach to colour distance-

based segmentation. 

𝑑(𝑥, 𝑦) = √(𝑥 − 𝑦)2             (1) 

3) Feature extraction: The chosen image is converted into 

a set of numerical parameters. This numerical parameter is 

critical for differentiating an item. Using a Grey-Level Co-

occurrence Matrix (GLCM), the feature extraction approach is 

employed to get quantitative values. The likelihood of two 

grey levels co-occurring is stored in GLCM [28]. 

 

Fig. 3. Research Design. 

The second-order moment or energy (ene), entropy (ent), 
contrast (con), homogeneity (hom), and correlation are 
retrieved from the vegetation picture to represent the data co-
occurrence matrices indicated in equations (2) to (6) (cor). The 
distribution of co-occurrence values is designated by k and l 
with different angles, 00, 450, 900, and 1350, at the offset 
provided (1,1) by p(k,l). Rotation invariant, mean, and variance 
of orientation-dependent characteristics are computed 
individually for different angles using different angles. 

𝑒𝑛𝑒 =  ∑ ∑ {𝑃(𝑘, 𝑙)}2𝐿−1
𝑙=0

𝐿−1
𝑘=0              (2) 

𝑒𝑛𝑡 =  − ∑ ∑ 𝑃(𝑘, 𝑙) × 𝐿𝑜𝑔(𝑃(𝑘, 𝑙))𝐺−1
𝑙=0

𝐺−1
𝑘=0            (3) 

𝑐𝑜𝑛 = ∑ 𝑛2{∑ ∑ 𝑃(𝑘, 𝑙)𝐺
𝑙=0

𝐺
𝑘=0 }{𝑛 = |𝑘 − 𝑙|𝐺−1

𝑛=0            (4) 

ℎ𝑜𝑚 = ∑ ∑
1

1+(𝑘−𝑙)2
𝐺−1
𝑙=0

𝐺−1
𝑘=0 𝑃(𝑘, 𝑙)             (5) 

𝑐𝑜𝑟 =  
∑ ∑ (k,l)(P(k,l)−µk′µl′G−1

l=0
G−1
k=0

σ𝑘′σ𝑙′
             (6) 

The equation is used to solve the correlation equation (7). 

Px(k) =  ∑ P(k, l)G−1
l=0   

 (1) 

Py(l) =  ∑ P(𝑘, 𝑙)G−1
k=0   

μk
′ =  ∑ ∑ k ∗ P(k, l)G−1

l=0
G−1
k=0   

μl
′ =  ∑ ∑ l ∗ P(k, l)G−1

l=0
G−1
k=0   

σk
′ =  ∑ ∑ P(k, l)(k − μl

′)2G−1
l=0

G−1
k=0   

σl
′ =  ∑ ∑ P(k, l)(l − μl

′)2G−1
l=0

G−1
k=0   

4) Feature selection: Feature Selection is a machine 

learning method in which a collection of data features is 

utilised to train algorithms. Feature selection has become a hot 

topic in pattern recognition, statistics, and data mining, 

according to Oded Maimon [29]. 

One of the essential aspects that might affect classification 
accuracy is feature selection since if the dataset contains 
multiple features, the dataset's dimensions will be significant, 
lowering classification accuracy. The issue with feature 
selection is dimensionality reduction, as all elements are 
required initially to achieve maximum accuracy. 

According to Maimon [29], there are four fundamental 
causes for dimension reduction: 

 Decreasing the learning cost. 

 Increasing the learning performance. 

 Reducing outside dimensions. 

 Reducing redundant dimensions. 

Because not all features/attributes are relevant to the 
problem, the fundamental notion of Feature Selection is to 
choose a subset of existing characteristics without transforming 
them. Some of these qualities or attributes are even bothersome 
and diminish accuracy. To increase accuracy, noisy or useless 
features must be deleted. Furthermore, having many 
characteristics or qualities will slow down the computation 
process. Backward elimination starts with the entire collection 
of characteristics and removes any leftover features from the 
specified ExampleSet in each round. Performance is calculated 
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for each element published using the inner operator, such as 
cross-validation. Only the attributes that cause a modest 
performance decrease are finally eliminated from 
consideration. Then a new round with a different selection 
begins. This method removes the usage of additional memory, 
the memory used to hold the data, and any memory necessary 
to perform the inner operator. After the termination 
requirements are fulfilled, the speculative spin parameter 
defines how many spins will be made in a row. Elimination 
will continue if performance improves during the theoretical 
round. Any extra missing characteristics would be restored if 
no speculative spin were performed. This process might help 
avoid the model being stuck on a local optimum. 

The difference with forwarding selection is that it starts 
with an empty attribute and adds any new characteristics from 
the specified set in each round. The inner operator, such as 
cross-validation, is used to assess performance for each feature 
added. Only the most significant performance boost attribute is 
included in the selection. Then a new round with a different 
selection begins. 

5) Classification: According to Witten [30], data mining 

is a series of processes to obtain knowledge or patterns from 

data sets. Data mining solves the problem by analysing the 

data already in the database. The method of finding a model or 

function that explains or distinguishes a concept or data class 

intends to estimate the course of an object whose label is 

unknown [31]. 

The classification stage uses the BPNN artificial 
intelligence method. An artificial neural network (ANN) is a 
learning algorithm that implements a simple network 
connected to neurons and units. The performance of ANN is 
similar to the version of the human brain in recognising a 
specific pattern. ANN can provide effective classification 
results even though the input data contains noise and is 
incomplete [32], [33]. One type of ANN that is often used is 
Backpropagation. Backpropagation architecture comprises 
three layers, including the input layer, hidden layer and output 
layer [32], [33]. Fig. 4 shows a simple visualisation of the 
Backpropagation structure. Backpropagation formulation can 
be formulated in equation 8. 

𝑦 = 𝑓(∑ 𝑤𝑖𝑥 + 𝑏𝐿
𝑖=1 )            (2) 

By displaying the weight vector, x as the input vector, and 
b as the bias value, f is the activation function. One hidden 
layer (10 neurons), one output layer, purely log sig activation 
function, and 1000 epochs were utilised. 

6) Validation: Validation measures are utilised to assess 

the classification performance of the model. This study uses 

two types of validation measures: accuracy and kappa. The 

percentage of cells categorised exactly in class I to the total 

number of cells is called accuracy. The following is an 

example of accuracy: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁
𝑥 100%            (9) 

 

Fig. 4. Backpropagation Architecture. 

True Negative (TN), False Positive (FP), False Negative 
(FN), and True Positive (TP) values will be calculated to obtain 
accuracy, precision and recall values. The accuracy value 
describes how accurately the system can classify the data 
correctly. In other words, the accuracy value compares the data 
that is classified correctly and the whole data. The precision 
value describes the number of positive data categories 
classified correctly divided by the total data classified as 
positive. 

Another indicator of accuracy is the kappa coefficient. 
Kappa is a measure of how the result of a classification 
compares to a given value by chance. It can take a deal from 0 
to 1. If the kappa coefficient equals 0, there is no similarity 
between the classified image and the reference image. If the 
kappa coefficient equals 1, the image is classified, and the 
ground truth image is identical. Thus, the higher the kappa 
coefficient, the more accurate is the classification. 

IV. EXPERIMENTAL DESIGN  

This study demonstrates how data influences the best 
characteristics. The approach used on this dataset is tested 
during the classification process, ensuring that the 
classification results are accurate and based on the best 
features. The accuracy gained in this study is compared to 
other experiments to determine the optimum accuracy. 

The original image is used to extract features using the 
feature extraction approach, eq. (2) to (6) using the GLCM 
feature extraction method. For each image, a total of 60 
features are created. These attributes are taken from each 
colour layer, which includes red, green, and blue. According to 
equations (1) to (3), GLCM creates 20 texture-based features 
for each colour received from four distinct angles, with each 
corner yielding five particular features. 

Consequently, the final data consists of 300 photos 
multiplied by 60 characteristics. The BPNN classification 
algorithm was used to analyse the feature findings. In this 
study, each parameter in the BPNN classification technique 
was evaluated, and an assessment was based on the usage of 
the backward elimination-based feature selection approach. 
Backward elimination findings are compared to past 
investigations, specifically forward selection. 
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In performance evaluation, sampling and validation 
processes are employed with multiple tens. The dataset is 
divided into ten values for cross-validation, with each 
component evenly distributed. The experiment was repeated 
ten times according to the number of cross-validations and the 
average training and performance classification testing 
outcomes. The classification model's performance is assessed 
when a confusion matrix is created. This investigation obtained 
the most notable performance findings using MATLAB 
(www.mathworks.com). 

V. RESULT AND DISCUSSION 

The discussion is broken down into three stages: data 
preparation, feature extraction, and classification (Fig. 2). At 
each stage of the research, the results are revealed. 

A. Segmentation 

The segmentation results show segmentation that only 
takes the green colour from the image. To obtain the image's 
unique characteristics according to the agreed class will then 
use the segmented image. Table I is an image of the 
segmentation results of the three types of labels that have been 
agreed upon. 

B. Feature Extraction 

The GLCM technique is used to turn the selected pictures 
into functional characteristics. A new matrix with 300 images 
and 60 features is created by combining feature approaches. 
From Table II each row of the matrix represents data, while the 
columns reflect the characteristics of each piece of information. 

The column comprises the variables F1, F2, F3, F4 to F120, 
as given in Table I. Columns are variables that hold the values 
for each GLCM texture feature. The GLCM method's second-
moment angle features, contrast, and correlation with 0 degrees 
orientation direction on the red layer are F1, F2, F3, and F4. In 
the GLCM approach, the other Fn characteristics include 
orientation and colour layers. The kurtosis value on the blue 
layer is the next F60 feature. The data numbers received from 
the dataset are represented by the matrices in rows 1 to 300. All 
characteristics were employed in the classification process in 
this study. Therefore it's safe to infer that they all help get the 
best classification results. 

C. Evaluation of BPNN Classification based on Parameters 

The supporting parameters are used to evaluate the BPNN 
classification. The test results are shown in Fig. 5, utilising a 
training cycle value of 10 to 100 cycles. 

As shown in the Fig 5, the results indicate that the optimal 
training cycle was used for 100 cycles with an accuracy of 
84.67% and a kappa of 77%. These findings suggest that 
increasing the number of training cycles increases accuracy 
and kappa performance. This result is consistent with 
numerous other studies that employed neural network training 
cycle settings and showed excellent performance on long 

training cycles. 

The learning rate experiment on the BPNN technique is 
also applied from 0.1 to 1, utilising the highest performance 
results from the training cycle, which is 100 cycles (Fig. 6). 
The results reveal that a learning rate of 0.1 produces the most 

significant outcomes compared to other learning rates. When 
applying a high learning rate, the pattern created from the 
results of the accuracy performance based on the learning rate 
reveals that performance steadily falls. The solution is not ideal 
because the high learning rate and performance are reduced 
[34]. 

TABLE I. SEGMENTATION RESULT 

Label Data image Segmented image 

un-

grazed 

  

softly 

grazed 

  

heavily 

grazed, 

  

TABLE II. FEATURE EXTRACTION APPLIED TO ORIGINAL DATA 

No F1 F2 F3 F4 … F60 

1 1.E-04  631.25   0.08   9.73  … 3.E-04 

2 1.E-04  449.81   0.10   9.67  … 3.E-04 

3 2.E-04  309.74   0.11   9.22  … 6.E-04 

4 2.E-04  302.13   0.11   9.20  … 6.E-04 

… … … … … … … 

… … … … … … … 

299 9.E-05  576.55   0.09   9.76  … 3.E-04 

300 8.E-05  630.58   0.09   9.85  … 3.E-04 

 

Fig. 5. Evaluation of BPNN based on Training Cycle. 

 

Fig. 6. Evaluation of BPNN based on Learning Rate. 

http://www.mathworks.com/
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Fig. 7. Evaluation of BPNN based on Momentum. 

The momentum parameter is used to evaluate BPNN in 
Fig. 7. The accuracy performance based on momentum follows 
the same pattern as the learning rate results, with ups and 
downs, and the most significant results when given a 
momentum value of 0.1. These findings align with earlier 
research that claims that a small momentum value brings 
features closer together without boosting convergence [34]. 

D. BPNN Classification Testing based on Feature Selection 

To choose features in this experiment used the backward 
elimination feature. The maximum number of eliminations 
parameters is somewhere between 10 and 60 (shown in Fig. 8). 
These parameters are applied to the BPNN classification 
algorithm, utilising the optimal training cycle, learning rate, 
and momentum parameters from the previous experiment, 100, 
0.1, and 0.1, respectively. 

The accuracy is 85.67 % when using a maximum total 
elimination of 10, and backward elimination training delivers 
significant results. These data show a 1% improvement over 
the BPNN classification algorithm without feature selection. 
With a 1.5 % increase, measurements with kappa have the 
same performance pattern as measurements with accuracy. 

E. Evaluation Comparison between Feature Selection 

We used the forward selection to acquire the best 
performance and compare assessments for feature selection 
(shown in Fig. 9). Forward selection is based on the selection 
of empty attributes, and each iteration adds unneeded attributes 
from the quantity of data for each additional attribute, 
according to the working idea. Only the traits that increase 
performance the most are added to the selection in the forward 
selection, which begins with the alteration of the selection. 
Backward elimination allows for the most significant results 
since it starts with a complete data set and deletes each 
characteristic for each repetition. Backward elimination, like 
the forward selection, uses cross-validation to predict 
performance and deletes attributes that cause a drop in 
performance. 

 

Fig. 8. Evaluation of BPNN based on Backward Elimination. 

 

Fig. 9. Comparison BPNN Classification based on Features Selection. 

The findings demonstrate that when ten features are 
applied, and the selected features are eliminated via backward 
selection, the most outstanding performance obtained from 
both feature selection approaches offers the same accuracy of 
85.67%. Using forward selection produced an 85.67% 
performance with 20 and 60 chosen features, respectively. The 
backward selection highlights the behaviour of the accuracy 
findings as much as possible by picking features from a large 
number of characteristics in the data. It is conceivable that 
using the feature impacts the findings' correctness. While the 
forward selection is based on the calculation of the correlation 
matrix by taking the relationship between features that produce 
the highest correlation coefficient and only considering the 
relationship between features, the backward selection is based 
on the calculation of the correlation matrix by taking the 
relationship between features that produce the lowest. 

VI. CONCLUSION 

This study aims to determine the state of plant cover to 
quantify peatland fire vulnerability. As a result, this research 
may help some fire-prone countries overcome their problems. 
This research provides an automated identification approach 
based on the original image and ambient circumstances. The 
improved performance is due to the revised flow for 
determining cover situations. When the feature selection 
approach is coupled, the findings demonstrate an increase in 
performance—the proposed strategy results in a 1% 
improvement in accuracy and a 1.5 % increase in kappa. The 
rise happened when the feature selection utilised forward and 
backward elimination features. As a result, many features have 
suboptimal capabilities, and the feature selection approach can 
provide native features that are suitable for determining 
vegetation cover situations. Feature engineering can minimise 
the number of input dimensions in visual feature extraction 
while increasing the accuracy of vegetation density 
categorisation. As a result, it can improve machine learning. 
Using the Keetch and Byram Drought Index model, it will be 
more effective to use engineering characteristics in the 
vegetation density workflow classification system to evaluate 
peatland fire. The scope of this study is confined to making 
suggestions about the impact of feature engineering. At the 
classification step, to enhance accuracy may make further 
efforts by comparing machine learning classification 
approaches. 
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Abstract—E-learning is the most promising and fastest 
growing activity since the advent of the COVID-19 pandemic. 
Although the pandemic seems to have been eradicated in several 
countries of the world, it is worth mentioning that some positive 
cases of the covid-19 variant have been detected. This could 
accelerate the rate of infection again. Hence the interest generate 
in reinforcing the quality of distance learning platforms. 
Technical and vocational training (TVT) in Mauritania is based 
on science, technology, engineering, and mathematics (STEM) 
disciplines. Unfortunately, the expansion of the COVID-19 
pandemic has negatively impacted the quality of education with a 
halt in teaching affecting 8000 students. Yet, the quality of 
education in these disciplines is a key factor in meeting the 
demands of emergence and economic growth. This paper 
advocates the mixed pedagogical model by proposing a techno-
pedagogical solution to improve the quality of teaching and 
learning processes. The proposed solution combines the use of 
technologies such as Modular Object-Oriented Dynamic 
Learning Environment (Moodle) and Web Real Time 
Communication (WebRTC) to provide pedagogical services in a 
context with a limited Internet connection. In addition, we set up 
a signaling system to maintain direct communication between the 
pairs, Application Programming Interface (API) of Multipoint 
Control Unit (MCU) to ensure simultaneous collaboration in a 
peer-to-peer context, used implementations of security protocols 
such as Datagram Transport Layer Security (DTLS) and Secure 
Real-time Transport Protocol (SRTP) to secure data transport. 

Keywords—TVT; STEM; Mixed education; Moodle; WebRTC; 
signaling system; MCU; DTLS; SRTP 

I. INTRODUCTION 
Education is a key instrument for promoting growth and 

economic development. In view of this, the Mauritanian 
government, with the support of its partners, has launched a 
project under the leadership of DCS-SARL for the 
development of the technical and vocational training sector 
(TVT). 

The training centers in Mauritania welcome around of 
8,000 students each year in Science, Technology, Engineering 
and Mathematics (STEM) disciplines. These disciplines require 
the implementation of strategies to ensure the quality of the 
teaching system in order to meet the requirements of economic 
development requiring the performance of the educational 
process. 

In addition, the pandemic of the COVID-19 impacted the 
living and working conditions and has in turn forced the States 
to take measures concerning social distancing in order to 
prevent its propagation in the society. To this effect, these 
professional technical training (FTP) centers have been victims 
of a blockage in their teaching-learning processes, drastically 
reducing the number of class sessions. This has had serious 
consequences on both the pedagogical continuity and the 
quality of teaching. 

In spite of these shortcomings, these training centers must 
work to improve their teaching in accordance with quality 
assurance standards to enable students to be competitive and 
effective in the labor market, but also to increase the ratio of 
the population of age to attend these professional training 
courses. 

The lack of a suitable pedagogical model for these training 
centers and the lack of a better techno-pedagogical 
infrastructure have favored the migration to ICT-based 
solutions in order to improve the quality of teaching, while 
ensuring pedagogical continuity online. 

The need for a pedagogical model adapted to these training 
centers and the poor quality of the techno-pedagogical 
infrastructure led us to encourage these training centers to 
migrate to ICT-based solutions in order to improve the quality 
of teaching, while ensuring pedagogical continuity online in 
case face-to-face courses are not possible. 

In the literature, authors [1] [2] have shown the usefulness 
of adopting the blended learning model for traditional training. 
The latter consists in combining traditional teaching methods 
with e learning in order to increase the efficiency of the 
teaching systems. 

Other authors [3] have proposed mechanisms to improve 
the effectiveness of blended learning by adopting the model of 
teaching based on the integration of online and offline 
activities (O2O). This strategy aims to increase the utilization 
of the teaching system by providing access to learning content 
in an environment with limited internet connection. 

In the works [4] [5] [6], the authors have advocated the so-
called social-constructivist pedagogical model to improve the 
quality of teaching, according to which the teacher creates 
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learning situations that invite learners to collaborate and 
cooperate via innovative techno-pedagogical services in order 
to develop concrete professional skills. 

Teaching must rest on professional practice to meet the 
needs of the labor market. The authors [7] have proposed 
strategies to involve synchronous education development in the 
learning process. 

This form of education, involving instantaneous, face-to-
face interaction, allows schools to train students in correct 
concepts and awareness of work and mastery of professional 
skills through specialized synchronous courses. 

These research discussions led us to propose a quality 
hybrid solution using innovative and flexible technologies to 
the profile of TVT centers. The proposed solution offers 
synchronous and asynchronous pedagogical services 
appropriate and adapted to the context of the TVT centers. 

The rest of this paper is organized as follow: Section II 
describes technical and vocational training and discusses of 
Technological background in e-learning; Section III presents 
software architecture of system proposed; Section IV describes 
hybrid learning architecture; Section V is dedicated to 
discussion and result and finally in Section VI provides the 
conclusion and perspectives of ours works. 

II. RELATED WORK 
In [8], the authors propose a survey. This survey reveals the 

fear, the anxiety of learners for the handling of distance 
learning platforms. 

The authors' contribution [9] presents the collaborative 
platforms Google Classroom, Zoom and Microsoft Team and 
compares them. They show the negative impact of using 
distance learning platforms on the mental health of learners. 

These limitations have led us to propose a technological 
solution appropriate and suitable to the context of technical and 
vocational training. 

A. Technical and Vocational Training 
The technical and vocational training (TVT) in Mauritania 

is provided by the National Institute of Promotion [10]. Its 
purpose is to provide individuals with the knowledge and skills 
necessary to practice a trade or profession in order to integrate 
into the labor market as a worker's helper, specialized worker, 
skilled worker, technician or senior technician. 

The mission of the TVT articulated around the following 
axes: 

1) Satisfaction the needs of the labor market in qualified 
personnel. 

2) Improving the professional skills of workers. 
3) The development of the individual's potentialities in the 

perspective of the accomplishment of his professional project. 
4) The promotion of the entrepreneurial spirit, with a view 

to self-employment. 
5) Educational and professional orientation, information 

and advice on skills. 

The Technical and Vocational Training system under the 
MENFTR composed of: (1) 16 technical education and 
vocational training schools (EETFP); (2) Higher Center for 
Technical Education (CSET) and (3) Six private training 
establishments that train mainly in the tertiary and service 
sectors. 

Concerning the training curriculum, the TVT offers initial 
training courses organized as follows: 

• Certificate of Competence (CC); 6 to 9 months 
duration. 

• Certificate of Professional Aptitude (CAP), lasting 2 
years. 

• Technician's Certificate (BT), lasting 2 years. 

• Higher Technician Certificate (BTS), lasting 2 years. 

• Technical Education Certificate (BET), lasting 4 years. 

• Technical baccalaureate, lasting 3 years. 

The number of TVT students for the 2020-2021 training 
year is 7,885, including: 

• 238 at CSET. 

• 7,125 students in EETFPs. 

• 190 students at the Ighraa Institute. 

• 332 Pupils in Private Establishments. 

These students divided according to educational level as 
follows: 

• BTS : 722. 

• BT : 2726. 

• CAP : 2895. 

• Technical baccalaureate and BET: 1542. 

B. Technological Background in e-learning 
Today, ICT have become an integral part of the culture of 

society. Their places are increasingly important in all areas of 
life. This presence of ICT is all the more felt at the level of 
education systems. 

Several studies such as [11] [12] show that the appropriate 
use of technological innovations in teaching can contribute to 
improving the quality of teaching and learning. 

Nevertheless, technical and professional training resting 
essentially on STEM disciplines requires the adoption of 
learning practices that promote interactivity and collaboration 
to develop practical and professional skills in students that 
will enable them to compete on the market of work. 

In addition, the low level of TVT students in the field of 
ICT encourages the adoption of flexible technological solutions 
to use in order to eliminate any obstacle to the use of ICT to the 
detriment of the deep exploitation of educational services. 

Indeed, the authors [13] have shown the relevance of using 
Moodle technology to facilitate interaction and create a 
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dynamic learning environment for mixed-mode courses. 
According to the authors [14], Moodle is a practical tool 
containing versatile and rich enough functionalities for 
teaching. 

Moodle remains an asset for learners because it offers the 
possibility of working at their own pace by alternating course 
sessions and face-to-face and distance learning activities. In 
this context, we use this technology to provide, through our 
techno-pedagogical solution, an adaptation and organization of 
lessons with the aim of developing a certain autonomy in the 
learner: we are talking about asynchronous learning. 

In addition, asynchronous teaching via Moodle illustrates 
some insufficient of teaching when one is looking for real-time 
exchange. For the authors [15], face-to-face interaction 
between teaching actors is a key factor in improving the quality 
of online teaching. 

This synchronous teaching modality reflects traditional 
classroom teaching where students become actively involved in 
their learning by interacting with each other, but also with their 
teacher to produce their educational activities. 

Several technologies have materialized the synchronous 
mode in the online teaching process by promoting 
collaboration between actors. 

However, online collaborative solutions applying in an 
organizational network and including interactive spaces in 
STEM fields require a certain type of access to resources. The 
generalization of broadband access is one of the fundamental 
conditions for quality online education. 

Unfortunately, the context of technical and vocational 
training centers often has a limited internet connection. This 
can pose a problem of efficiency of the distance education 
system. Research work [16] on technologies that can operate 
in a local IP environment and offer innovative collaborative 
services via the web, led us to take an interest in WebRTC 
technology. 

According to the analysis study in the works [17], 
WebRTC technology is better compare to other real-time 
interaction tools for several reasons: (1) WebRTC allows 
interaction in peer-to-peer mode without the using an 
intermediate server. This remarkably reduces latency; 
(2) WebRTC integrated into the bandboxes of recent browsers 
without any intermediate configuration or installation. 

In view of these discussions, we combine these two 
technologies, namely Moodle and WebRTC, to provide a 
quality e-learning solution offering educational services in 
synchronous and asynchronous mode, with the possibility of 
operating in an intranet network. In addition, these services are 
accessible via a simple browser requiring neither download nor 
installation of plugins on client workstations. This could have a 
positive impact on the implementation of services adapted to 
the needs of TVT centers  

III. SOFTWARE ARCHITECTURE OF THE PROPOSED 
SOLUTION 

This paper aims to improve the quality of hybrid training, 
both theoretically and in terms of the development of tools that 

promote interaction and collaboration between the various 
actors in teaching and learning activities. 

The architecture proposed (Figure 1) below consists of 
several software components interacting with each other via 
the network. 

It aims to improve the quality of education in TVT centers 
through the following inputs. 

A. Simultaneous Multi-communication Model 
In our system, several services are outcome from WebRTC 

technology using VoIP to foster collaboration between 
educational participants. Gold, This technology is based on a 
"peer-to-peer" exchange mode allowing reduces the need for 
network infrastructure and minimizes latency without needing 
additional facilities. 

These services hold into account socio-constructivist 
aspects that require the integration of several simultaneous 
connections. 

Indeed, several researchers [18] advocate a mesh model 
based on a multipoint control unit (Figure 2) to centralize the 
processing of all audio and video streams. The MCU, also 
called a conference bridge, is a central gateway in a multipoint 
video conferencing system. 

For this purpose, we used a software implementation of 
MCU based on a pairwise architecture named P2P-MCU to 
allow teachers to initiate simultaneous communications with 
their students via WebRTC. 

 
Fig. 1. Architecture Logicielle du Système D'enseignement. 

 
Fig. 2. "Mesh" Topology based on a Multipoint Control Unit. 
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B. Data Transit System 
Most WebRTC capable devices sit behind one or more 

layers of NAT and may have security layers that block certain 
ports and protocols (sometimes with Deep Packet Inspection or 
DPI). 

In addition, many of them placed behind corporate proxies 
and firewalls, not to mention firewalls and NAT on home Wi-
Fi routers. In intranets, NAT gateways pose techniques that 
prevent direct communication between peers. Indeed, the main 
reason for this problem is because NAT corrects IP addresses 
and port numbers in order to hide private hosts. 

As a result of the puncture technique limitation, it is 
necessary to use the services of an intermediate host that serves 
as a relay for the packets. This relay is usually located in the 
public Internet and relays packets in a direct communication 
between two hosts that are behind NAT. 

For this specification, we use the relay tools STUN, TURN 
and ICE [19] to bypass NAT or firewall restrictions. 

C. Media / Data Security Mechanism 
Our scope of work requires real-time multimedia 

applications that require the use of SRTP as a transport 
protocol for the following reasons: fast delivery is preferred 
over reliable delivery and packet loss is acceptable to avoid 
delays resulting from rescheduling or retransmission of 
packets. 

TLS (Transport Layer Security) cannot be used because it 
requires a reliable and slower protocol than a datagram-based 
protocol. In this perspective, DTLS (Datagram Transport Layer 
Security) brought adaptations to the TLS protocol to work in 
datagram communications by introducing counters and explicit 
messages [20]. 

Due to the unreliability of datagram-based protocols, DTLS 
incorporates mechanisms to retransmit the packet. This 
involves sending verification messages back to the server 
within a timeout period of 500-1000ms to ensure proper receipt 
of the messages. These verification messages also provide a 
means of avoiding denial of service (DoS) attacks, which in 
UDP, are very easy to carry out thanks to the exchange of a 
cookie. 

In regard to these discussions, we have used in our scope 
the DTLS protocol as a basic security protocol for data and 
SRTP to ensure end-to-end confidentiality, message 
authentication and replay protection (Figure 3). 

 
Fig. 3. Secure peer-to-peer Communication using DTLS/SRTP. 

D. Signaling System 
Signaling (Figure 4) is the mechanism for coordinating 

communication by exchanging identification and control 
messages between WebRTC pairs. In effect, it allows two or 
more WebRTC-capable web browsers to join, exchange 
contact information, negotiate a session that defines how they 
will communicate, and then finally establish the media 
channels between pairs for the transport of media streams 
exchanged directly between them [21]. 

 
Fig. 4. Signaling Architecture. 

The W3C and IETF standardization bodies have not 
imposed a particular signaling protocol in WebRTC in order to 
leave developers free to choose one of the existing protocols 
(SIP or Jingle) or to customize their own signaling protocol 
using web sockets. This signaling protocol choice strategy 
avoids redundancy and maximizes compatibility with already 
established technologies. 

In this context, we used the EasyRTC implementation 
based on the Web-Socket protocol to create our own signaling 
system. 

IV. HYBRID LEARNING ARCHITECTURE 
The proposed architecture (Figure 5) aims at proposing a 

device offering not only collaborative services while respecting 
the social-constructivist aspects but also the adaptation of the 
course flow to the learners' needs in order to ensure the same or 
better levels of interaction than those of traditional class’s 
level. 

 
Fig. 5. Hybrid Learning Architecture. 
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Our approach allows TVT centers to improve the quality of 
their teaching system by integrating a hybrid system using both 
the capabilities of the Moodle platform and WebRTC 
technology. This architecture is structured in four layers: 

1) Synchronous Learning Layer (SLL). 
2) Asynchronous Learning Layer (ALL). 
3) Infrastructures Layer (IL). 
4) Signaling Layer (SL). 

A. Synchronous Learning Layer (SLL) 
This layer provides synchronous and real-time socio-

constructivist learning activities based on WebRTC 
technology. Such a technology containing the MediaStream, 
PeerConnection and DataChannel APIs enables VoIP to 
operate in web browsers. Indeed, this layer essentially allows 
teachers and their students, through a simple browser: 

1) To make projections and follow courses at a distance 
via video conferencing. 

2) To transmit files (courses, exercises) to students in real 
time. 

3) Share the teacher's office environment with students 
Interfaced with practical equipment. 

4) To ensure the exchange system between the teacher 
and the students via instant messaging. 

5) Disable the user's webcam. 
6) Reactivate the previously deactivated webcam in the 

middle of a conversation. 
7) Allow a teacher to eject a student from the system. 

B. Asynchronous Learning Layer (ALL) 
This layer, which ensures asynchronous learning, allows 

learners to follow the educational activities at their own pace. 
This flexibility of time for course delivery is a relevant solution 
to maximize access to higher education because it offers 
flexibility to the constraints that usually prevent professionals 
from participating in the classical course in universities. 

To do so, we adopted the Moodle platform, which offers 
powerful and learner-centered tools. It also offers a 
collaborative environment that enhances both teaching and 
learning. 

This layer also has a simple to use and easy to learn 
interface thanks to Moodle's constant usability improvements. 
It essentially offers the following tasks: 

1) User, class and course management. 
2) Scheduling of courses at a given date and time. 
3) Course content management via a rich and versatile 

activity system. 
4) Document management. 
5) Reports and statistics management. 
6) Learner evaluation management. 

C. Signaling Layer (CL) 
The signaling layer enables the creation of a real-time 

communication channel by defining a coordination mechanism 
between e-learning users. 

Several developers have relied on the WebRTC API to 
provide libraries that hide the complexity associated with 
signaling and thus facilitate the development of WebRTC 
signaling servers. Figure 6 shows the software components of 
the signaling server. The operation of our system depends 
essentially on the signaling server implemented from the 
following modules: 

1) Web-socket: allows creating bidirectional flows 
allowing the exchange in real time in both directions of 
communication. 

2) EasyRTC: provides a library to simplify the 
development of WebRTC applications. 

3) MySQL: allows connecting and making queries on the 
database. 

4) FS: allowing the import of HTTPS server configuration 
files with SSL keys. 

D. Infrastructures Layer (CS) 
This layer hosts the physical servers allowing implement 

the physical infrastructure management applications. These are 
servers for traversing NAT/Firewall and the database server: 

1) Servers to traverse NAT/Firewall: An ICE framework 
offered at this level, to overcome the difficulties of networking 
in the real world. ICE uses the highly reliable Xirsys STUN 
and TURN servers to try to find the best path to connect pairs. 
It tries all the possibilities in parallel and chooses the most 
efficient option that works. It tries to establish a connection 
using the host address from the operating system and a 
network card of a device. 

2) Database servers: This layer contains a database server 
in order to keep or find all the data or information related to 
the educational activities of the system. The database is at the 
center of our computerized system allowing the collection, 
formatting, storage and use of data 

V. DISCUSSION AND RESULT 

A. Discussion 
The proposed solution was used for one year by two 

technical and vocational training centers. These centers have 
experienced and appreciated the structural management of the 
trainings such as classes, pedagogical levels, teachers, students 
and annual enrollment in classes. 

More than 40% of the students in these centers have 
benefited from online courses. They have been able to follow 
course sessions, practical work and even exams at a distance. 

These students have shown remarkable progress in 
understanding and absorbing the courses, which is reflected in 
their exam scores. According to the observation, the online 
courses attract the intention of the students to cooperate and 
collaborate more with the teachers and each other to better 
understand the course concepts. 

B. Results 
We designed the system following an architecture 

composed of two main parts such as the back-end and the 
front-end. 
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The back-end is the processing center that is at the heart of 
our distance learning system. It is a set of functionalities to be 
implemented in the INAP-FTP system in order to ensure the 
integration of the online course management in the core of this 
system. 

The front-end is used to propose a space dedicated to the 
actual management of the course as described in our 
architecture. It is a system based on Moodle that allows us to 
propose practical mechanisms and standards for the 
management of quality pedagogical activities. Indeed, we take 
advantage of the set of relevant tools as proposed by Moodle 
without any intervention to modify the basic technical settings 
of Moodle components. 

We then illustrate some system interfaces. 

1) Login area: This space (Figure 6) allows users to 
authenticate via the above interface in order to be able to use 
the various distance-learning services. 

 
Fig. 6. Authentification Page. 

2) Asynchronous and interactive educational activities: 
The Figure 7 allows the teacher via the activities tab to add an 
activity to his course. Several activities offered in this case: 
Workshop, Homework, Forum, Lesson, Survey, Test and 
Chat. 

 
Fig. 7. Asynchronous Activities Page. 

3) Sharing the teacher's desktop environment with 
students: The Figure 8 allows the teacher via the activities tab 
to add an activity to his course. Several activities offered in 
this case: Workshop, Assignment, Forum, Lesson, Survey, 
Test and Chat. 

 
Fig. 8. Page for Teacher Desktop Screen Sharing. 

VI. CONCLUSION 
This paper deals with improving the quality of the TVT 

teaching system using innovative technologies adapted to the 
context of TVT centers in Mauritania. 

Such a solution aims to offer relevant educational services 
both in synchronous and asynchronous mode between teachers 
and students. 

However, innovation in distance education systems 
illustrates a concern for adaptation for those involved in 
education. It is more precisely about the integration of ICTs 
requiring configurations and adaptations for its members who 
often do not have sufficient experience in ICTs. This is why we 
have taken care in our work to choose flexible ICTs to use in 
order to concentrate as much as possible on the educational 
process. 

The conclusive results of this work will enable education 
stakeholders to initiate and develop quality educational 
services through collaborative and innovative exchange 
systems. Our work provides evidence to dispel doubts about 
the quality of distance learning. 

In terms of perspectives, our next steps will be to study the 
issues of availability and scalability in a context of optical fiber 
recently implemented in Mauritania. 
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Abstract—This study describes preliminary results of a 

research related to Intelligent Programming Tutor (IPT) which is 

derived from Intelligent Tutoring System (ITS). The system 

architecture consists of four models. However, in this study 

student model mainly student characteristic was focused. From 

literature, 44 research articles were identified from a number of 

digital databases published between 1997 to 2022 base on 

systematic literature review (SLR) method. The findings show 

that the majority 48% of IPT implementation focuses on 

knowledge and skills. While 52% articles focused on a 

combination of two to three student characteristics where one of 

the combinations is knowledge and skill. When narrow down, 

25% focused on knowledge and skills with errors or 

misconceptions; 4% focused on knowledge and skill with 

cognitive features; 5% focused focus on knowledge and skill with 

affective features; 2% focused on knowledge and skill with 

motivation; and 9% based on knowledge and skill with learning 

style and learning preferences as students’ characteristics to 

build their student model. Whereas 5% focused on a combination 

of three student characters which are knowledge and skill with 

cognitive and affective features and 2% focused on knowledge 

and skill with learning styles and learning preferences and 

motivation as students’ characteristics to construct the tutoring 

system student model. To provide an appropriate tutoring system 

for the students, students’ characteristic needs to decide for the 

student model before developing the tutoring system. From the 

findings, it can say that knowledge and skills is an essential 

students’ characteristic used to construct the tutoring system 

student model. Unfortunately, other students’ characteristic is 

less considered especially students’ motivation. 

Keywords—Intelligent tutoring system; intelligent 

programming tutor; student characteristics; student model 

I. INTRODUCTION 

Intelligent Tutoring System (ITS) is a computer software 
system that can mimic the methods and dialog of natural 
human tutors, generate real time and on-demand instructional 
interactions as and when required by individual students. The 
implementation of ITSs also incorporate computational 
mechanisms and knowledge representations in the fields of 
Artificial Intelligence (AI) which addresses how to reason 
about intelligence together with multimedia and internet; 
Psychology on the other hand, consists of Cognitive Science 
which addresses how people think and learn, while the 

Education field focuses on how to provide the best support for 
teaching and learning [1] as illustrated in Fig. 1. 

Fig. 2 depicts the evolution of ITS from the 1960s to the 
year 2000. The introduction of AI techniques and Expert 
Systems technology to CBI (Computer-Based Instruction) gave 
rise to ITS [2]. Early 2000, internet has become a central core 
to the educative environment, thus ITS incorporated with web 
platform so that the ITS can be accessed anytime and anywhere 
and known as Adaptive Web-Based Educational System 
(AWBES) [1]. 

An ITS architecture basically consists of four models [3] as 
illustrated in Fig. 3 which are 1) Domain Model - known as the 
expert or cognitive model. This model contains procedures, 
theories and problem-solving tactics of the domain to be 
learned; 2) Student Model - known as user or learner model. 
Considered as the main component of an ITS. The component 
gives special responsiveness to the students’ cognitive and 
affective states and their progress in their learning process; 
3) Tutoring Model - known as Pedagogical Model or 
Instructional Model. The model accepts information from the 
Domain Model and uses Student Model for making decisions 
on tutoring plans and actions; 4) Interface Model - provides the 
interface with which the students interact with the ITS. 

The main aim of ITS is to improve students’ learning 
process [4]. An ideal condition of the learning process is where 
students can receive lessons, resolve exercises and obtain 
immediate feedback. The feedbacks and hints are provided 
based on the analysis of the responses to each problem-solving 
step given by students. 

In recent years, the development and improvement of ITS 
has been growing rapidly. Among some of the improvements 
include improvements on the problem-solving system that can 
support and help to give feedbacks and hints to students; 
improvements on model tracing that assesses students’ current 
knowledge that facilitates the next step in order to support 
problem solving. In addition, improvements on knowledge 
tracing were also carried out that allows assessment of 
students’ skills and knowledge level in order to release a new 
tutorial to facilitate learning and finally improvements on 
tutorial dialogues to support problem solving [5]. 
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Fig. 1. The Development of ITS. 

 

Fig. 2. The Evolution of ITS [2]. 

 

Fig. 3. ITS Architecture. 

Educators agree that the most effective form of teaching is 
through one-to-one interaction with students [6]. In this 
context, ITS has an upper advantage as it provides personalized 
tutoring that is tailored to students’ needs [5], [7], [8]. 
According to the findings from previous studies conducted by 
Kulik and Fletcher [9] and Colchester et al. [10], ITSs have 
successfully raised students’ performance compared to those 
who were taught in conventional classes. 

Chrysafiadi and Virvou [7] claim that, ITS to be become 
more adaptive and personalize, students’ characteristic as 
student model need to be considered. The students’ 
characteristic comprises of knowledge and skill; errors or 
misconceptions; learning styles and learning preferences; 
cognitive features; motivation; and affective features. 

Knowledge refers to familiarity with theoretical concepts 
and factual information and skills refer to the proficiencies 
developed through practice [7]. During the learning process, 
errors or misconceptions can be identified. The concept of error 
or misconceptions can be defined as a process or fact that does 
not match a given norm [11]. Learning Styles and Learning 
Preferences - refer to how a student identifies, gathers and 
processes their learning materials [12]. While Cognitive 
features refer to students’ aspects such as attention, knowledge, 
ability to learn and recall memory, opinion, attention, 

collaborative skills, capabilities to solve problems and make 
conclusions, analyzing abilities and critical thinking [7]. 
Literally motivation is the desire to do things. Motivation plays 
a significant role in students’ learning process [13]. Emotional 
factors are known as affective features such as sadness, 
happiness, frustrations, anger, interest, boredom, distractions, 
aims and confusion [14]. Subsequently, affective features can 
be based on students’ motivations [7]. 

Among the stated students’ characteristics, motivation is 
considered as the main factor for engaging students in their 
learning [15], [16] and in academic performance [17]. 
Meanwhile, Abuhmaid [18], Hamzah et al., [19] and Sundar 
and Kumar [20] argue that students’ motivation is an important 
factor in ensuring the success of ITS implementation. 
Abuhmaid [18] also pointed that motivation factors need to be 
considered when designing any ITS materials. Studies on the 
relationship between motivating factors and learning have been 
a prominent research topic in the field of education as well as 
studies focusing on eLearning [15]. 

McGill [21], for example, studies the use of robots to 
influence students’ motivation when learning introductory 
programming. In order to ensure students feel motivated to use 
eLearning, Hamzah et al., [19] applied the ARCS+G 
(Attention, Relevance, Confidence, Satisfaction + 
Gamification) as motivational design model in the 
development process in their study. Another study conducted 
by Nikou and Economides [22] examined the impact of using 
mobile devices during the learning activity on students’ 
learning motivation. Results obtained by Abuhmaid [18] reveal 
that utilizing the flipped learning strategy in an eLearning 
environment has a significant improvement on students’ 
motivation to learn. Tambunan, Rusdi and Miarsyah [23] 
suggest that a combined usage of eLearning with a Problem 
Based Learning (PBL) model and motivation is an effective 
way to improve students’ learning outcomes. Even though 
some may argue that a game environment can be used to 
ensure a good transfer of knowledge in a fun way, Yedri et al., 
[24] claim that a balance between learning transfer and 
motivation is the major key to success. 

A. Intelligent Tutoring System for Learning Programming 

Programming tools have been actively researched in their 
effectiveness to support teaching and learning. Pears and his 
colleagues [25] have summarized these programming tools into 
five categories one of which is ITSs. As highlighted in the 
previous section, ITSs provide many benefits in students’ 
learning process. 

An IPT (Intelligent Programming Tutor) is a specific 
implementation of an ITS for learning programming. The ideas 
behind the use of IPT are to create a learning process where 
students can receive tutelage, resolve exercises and receive 
instant feedbacks imitating one-to-one human tutoring. 

As explained above, IPTs is derived from ITS’ ideas in 
which students’ characteristics also need to be considered in 
creating a conducive and effective learning process. In the 
following section, an exhaustive systematic literature review 
(SLR) was carried out to identify what types of student 
characteristics were used to design the IPT. 
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II. METHOD 

In this section, a SLR (Systematic Literature Review) was 
carried out to obtain answers to the following question: What 
types of student characteristics were used to design the IPT? 
SLR was conducted in this study as it is a process that can be 
used for recognizing, evaluating and interpreting research 
materials to answer several research questions [26]. 

To answer the question stated above, PICOC as proposed 
by Petticrew and Robert [27] was used in the study. PICOC 
comprise of five elements which are Population, Intervention, 
Comparison, Outcomes and Context. Table I shows a summary 
of PICOC for this study. 

TABLE I. SUMMARY OF PICOC 

Population Student 

Intervention & 

Comparison 

Intelligent Programming Tutor or Intelligent Tutoring 

System 

Outcomes 
Student characteristics in Intelligent Programming 
Tutor or Intelligent Tutoring System 

Context 

Reviews of all studies of Intelligent Programming 

Tutor or Intelligent Tutoring System within the domain 

of Programming subject 

The identification of primary sources from journals, 
conferences and online databases is important to ensure a wide 
coverage of potential sources. A survey of literature included 
all research works published from online database such as 
ACM Digital Library, Google Scholar, IEEE Explore, ISI Web 
of Knowledge, Science Direct and Springer. These online 
databases were selected to be used in this study as they are the 
most popular and frequent databases used by previous 
researchers in investigating the use of eLearning. In addition, 
references retrieved from SLR articles were analyzed to 
identify any literature that may have been ignored or 
overlooked during the search. 

Using Booleans of AND, OR in the keyword combinations 
conducted include keywords such as intelligent programming 
tutor; intelligent tutoring system AND programming; and 
programming AND intelligent tutoring system. The use of the 
Boolean OR is to incorporate alternative synonyms and 
spellings while the usage of the Boolean AND is to link the 
major terms. 

A search of these databases and journals allow the data 
collection to be inclusive and comprehensive. A total of 73 
papers were selected which the searching technique described 
above. These articles were reviewed while papers that were not 
categorized under any refereed journal articles such as 
proceedings or editor-reviewed papers were excluded from the 
final analysis. The focus of this review was on refereed articles 
which assist in ensuring the quality and relative rigor of data 
sources. Therefore, research papers that did not conduct an in-

depth discussion of their ITS in programming particularly 
those that did not investigate student characteristic(s) were 
omitted. Papers that were not published in English language 
and gray papers such as those without any bibliographic 
information (publication date/type, volume and issue numbers) 
were also excluded. Duplicated papers were also excluded 
(only the most recent, complete and improved one is included) 
from the SLR in this study. In total, 44 relevant papers which 
were published between 1997 and 2022 were gathered and 
thoroughly examined in this study. 

III. RESULT AND DISCUSSION 

A. Data Analysis 

In Table II, the 44 articles were organized based on what 
type of student characteristics was used to construct the user 
model; what modelling technique was applied to construct the 
user model for the intended IPT system; the subject domain 
and learning environment. 

B. Synthesis of SLR on Student Characteristics for Student 

Model in IPTs 

Fig. 4 illustrates how students’ characteristics were 
considered in constructing user model mainly in IPTs base on 
44 articles which was revealed in Table II. 

From Fig. 4, 48% or 21 articles were found mainly focused 
on knowledge and skills as student characteristic for their user 
model. The objective of this characteristic is to improvised 
students’ theoretical concepts knowledge and programming 
proficiencies skills in particular topic of programming subject. 
To develop the user model base on knowledge and skills as 
student characteristic, different researchers use different 
modelling technique such as Bayesian network, Markov 
Decision Process, Regression model, Rule Base and K∗ 
classifier. However, the common modelling technique is Rule 
Base because it is easier to build due to improved authoring 
tools and remain a popular option. 

 

Fig. 4. Students’ Characteristics for user Model in IPTs. 
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TABLE II. SUMMARY OF IPT REVIEW 

Student Characteristic IPT Modelling Technique Subject Domain and Learning Environment 

Knowledge & Skill 

ALLIGATOR [28] - 
To teach data flow diagram using visual programming environment with 
multiple informative and tutoring feedback components. 

AOMS [29] - To teach graph using C Programming 

BITS [30] Bayesian network To teach programming concept using C++. 

BOTS [31] Markov Decision Process To teach pseudocode in using game environment. 

ChiQat – Tutor [32] Regression model Using visualization to teach link list. 

COLLEGE [33]  - 
Editing, compiling the source code, and executing the object code with aid 
of animation and visualization. 

CIMEL ITS [34] Rule Base 
To teach OOP concepts and observe students’ progress and offer 
assistance based on pedagogical strategies adapted to the individual 

student. 

CPP-Tutor [35] - 
To teach programming concept using C++ and provide hints and feedback 

during problem-solving in tutorials. 

CS-I [36] 
Rule Base 

 

To teach programming concept using C++ and detect each students’ level 
of understanding. 

DrJava [37] - To write, test and debug Java programs. 

EduJudge [38] - 
Submission, management and automatic evaluation of programming 
exercises. 

KSC-PaL [39] K∗ classifier 
Collaborate with students to solve problems on data structures mainly on 

linked lists, stacks, and binary search tree. 

Marmoset [40] - 
To write and test Java code and helps the instructor to monitor student 
progress. 

OmniCode [41] - To teach novice students basic programming concept using Python. 

ProgTool [42] - Using visualization to teach OOP concepts. 

PASS [43] - Assisting beginners in learning programming. 

PLTutor [44] 
Rule Base 

 
To teach syntax and semantic of JavaScript using visualization. 

PLWeb [45] - 
Assist instructors to design computer programming exercises and to help 
students to study and practice programming exercises. 

SCALE [46] - 
Teach multiple topics consisting of pseudocode, sequential search, binary 
search subprograms and recursive. 

ViLLe [47] - 
Developed to visualize programming syntax written by students in Java or 
C++. 

WebTask [48] - 
To write Java code in a method body, testing, and received feedback in 
animation and visualization environment. 

Knowledge & Skill 

with Errors or 

Misconceptions 

ADIS [49] 

Constraint Based 
Modelling 

 

To teach basic algorithms of linked-lists, stacks, queues, trees and graph 
by visually. 

ADIL [50] - To teach C language and explain logical errors. 

AutoLEP [51] - 
Helps students to find and work through bugs in C language and also 

provides immediate detailed feedback. 

Collab ChiQat [52] - 
Developed to teach linked lists, stacks, and binary search trees in 
collaboration environment. 

iList [53]  - Helps students to learn linked lists in visualization form. 

iSnap [54] 
Contextual Tree 

Decomposition algorithm 
To teach programming control structure using block-based programming. 

INCOM [55] 
Constraint Based 

Modelling 
Help students on programming logic using Prolog. 

J-LATTE [56] 
Constraint Based 
Modelling 

To teach Java in terms of design and syntax. 

OOPs [57] 
Constraint Based 

Modelling 

Help students to understand and overcome their misconceptions in OOP 

and reinforce the correct learning methods. 

ProBot [58] Rule Base 
Use game concept to improve students’ abilities in programming control 
structures. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 7, 2022 

673 | P a g e  

www.ijacsa.thesai.org 

@KU-UZEM [59] 
Constraint Based 
Modelling 

To teach C language and to overcome misconceptions in terms of concept 
and syntax. 

Knowledge & Skill 

with Learning Styles & 

Learning Preferences 

ABITS [60] 

Association Rule Mining 

And Fuzzy C-Means 
Clustering  

Introduction to Java Programming. 

EDUCA [61] 

 
Neural Networks Introduction to Maya Programming Language.  

ELM-ART [62] - 

Introduction to LISP Programing. Sample based problem solving support, 
detailed analysis of student answers, solving support, 

reminder option. 

Protus [63] - 
Help students during programming learning process by advising students 
to take an appropriate action when needed, monitoring their progress and 

tracking student learning styles. 

Knowledge & Skill 

with Cognitive 

Features 

APT [64] ACT-R theory To write short programs in Lisp, Pascal or Prolog 

WPAS [65] - Supporting programming learning activities with various difficulty levels. 

Knowledge & Skill 

with Affective Features 

E-Learning 3.0 [66] 
Fuzzy-Logic and Nayve 

Bayes classifier algorithm 
To teach Java according student emotions. 

PIT [67] - 
Teach programming skill and provide feedback based on students’ 

emotion. 

Knowledge & Skill 

with Motivation 
FITS [68] Bayesian networks To teach flowchart using game environment. 

Knowledge & Skill 

with Cognitive 

Features and Affective 

Features 

Java Sensei [69] 
 Neural Networks, Fuzzy 
Logic 

To teach Java and analyze student cognitive and emotion level during 
using the system. 

JavaTutor [70] 
ACT-R theory & machine 

learning techniques 
Teach Java by interacting human-to-computer and body expressions. 

Knowledge & Skill 

with Learning Styles & 

Learning Preferences 

and Motivation 

LOs [71] Rule Base Used simulation-based to teach array sorting. 

Whereas another 52% or 23 articles focused on a 
combination of two to three student characteristics where one 
of the combinations is knowledge and skill. From the study, it 
was identified that 25% or 11 articles focused on knowledge 
and skills with errors or misconceptions as students’ 
characteristics to build the student model. The researchers aim 
is to improvise the students’ knowledge by learning from 
mistakes. From the educational point of view, learning from 
mistake or error can be powerful learning process, especially 
for learning programming. Students learn much faster when 
they made mistake first, especially in programming. In other 
words, getting the incorrect answer helps them to remember 
the correct one. To develop the student model base on these 
two students’ characteristics, the researchers has considered 
three different modelling techniques which are Constraint 
Based Modelling, Contextual Tree Decomposition algorithm 
and Rule Base. Among these three techniques, Constraint 
Based Modelling is most preferred by the researcher because 
the algorithm was originally developed as a hypothesis about 
how student learn from their mistakes. 

Two articles or 4% focused on knowledge and skill with 
cognitive features as students’ characteristics for their student 
model. The cognitive features are students’ ability to learn and 
recall memory and also capabilities to solve problems and 
make conclusion were used to construct the user model. ACT-
R (Adaptive Control of Thought—Rational) theory was used to 
develop the tutoring system student model. The theory using a 
cognitive architecture that uses production rules to model 
student problem solving processes. 

Another two articles or 5% focused focus on knowledge 
and skill with affective features as students’ characteristics for 
their student model. This model was able to recognize and 
analyze student emotion such as frustration, boredom, 
engagement, confusion and excitement through students’ facial 
expressions. The system was developed base on Fuzzy-Logic 
and Naive Bayes classifier algorithm. 

One article or 2% focused on knowledge and skill with 
motivation as students’ characteristics to construct the user 
model. The model was developed using Bayesian networks in 
game environment call tic-tac-toe. While another four article or 
9% construct the student model based on knowledge and skill 
with learning style and learning preferences. The model able to 
track students’ learning styles during their learning process by 
advising students to take an appropriate action when needed. 
Association Rule Mining and Fuzzy C-Means Clustering and 
Neural Networks were considered as modelling technique to 
construct the student model base on students’ characteristics. 

There are two articles or 5% focused on a combination of 
three student characters which are knowledge and skill with 
cognitive and affective features. The user model was developed 
to analyze students’ cognitive and emotional conditions during 
the learning process. The model use ACT-R theory for 
knowledge representation while affective features were 
obtained through body expressions using sensor detection. The 
detection performed using machine learning techniques. 

Lastly, one article (2%) focused on knowledge and skill 
with learning styles and learning preferences and motivation as 
students’ characteristics to construct the tutoring system 
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student model. The model able to detect students’ learning 
styles and preferences using some predefine rules during the 
learning process and to motivate the students, simulation and 
visualization was used in the system user interface design. 

From Jamal and Naemah [72] point of view, the effective 
teaching of programming subjects can be achieved by 
providing an appropriate tutoring system for the students. To 
achieve this, what type of students’ characteristic need to be 
decided for the student model before developing the tutoring 
system [7]. From Fig. 4, it can say that knowledge and skills is 
an essential students’ characteristic used to construct the 
tutoring system student model. Unfortunately, other students’ 
characteristic is less considered especially students’ 
motivation. 

From the findings presented in Table II and Fig. 4, it can be 
seen that only 4.0% or 2 articles [68], [71 considered 
motivation as a student characteristic for the student model in 
IPT. On the other hand, Hooshyar et al. [68] used the game 
approach to motivate students to learn programming algorithm 
while Tuparov, Tuparov and Jordanov [71] used simulation-
based ITP to help motivate students to understand array 
sorting. These motivations only encourage students as per view 
only. 

Based on the results obtained from the existing literature 
thoroughly discussed above, it can be concluded that there is a 
lack of focus on motivation as a students’ characteristic for 
student model mainly in IPT and generally in ITSs. Since 
student motivation is an important factor [15], [73] in learning 
programming [74], therefore the same consideration needs to 
be considered at the IPTs level and also ITSs. 

IV. CONCLUSION 

IPT is derived from ITSs. To develop an IPT system, 
students’ characteristics need to be considered first before 
construct the student model which is one of important model in 
ITS architecture. From this study, it was identified that 
motivation was less considered as students’ characteristics in 
constructing student model for IPT and generally in ITSs. 
Motivation and learning are highly complex aspects of human 
behaviour. Motivation has been agreed as a crucial aspect 
affecting learning behaviour, learning process and learning 
achievement. So, the same concern need to be consider in 
tutoring system implementation where can bring numerous 
benefits. 
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Abstract—Business and economics news has become one of 

the factors businesses consider when making decisions. However, 

the exponential increase in the availability of business 

information sources on the internet makes it more difficult for 

entrepreneurs to keep up with and extract useful insights from 

many news articles. Although many preceding works focused on 

the sentiment extracted in the news, the results were intended for 

everyone. The sentiments based on a user's queries are needed to 

provide customized service. Hence, this paper proposed a system 

integrated into a chatbot to automatically understand users' 

queries and recommend sentiments based on news articles. The 

main objective is to provide entrepreneurs, especially those 

considering international trade and investment, with the 

sentiments embodied in the latest news articles to help them keep 

up with the business and economic trends relevant to them. The 

methodology is based on deep learning and transfer learning. A 

pre-trained deep learning model was fine-tuned for natural 

language processing tasks to perform sentiment analysis in news 

articles. A survey questionnaire was used to measure the 

effectiveness of the system. The survey result showed that most 

users agreed with the predicted sentiments from the system. 

Keywords—Sentiment analysis; deep learning; pre-trained 

model;  natural language processing 

I. INTRODUCTION 

One of the important sources of business information for 
entrepreneurs is news articles. News, especially business and 
economics news, has become one of the factors that 
entrepreneurs consider when deciding to trade or expand the 
business to other countries. The news could be more than just 
a medium to report on what has happened or carry information 
about the topics or entities discussed in the articles. They 
could also carry sentiments or trends toward the main content, 
such as products or companies mentioned in the articles. In 
other words, news conveys how the authors and people feel 
about the entity. This public sentiment is crucial to business 
because it tells how the public feels about the product or 
service. It also significantly influences the future of the 
product or service industries. But with the advancement in 
internet technology, the amount of news articles is increasing 
rapidly. Therefore, it has become a challenge for entrepreneurs 
to keep up with the rapidly increasing number of news 
sources, filter out unreliable sources, find all relevant 
information they need, and extract sentiments manually. 

 Sentiment analysis is a natural language processing (NLP) 
technique used to determine and extract subjective 
information in a text. The information could be people's 
opinions, sentiments, or attitudes towards entities. Due to the 
rapid growth of data on social media, sentiment analysis has 

become one of the most active research topics in NLP. 
Moreover, due to its superior performance in many application 
domains, deep learning has gained popularity, thanks to 
advanced cloud-based technology and increasing computing 
power. Among the success of deep learning in various 
application domains, deep learning has been used in sentiment 
analysis [1-3]. Many deep learning models can be applied or 
adapted to NLP datasets to attain high accuracy [4]. Therefore, 
this paper focuses on applying deep learning to automatically 
analyze many news articles and recommend sentiments based 
on news articles. The suggested sentiment can be considered 
an indicator that reflects consumers' attitudes and economic 
outlook toward the specific product in the country. Therefore, 
it can help a user make proper business decisions. 

There are two main contributions to this paper. First, a 
deep-learning-based model is proposed to automatically 
understand users' queries and analyze and recommend 
sentiments based on current news articles. Second, the 
proposed model was integrated into a chatbot to provide an 
end-to-end solution in a business and economic domain so that 
the model could be tested in practice. As a result of this 
system, users can stay up to date on business and economic 
trends relevant to their specific fields. 

The rest of the paper is organized as follows. First, an 

overview of the related works is presented in Section II. Next, 
the methodology of the proposed system is discussed in 
Section III. Then Section IV shows the results and findings. 

Finally, Section V gives conclusions regarding this work. 

II. RELATED WORK 

Sentiment analysis has begun to be used in economics and 
finance recently. Many studies are concentrating on using 
sentiment analysis for stock prediction. Several works [5-7] 
analyzed tweets' moods or opinions and used machine 
learning methods for prediction. [5] studied whether the 
collective mood states extracted from the Twitter feed can be 
used to predict the value of the Dow Jones Industrial Average 
(DJIA). They used a Self-Organizing Fuzzy Neural Network 
to predict the changes in DJIA closing values. The results 
showed that the prediction accuracy was significantly 
improved when including a calm sentiment. [6] calculated a 
sentiment score of each tweet using a dictionary-based method 
and created feature vectors of sentiment scores to train a 
support vector machine (SVM) to classify the stock trend. The 
best accuracy was 90.34%. [7] also used a dictionary-based 
method with eight sentiments to analyze Twitter data. 
However, the results showed that adding sentiment data did 
not significantly improve accuracy. 
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Recent works [8-10] have developed a prediction model 
based on a deep learning approach. [8] used deep learning 
models to extract features from news headlines and predict 
stock prices. A Convolutional Neural Network (CNN) model 
was used to transform the sequence of words in the news title 
to the level of sentiment. The sentiment and other technical 
indicators were inputs to the Long Short-term Memory 
(LSTM) model to predict the price movement. The model 
achieved a 97.66% accuracy rate. [9] employed a similar 
approach where they extracted sentiments in the news content 
on Sina Weibo, China's largest online social network. They 
then input the sentiment features and technical indicators into 
an RNN-boost model to predict the stock volatility in the 
Chinese stock market. [10] enhanced LSTM by utilizing an 
attention mechanism to make predictions on the final output 
and informative outputs from hidden states. The results show 
that the attention-based LSTM improved prediction accuracy 
and reduced computational time. 

Several other papers have focused on the economic 
sentiment embodied in the news and social media, especially 
Twitter. The author in [11] proposed a new technique to 
measure economic sentiment embodied in the news. Unlike 
survey-based economic sentiment measures, their index relies 
on extracting sentiment from news articles. The technique was 
applied to two applications. In the first application, they use 
their news sentiment index to predict consumer sentiment 
based on surveys. They found that the news sentiment is 
strongly predictive of Michigan Consumer Sentiment Index 
and the Conference Board's Consumer Confidence Index. 
Second, they investigated how the macro-economic response 
to sentiment shocks. They found that positive sentiment 
shocks increase consumption, output, and interest rates and 
temporarily reduce inflation. The author in [12] build a model 
to predict the sentiment index of a company based on news 
about that company. The authors evaluated their model by 
measuring the model's accuracy to predict the company's stock 
price movement. The result showed that the model has an 
average accuracy score of around 70.1%. The author in [13] 
proposed an automatic news chatbot that provides a variety of 
news articles organized into chatrooms based on news topics. 
When a user enters a chatroom, the chatbot provides the latest 
news articles on a given topic. A user can also ask specific 
questions regarding the topic, which a chatbot will answer 
with short sentences and provide a link to an article containing 
the answer. The drawback is a user cannot start a conversation 
by asking a specific question. Instead, a user must pick one of 
the topics to have conversations about that topic. 

While most of the preceding work focused on the 
sentiment extracted in the news content where the results were 
intended for everyone, such as the consumer sentiment or 
sentiments for stock predictions, the sentiments based on a 
user's queries are needed to provide a customized service to 
the users. As a result, this work proposed a system that 
automatically understands users' queries and recommends 
sentiments based on current news articles. The system was 
integrated into a chatbot to provide easy access to the system 
for users. The system would help users to keep up with the 
latest business and economic trends in their fields of interest. 

III. METHODOLOGY 

This section describes the system architecture and how it 
processes users' queries to suggest product sentiments to users. 
The system consists of four components: a conversational 
interface, a keyword extraction module, a news search 
module, and a sentiment analysis module, as shown in Fig. 1. 
First, a user sends a query through a conversational interface. 
Next, the query is sent through the system. After receiving the 
query, the system extracts a keyword from the query and 
gathers news articles from trusted sources related to the 
keywords. It then analyzes the articles and suggests the 
sentiment. The news articles' list and their sentiment are then 
sent back to a user. The details of each component are 
explained in the following subsections. 

 

Fig. 1. The Architecture of the Proposed System. 

A. The Conversational Interface 

The first component is a conversational interface acted as a 
chatbot to interact with users. The LINE messenger app was 
used as the conversational interface for this work because it is 
Thailand's most used messaging app [14]. Thus, the system 
can easily be accessible to Thai users. 

 
(a)      (b) 

Fig. 2. The Conversational Interface. (a): Regular Response (b): Response 

with Empty List of Local News. 

The conversational interfaces are shown in Fig. 2(a) and 
2(b). Fig. 2(a) shows a response to the LINE messenger app 
when a user sends a message, "What is the direction of shoes 
in Thailand?". The first line in the response message is the 
sentiment of the keywords "shoes" and "Thailand." After the 
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first line, it shows a list of local and global news articles 
related to the keywords. The local news is the news from local 
news providers such as bangkokpost.com or vietnamnews.vn. 
The global news is the news from global news providers such 
as channelnewsasia.com or asia.nikkei.com. If there is no 
related news, the list will be empty, as shown in Fig. 2(b) 
where the list of local news is empty. 

The system suggests three types of sentiment: positive, 
neutral, and negative. The interpretation of the sentiments of 
keywords is as follows. The positive and negative sentiments 
mean the keywords have a positive or negative economic 
outlook. While the neutral sentiment means the keywords 
have neither a positive nor negative economic outlook. 

B. The Keyword Extraction Module 

The main objective of this module is to extract keywords 
in a user's query and pass the keywords to the news search 
module for searching relevant news articles. The keywords 
can be a single word or a combination of words in a query. 
Fig. 3 displays an overview of the input and output of the 
keyword extraction module. First, a user sends a message, 
"What is the trend of tourism in Myanmar?" via a 
conversational interface. Next, the message is sent to the 
keyword extraction module. The module then extracts 
keywords; in this example, the extracted keywords are 
"tourism" and "Myanmar." The News search module then uses 
this keyword to search for relevant news articles. If the 
module cannot identify any keywords, the system will tell a 
user that no keywords can be identified and ask a user to try a 
different query. 

The module first tokenizes the sentences and identifies 
parts of speech (POS) tags to extract keywords. The keyword 
in the message is a combination of words tagged as nouns and 
proper nouns, both singular and plural. The result of 
tokenizing and POS tagging the sentence “What is the trend of 
tourism in Myanmar?' looks like this: 

('What', 'WP') 

('is', 'VBZ') 

('the', 'DT') 

('trend', 'NN') 

('of', 'IN') 

('tourism', 'NN') 

('in', 'IN') 

('Myanmar', 'NNP') 

('?', '.') 

 

Fig. 3. An Overview of the Input and Output of the Keyword Extraction 

Module. 

The tagging result has three nouns: 'trend,' 'tourism,' and 
'Myanmar' in the sentence. After filtering out the word 'trend,' 
the keyword is "tourism Myanmar." 

This work used the NLTK toolkit [15] for tokenizations 
and POS tagging. NLTK is a leading tool for working with 
NLP in Python. It provides various libraries for text 
processing, including tokenizations and POS tagging. 
Tokenization is how a sentence is broken into words and 
punctuations. For example, "What is the trend of tourism in 
Myanmar?" is tokenized as ['What', 'is', 'the', 'trend', 'of', 
'tourism', 'in', 'Myanmar', '?']. After that, the module classifies 
words into parts of speech and labels them accordingly using a 
POS tagger. The POS tagger uses a UPenn Tagset, as shown 
in Table I. 

TABLE I. A LIST OF PART-OF-SPEECH TAGS 

Tag Description 

CC Coordinating conjunction 

CD Cardinal number 

DT Determiner 

EX Existential there 

FW Foreign word 

IN Preposition or subordinating conjunction 

JJ Adjective 

JJR Adjective, comparative 

JJS Adjective, superlative 

LS List item marker 

M.D. Modal 

N.N. Noun, singular, or mass 

NNS Noun, plural 

NNP Proper noun, singular 

NNPS Proper noun, plural 

PDT Predeterminer 

POS Possessive ending 

PRP Personal pronoun 

PRP$ Possessive pronoun 

R.B. Adverb 

RBR Adverb, comparative 

RBS Adverb, superlative 

RP Particle 

SYM Symbol 

TO to 

UH Interjection 

VB Verb, base form 

VBD Verb, past tense 

VBG Verb, gerund, or present participle 

VBN Verb, past participle 

VBP Verb, non-3rd person singular present 

VBZ Verb, 3rd person singular present 

WDT Wh-determiner 

WP Wh-pronoun 

WP$ Possessive wh-pronoun 

WRB Wh-adverb 
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C. News Search Module 

This module searches for relevant articles across trusted 
news sources using the extracted keyword from the keyword 
extraction module. Two lists of trustworthy news sources were 
curated: a local and global list. The local list contains high-
reputable local news sources from each country, while the 
global list contains high-reputable news sources covering 
news mainly from Asia and worldwide. The local news 
sources are as follows: 

 https://en.vietnamplus.vn 

 https://english.vov.vn 

 https://aecnewstoday.com 

 www.irrawaddy.com 

 https://elevenmyanmar.com 

 https://english.cambodiadaily.com 

 www.phnompenhpost.com 

 https://laotiantimes.com 

 https://www.bangkokpost.com/ 

The global news sources are as follows: 

 asiatimes.com 

 www3.nhk.or.jp 

 https://asia.nikkei.com 

 https://www.asiaone.com 

 https://www.businessnewsasia.com 

 https://www.channelnewsasia.com 

 http://annx.asianews.network 

 www.businesstimes.com.sg 

Google Programmable Search Engine (formerly known as 
Google Custom Search) was used to search across a collection 
of local and global news sources. A custom search JSON API 
was created with the Google Programmable Search Engine to 
retrieve search results automatically in JSON format via 
RESTful requests. In addition, this module was set to return 
news articles published within 12 months. 

D. Sentiment Classification Module 

This module classifies a sentiment related to the user's 
keyword. The sentiment of the keyword is based on 
sentiments of its related news articles. The keyword's 
sentiment depends on how the news providers and people feel 
about the content the keyword was discussed. This module 
consists of two models: a deep learning model and a classifier, 
as shown in Fig. 4. 

Fig. 4 shows how the Sentiment Classification Module 
works. This example uses a user query "What is the trend of 
tourism in Myanmar?" where the news search module returns 
a list of news articles as follows: 

 Article 1: Week in Review: Tourist arrivals fall 75% in 
2020. 

 Article 2: Myanmar sees 75% drop in tourist arrivals. 

 Article 3: Mandalay eyes tourism revival post-
pandemic. 

 Article 4: Mandalay prepares to reopen hotels, revive 
tourism. 

 

Fig. 4. An Example of How the Sentiment Classification Module Works. 

After receiving a list of news articles, the sentiment 
classification module performs two steps. First, it calls a deep 
learning model to calculate sentiment scores for each article. 
There are three sentiments: negative, neutral, and positive. 
Hence each article is assigned three scores for the three 
sentiments. The result from the first step would look like this: 

 Article 1: (negative, 0.4) (neutral, 0.3) (positive, 0.3). 

 Article 2: (negative, 0.5) (neutral, 0.2) (positive, 0.3). 

 Article 3: (negative, 0.3) (neutral, 0.3) (positive, 0.4). 

 Article 4: (negative, 0.3) (neutral, 0.4) (positive, 0.3). 

Second, it classifies a sentiment for the keywords by 
choosing the sentiment with the highest average scores from 
all news articles. From the example, the averages of the three 
sentiments from four articles are below: 

 (negative, 0.375) (neutral, 0.3) (positive, 0.325) 

The averages show that the negative sentiment has the 
highest score, so it classifies the sentiment's keywords as 
"Negative". The system then sends the result back to the user, 
saying, " The tourism trend in Myanmar is Negative.". 

1) Sentiment classification module: Many works provide 

methods and tools for sentiment analysis. Recently, most 

meth-ods have been based on deep learning with transfer 

learning. Deep learning is a sub-field of machine learning 

methods based on neural networks. The networks typically 

have three or more layers, performing feature extraction and 

transformation via a cascade of multiple layers of linear and 

nonlinear processing nodes. The lower hidden layers near the 

input layer learn simple features, while the higher layers learn 

complex features derived from lower layers. 

A transfer learning is a machine learning technique where 
a model is trained for one task and applied to a different but 
related task. The common approach to using transfer learning 
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for deep learning is to use a pre-trained model. A pre-trained 
model is chosen from available models typically released by 
research institutes for this approach. The pre-trained model is 
then trained and fine-tuned on a new dataset for the task of 
interest. 

Many pre-trained deep learning models can be employed 
for the task. Hence, four models were tested in the 
experiments, Bert, RoBERTa, XLM-R, and XLNet. The best 
model would be selected for the system. Google's Bert [16] is 
a bi-directional model pre-trained on an unlabeled text that 
can be used to create a wide range of tasks by fine-tuning with 
just one additional output layer. RoBERTa [17] extends the 
original BERT model where the researchers fine-tune the 
original BERT model with a huge dataset and improved input 
representation. XLM-R [18] is a cross-lingual language model 
trained with MLM (Masked Language Modeling) on one 
hundred languages and terabytes of texts. Finally, XLNet [19] 
is an auto-regressive language model which uses the context 
word to predict the next word. The model has also addressed 
some drawbacks of BERT and outperformed BERT in many 
tasks. 

A linear layer was added on top of the pooled output to 
calculate sentiment scores, as shown in Fig. 5. Next, all 
models were trained and fine-tuned for a classification task 
where the outputs are probabilities of three classes: positive, 
negative, and neutral. 

2) The dataset: The dataset used to train and fine-tune 

models was curated by [20]. The dataset contains about 5000 

news titles from financial news resources, where each title was 

labeled as positive, negative, or neutral by annotators with 

good backgrounds in business and investment. The classes 

reflect an investor's perception of business and market 

conditions on the news. The positive class means the news 

title appears to positively influence the market and vice versa 

for the negative class. If the news title reflects neither positive 

nor negative influence, the news title is considered neutral. 

Each news title was trimmed to have the maximum sequence 

length of 256 for fast processing in a real-time environment. 

Examples of news titles and their sentiments are shown in 

Table II. 

 

Fig. 5. The Architecture of the Proposed Deep Learning Model. 

TABLE II. EXAMPLES OF NEWS TITLES AND THEIR SENTIMENTS 

News Title Sentiment 

According to Gran, the company has no plans to move all 

production to Russia, although that is where the company is 
growing. 

neutral 

Technopolis plans to develop in stages an area of no less than 
100,000 square meters to host companies working in computer 

technologies and telecommunications, the statement said. 

neutral 

With the new production plant, the company would increase its 

capacity to meet the expected increase in demand and would 
improve the use of raw materials, and therefore increase the 

production profitability. 

positive 

According to the company's updated strategy for the years 

2009-2012, Basware targets a long-term net sales growth in the 
range of 20 % -40 % with an operating profit margin of 10 % -

20 % of net sales.  

positive 

The international electronics industry company Elcoteq has laid 

off tens of employees from its Tallinn facility; contrary to 
earlier layoffs the company contracted the ranks of its office 

workers, the daily Postimees reported 

negative 

A TinyURL link takes users to a scamming site promising that 

users can earn thousands of dollars by becoming a Google ( 
NASDAQ: GOOG ) Cash advertiser. 

negative 

IV. RESULTS AND DISCUSSION 

This section shows the performance of different pre-
trained deep learning models for model selection and the 
system's performance based on a user survey. Error analysis 
and some discussions are also provided. 

A. Model Selection 

Four deep learning models were tested for model selection. 
The models were Bert, RoBERTa, XLM-R, and XLNet. The 
Transformers and FastAI libraries [21, 22] with the default 
architecture were used to implement the deep learning models 
where weights were initiated randomly. First, the dataset was 
divided into a train and test set with a split ratio of 60:40. The 
training set was used to fine-tune the pre-trained models, and 
the test set was used to select the best model. Next, the models 
were trained with the Adam optimization algorithm with an 
accuracy rate as a metric. Adam optimization algorithm is an 
algorithm to update the weights in neural networks during 
training. The Adam optimization algorithm was chosen 
because it works well in many empirical results and is 
recommended as the default algorithm [23, 24]. The key 
metrics to evaluate the performance of the models are 
accuracy rate and computation time on the test set. 

From Table III, the accuracy rates of Bert, RoBERTa, 
XLM-R, and XLNet are 0.8500, 0.8633, 0.7367, and 0.8667, 
respectively. From the results, RoBERTa is tied with XLNet 
regarding the accuracy rate, but it took the least computational 
time, so RoBERTa was chosen for the system. 

TABLE III. EXPERIMENTAL RESULTS ON A MODEL SELECTION 

Model Accuracy Rate Computational Time (Seconds) 

Bert 0.8500 0.0428 

RoBERTa 0.8633 0.0378 

XLM-R 0.7367 0.3742 

XLNet 0.8667 0.0399 
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B. Performance Evaluation 

There is no public ground truth for evaluating the accuracy 
of the predicted sentiments of keywords because a sentiment 
of a keyword depends on the current economics, and it can 
change as time goes by. For this reason, a user survey was 
employed to measure the system's effectiveness from users' 
perspectives. First, the participants were asked to make a few 
queries using keywords of their choices and give feedback on 
the results. After that, users were asked two questions: 

1) On a scale of 1 – 5, with 1 being highly irrelevant and 5 

being highly relevant, how relevant each news article is to 

your keyword? 

2) What sentiment would you assign to your keyword 

from your perspective? 

The first question is to measure the relevancy of the news 
articles to the keyword. Participants were asked to rate an 
individual news article. A relevance rating for the keyword 
was calculated by averaging the ratings of all of its news 
articles. The second question measures the accuracy of the 
keyword sentiment from the users' perspective. It is used as a 
keyword accuracy rate, the fraction of predictions the system 
got right according to users' perspectives. 

For example, a user searching for a 'What's the trend of 
shoes in Vietnam?' result is shown in Fig. 6. In the figure, the 
predicted sentiment for the keyword is "Positive," where the 
extracted keyword for the user's query is 'shoes Vietnam'. The 
system also returned related recent news articles to the user. 
Each title contains a link to its original news source. 

Next, the participants were asked to rate each article in 
terms of relevancy to the keywords. The rating scale is 1 to 5. 
Table IV shows a news relevance rating for each news article 
and the news relevance score, which is an average of all 
ratings. For this example, the news relevance score is 3.88, 
indicating that the news articles are somewhat relevant to the 
keyword. The participants were also asked what sentiment 
they would assign to the keyword based on the news and their 
perspective. For example, for the keyword 'shoes in Vietnam', 
the user assigned a 'Positive' sentiment the same as the 
sentiment predicted by the system. 

Search result for 'What's the trend of shoes in Vietnam?':  

* The predicted sentiment is 'Positive'.  

* Related news articles: 

- Footwear and textile set for a strong bounce back - Vietnam News 

- Leather and footwear on course for strong recovery: LEFASO –  

 Vietnam News 

- COVID-39 woes: Footwear exports likely to fall short of the target  

- Coffee shoes help entrepreneurs tread new ground - Vietnam News 

- Vietnam's bittersweet moment in Trump's spotlight .. Nikkei Asia 

- Global manufacturers are flocking to Vietnam. Is it ready? ..Nikkei Asia 

- Vietnam greenlights E.U. trade pact in a bid for China-exit deals ... 

- Global footwear group's Vietnam operations were suspended for two  

 days 

Fig. 6. Search Result for a user's Keyword. 

TABLE IV. RELEVANCE RATINGS 

Keyword News Title 
News Relevance 

Rating 

shoes in 

Vietnam 

Footwear and textile set for a strong 

bounce back - Vietnam News 
5 

 
Leather and footwear on course for strong 

recovery: LEFASO - Vietnam News 
5 

 
COVID-39 woes: Footwear exports likely 

to fall short of the target  
3 

 
Coffee shoes help entrepreneurs tread new 

ground - Vietnam News 
5 

 
Vietnam's bittersweet moment in Trump's 
spotlight - Nikkei Asia 

3 

 
Global manufacturers are flocking to 

Vietnam. Is it ready? - Nikkei Asia 
3 

 
Vietnam greenlights E.U. trade pact in bid 
for China-exit deals ... 

2 

 
Global footwear group's Vietnam 

operations were suspended for two days 
5 

 Relevance rating 3.88 

Fifteen users participated in the survey. Seven of the users 
were entrepreneurs, and the remaining users were senior 
students with a major in international business management. 
Each user made 3 to 4 queries. The total number of queries 
was 40. The survey results show that the average relevance 
rating is 2.66 out of 5, and the accuracy rate of the keyword 
sentiment is 0.35. The average relevance rating and accuracy 
rate for each sentiment category were also computed, as 
shown in Table V. The results look promising, with a 62.50% 
accuracy rate for the positive articles and a 2.93 relevance 
rating for the negative articles. 

TABLE V. THE RELEVANCE RATING AND THE ACCURACY RATE BY 

CATEGORY 

Sentiment Relevance Rating Accuracy Rate 

Negative 2.9342 0.3636 

Neutral 2.5133 0.2380 

Positive 2.7142 0.6250 

C. Error Analysis 

After the evaluation process, classification errors were 
examined to identify how to improve the system. First, a 
confusion matrix was constructed to see what categories the 
system misclassified and what categories had been predicted 
correctly. From the confusion matrix in Table VI, the system 
predicted Neural sentiments the most (21/40), whereas users 
assigned Positive sentiments the most (24/40). So the results 
of 14 keywords that the system predicted Neutral sentiments, 
but users assigned Positive sentiments were examined. The 
examination result shows that a few articles sound positive but 
were assigned Neutral sentiment by the system. The Neutral 
sentiment also received the lowest relevance rating and 
accuracy rate, as shown in Table V. These results may be due 
to the class imbalance in the dataset used to train the model, 
where 59% of articles were Neutral. In comparison, only 12% 
and 28% of articles were Negative and Positive, respectively. 
Based on this finding, the system's performance in the Neutral 
category could be improved by employing a resampling 
technique to deal with an unbalanced dataset. 
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TABLE VI. CONFUSION MATRIX 

  
User Sentiment 

Total 
Negative Neutral Positive 

Predicted 

Sentiment 

Negative 4 2 5 11 

Neutral 2 5 14 21 

Positive 2 1 5 8 

Total 8 8 24 40 

Second, the queries that received the correct sentiments 
were analyzed. The result shows that they also received a 
higher news relevance rating. The finding may indicate that 
higher relevant news articles will likely improve the sentiment 
accuracy. To test if higher relevant news articles would help 
boost the accuracy rate, queries whose average relevance 
rating is less than 3 were removed and re-calculated the 
accuracy rate. There are 22 queries whose average relevance 
rating is less than 2. After removing those queries, the 
accuracy rate went up to 0.5. From the analysis, the search 
engine should be improved to return more relevant news 
articles so that the algorithm has better information to 
calculate a sentiment. 

Third, since the accuracy of keyword sentiments depends 
on the accuracy of predicted sentiments of news articles 
related to the keyword, the senior students who participated in 
the survey were asked to rate sentiments of the news articles 
in the search results from the survey. There were 268 news 
articles from 40 queries. Next, the accuracy rate and a macro-
F1 score of the news sentiment were computed by comparing 
the predicted sentiment classifications from the model to the 
sentiments rated by the users. The accuracy rate and a macro-
F1 score are 0.6679 and 0.4343, respectively. These results 
show that the system could accurately classify news 
sentiments, but those articles were irrelevant to their 
keywords. These results also emphasize the need to improve 
the system's search engine. 

D. Discussion 

The accuracy rate and a macro-F1 score of the news 
sentiment from the system are 0.6679 and 0.4343, 
respectively. These results are similar to the result in [11], 
where the authors proposed a new technique to measure 
economic sentiment embodied in the news. In [11], the macro-
F1 score was calculated using the 100-article test set for which 
they compared predicted sentiments from various models to 
human-provided sentiments. The lowest macro-F1 score was 
0.406 from using Lexicon only, and the highest macro-F1 
score was 0.525 from their proposed method. According to 
these macro-F1 scores, sentiment analysis is still very 
challenging. The majority of the current sentiment analysis 
techniques are data-driven machine learning techniques. 
Hence they have limitations in terms of data size and 
inconsistency of ground truth [25]. Furthermore, labeling 
needs to be done by humans, and human ability to label large 
volumes of data is limited. Moreover, there is a great deal of 
subjective opinions when it comes to business news. A bad 
situation for one business might be good for another business. 
As a result, it is essential to provide clear and concise 
instructions to produce high-quality annotations. In this study, 

the participants were asked to make queries related to their 
businesses or expertise to evaluate results from those 
businesses' perspectives. 

V. CONCLUSION 

This paper presents a methodology to automatically 
understand a user's query about a product and provide its 
sentiment embodied in news articles. The system is based on 
deep learning and transfer learning to build a model using a 
pre-trained deep learning model fine-tuned for sentiment 
analysis in news articles. The news articles are automatically 
searched and collected by the news search module from the 
lists of trustworthy news sources both locally and globally to 
ensure the quality of news articles. Finally, the model was 
integrated into a chatbot and tested in practice. The 
satisfaction survey shows participants agreed with the results, 
with a relevance rating of 2.66 and an accuracy rate of 35%. 
The evaluation by category shows that the positive articles 
received the highest accuracy rate of 62.50%, while the 
negative articles received the highest relevance rating of 2.93. 
In the future, the news search module could be improved to 
return relevant search results with higher precision by adding 
more capabilities such as semantic understanding to 
understand user intention better. Moreover, the sentiment 
classification module could be improved by re-training the 
deep learning model with different parameters. 
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Abstract—Customers’ review in Amazon platform plays an 

important role for making online purchase decision making, 

however the reviews are snowballing in E-commerce day by day. 

The active sharing of customers’ experience and feedback helps 

to predict the products and retailers’ quality by using natural 

language processing. This paper will focus on experimental 

discussion on Amazon products reviews analysis coupled with 

sentiment analysis using term-based method and N-gram to 

achieve best findings. The investigation of sentiment analysis on 

amazon product gain more valuable information on related text 

to solve problem related services, products information and 

quality. The analysis begins with data pre-processing of Amazon 

products reviews then feature extraction with POS tagging and 

term-based concept. e-Commerce customer’s reviews normally 

classify different experience into positive, negative and neutral to 

judge human behavior and emotion towards the purchase 

products. The major findings discussed in this journal will be 

using four different classifier and N-grams methods by 

computing accuracy, precision, recall and F1-Score. TF-IDF 

method with N-gram shows unigram with Support Vector 

Machine learning with highest accuracy results for Amazon 

product customers’ reviews. The score reveals that Support 

Vector Machine for unigram achieved 82.27% for accuracy, 82% 

precision, 80% Re-call and 72% F1-Score. 

Keywords—Sentiment analysis; e-commerce; term based; n-

gram 

I. INTRODUCTION 

The huge growth of opinion sharing platform in E-
commerce such as Amazon, E-bay, Shopee, Zalora and Lazada 
could facilitates the customers to understand better about 
products that been available in online platform [1] [2]. Sharing 
customer’s experience and feedback help to predict the 
products and retailer quality by using natural language 
processing. Furthermore, customer’s experience rating (1 to 5 
stars) and reviews also play important role to express 
customers satisfaction namely 4 and 5 score represent positive 
attitude, score 3 represent neutral and score 1 and 2 represent 
negative attitude [3] [4]. Product star ratings in E-commerce 
used to evaluate product quality information and online 
customer behavior from various dimensions whether it could 
be positive or negative. 

Amazon is one popular online platform for buying and 
selling online products purchase by customers [2] [5]. 
Customers’ review and rating in Amazon platform plays 
important role to make a purchase decision however the 
reviews have grown remarkably in e-Commerce. Naturally, it 

consumes plenty of time to digest and explore huge amount of 
reviews to make a right decision [2] [3] [6] [7]. Other than that, 
customer may also get indecisive to make right purchase 
decision especially the 3-stars in Amazon represent neutral. In 
addition, there are also inadequate summary of dominant 
reviews from E-commerce platforms for satisfied customers 
[8]. The semantic words in reviews also create noise to the 
result and low frequency problem. 

The aim of this paper is to explore on quality of text 
representation and categorization with better classifiers as to 
measure and judge the important raw information. Therefore, 
sentiment analysis help predicts the polarity sentiments in 
reviews which could be positive, neutral or negative. Sentiment 
analysis explores expression and emotion of customers which 
feeds extract important information from customers’ reviews 
[6]. Sentiment classification strategy evaluate and described the 
text in reviews with aspect level by identifying interest words 
from reviews using text mining method [6] [9], whereby 
sentiment analysis approach machine learning and dictionary 
based method [10]. Machine learning method classifies the text 
and dictionary method identifies polarity of words. In this case, 
text mining would drive the information to organize text as 
positive, negative and neutral. Text mining retrieves the 
relevant information to segregate between structured and 
unstructured data [11] [12]. This paper will present 
experimental result and analysis using term based method 
using data from Amazon products. The objective of this paper 
is to reveal the insightful meaning and identify the polarity 
pattern from unstructured data using sentiment analysis. It 
includes method as data pre-processing, feature extraction, 
sentiment polarity prediction and classification. 

This paper would be sorted out such a manner that after this 
introduction, Section II comprises of related works it covers 
some of previous studies on sentiment analysis. Later in 
Section III, it elaborates text mining methods. The following 
Section IV will explain in detail of the approach on data and 
method as solution to this paper summary. The methodology 
used in this experiment as describe deeply in this section. Next, 
Section V present summary of result on discussion obtained 
from experiment. Section VI discuss on contribution of this 
paper to customers using e-Commerce. Finally, the last section 
concludes the findings of paper and acknowledgment. 

II. RELATED WORK 

This section presents several studies with different 
approaches to analyze sentiments in review. Many researchers 
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have experience to work with customers’ reviewers in using 
sentiment analysis. Naturally Customers’ reviews are very 
important to identify product satisfaction, product features and 
services for convenient customers [3] [4] [13]. The sentiment 
analysis result from various method helps provide effective 
purchase decision and reducing search cost in E-Commerce. 
Sentiment analysis polarize the review into positive, neutral 
and negative with natural language processing for judging 
human behavior and attitude [6]. Authors in [14] have worked 
with sentiment analysis using Support Vector Machine (SVM) 
to analyze reviews in tweets. The survey results present several 
techniques and methods of sentiment analysis which provides 
different results but if combine both methods then it produces 
better result. The main factors of best result are selection of 
methodology for data preprocessing, feature extraction phase 
and ratio between training and testing. Hence, author Minu 
with other researchers [15] has conduct experiments on mobile 
products reviews using machine learning algorithms and 
exploring the result with different datasets. POS tagging used 
to recognize the reviews noun, adjective, verb and adverb. The 
aspects are than polarize into positive and negative using 
TextBlob and machine learning approaches such as K-Nearest 
Neighbour, Support Vector Machine, Multinomial Naïve 
Bayesian and Bernoulli Naïve Bayesian used for predict the 
result. The best accuracy of mobile reviews is given by K-
Nearest Neighbour and Bernoulli Naïve Bayesian. 
Furthermore, the sentiment analysis also implemented on 
different language for analyze various machine learning 
algorithm with N-gram as feature extraction [16]. Arabic 
opinion from twitter collected and associate data pre-
processing with the phrases for noise reduction. N-gram which 
is number of terms used to search word such unigram (1), 
bigram (2) and trigram (3) used as feature extraction to 
generate frequent appealing words. By applying machine 
learning approaches the result present that PA and RR using 
unigram, bigram and trigram present best result as 99.96%. On 
other hand, online customer reviews from Tokopedia been 
analyze for understanding service quality level using sentiment 
analysis [17]. Whereby the unstructured data performed 
starting with data pre-processing, TF-IDF implemented for 
identifying frequent itemset and reduce noisy from dataset. 
Finally, Naïve Bayes classifiers used for measure accuracy, 
recall and precision. The result shows Naïve Bayes present 
very good result for classifying sentiment and the overall 
methods used are more effective to perform better. More 
details on text mining methods been discussed in Section III. 

III. TEXT MINING METHODS 

 Some prominent researchers have used text mining 
methods in E-commerce such as the Amazon reviews from 
large textual database in the form of structured and 
unstructured data [12] [18]. Text mining includes process such 
as data collection, data pre-processing, feature extraction, 
classification and measurement. Even Machine learning tools 
been utilized to explore text mining method to organize and 
categorize data in further details. The process data used for 
predictive analysis, business application, business intelligence, 
decision support system and data warehouse where there is a 
need to refer customers’ requirement [19]. There are four 

method of text mining are discussed in this section such as 
Term based, Phrase based, Concept based and Pattern based. 

A. Term Based 

The dataset filtered and stemmed to obtain frequency of 
term used to represent as document is presented with term-by-
frequency matrix [18]. While Term base method contributes 
terms into documents as to discover weights for each describe 
terms. Term frequency and inverse document frequency (TF-
IDF) model generally been used to calculate frequent word in a 
document with inverse proportion of word whereby the model 
converts textual data to Vector Space Model (VSM) [20]. 

TF : Term Frequency refer to number of term in a 
documents [18] [21]. TF calculated as [22] : 

TF(t,d) = 
𝑛𝑡

𝑁(𝑇,𝑑)
              (1) 

Nt represent number of frequency of term t in a document 
d, N(T,d) shows sum of total terms T in document. 

IDF : Inverse Document Frequency refer to calculated 
(log(N/DF)) number of documents containing term as shown 
below [18] [21]. 

IDF = log
𝐷

𝑛𝑑
              (2) 

D represent sum of documents in the corpus, nd number of 
document. Hence, TF-IDF calculated as: 

TF-IDF = TF * IDF             (3) 

Yusheng Zhou with other researchers, has implemented 
TF-IDF algorithm to investigate helpfulness of online reviews 
and which later explores correlation between review title and 
content on review helpfulness [21]. Other than that, in social 
media such as Twitter and Facebook also utilize TF-IDF 
method to extract and categorize sentiment in reviews from 
unstructured data [20] [23]. Those studies indeed help decision 
making by identify polarity (positive, neutral, negative) of 
reviews using sentiment analysis method. The researcher also 
capitalizes TF-IDF extraction method with Amazon dataset to 
analysis customers’ reviews on products in making decisions 
and improving performance of retailers [24]. Other than 
English language reviews, Bahasa reviews from Tokopedia 
website been collected to analysis and identify hidden pattern 
which supports companies using TF-IDF method using 
sentiment analysis process [17]. 

B. Phrase Based 

Phrases based filtration rarely been implemented by 
researcher due low frequency, noisy appearance with synonym 
words and second class statistical properties [12] [25]. The 
advantage of phrase-based method would be less doubtful and 
more presentable and represents accurate result on phrase 
basis. 

C. Concept Based 

This method concerns more on relevant and extract 
valuable meaning of sentences using natural language 
processing [18] [12] [18] [25]. Concept based model consist of 
three components. The first component is to analyze synonym 
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structure of sentences by extracting verbs and arguments from 
text and then, to present Conceptual Ontological Graph (COG) 
model as one to one relationship among constituents [12] [26]. 
The third is to extract information using vector space model 
whereby it helps screening importance term in every sentences. 
Concept based mining measure closeness between the 
documents to evaluate usefulness of concept sentence level 
(Conceptual term frequency, ctf), document level (term 
frequency, tf) and corpus level (Document frequency, df). 

D. Pattern Based 

In text document reviews, pattern based method uses 
pattern deploying and pattern evolving for discover hidden 
pattern and trend [27]. Analysis on pattern based is discovered 
with method such as association rule, frequent item set mining, 
sequential and closed pattern mining [12]. This helps to 
reduces low frequency and misinterpretation by leading 
performance and support of related patterns. Pattern based 
techniques include algorithms such as Generalized Sequential 
Patterns (GSP), Prefix-Projected Sequential Pattern Mining 
(PrefixSpan), Suffix Arrays, Sequence Joining and nGram 
Linking [27]. Based on investigation, evaluation of those 
algorithms to Sequence Joining give preferably best result 
compared to others algorithm. The researcher works with 
pattern based method using association rules to determined 
hidden trend and sentiment in online text from social network 
[28]. 

IV. DATA AND METHODS (METHODOLOGY) 

This research propose sentiment analysis techniques and 
term based method to identity polarity of reviews from E-
commerce site whereby the customer reviews has two 
components, namely, ratings and reviews [5] [7] [9]. These two 
columns have been incorporated in this study for assessment. 
Fig. 1 shows methodology of sentiment analysis to be develop 
using Amazons’ electronic customer reviews whereby the 
analysis process begin with data pre-processing (refer section 
B), than feature extraction (refer section C), sentiment 
classification (refer section D) and finally Evaluation score 
(refer section E). The method develops using python Jupiter 
notebook, Anaconda.Navigator 1.10.0 whereby it is free open-
source distribution can be supported in windows, macOS and 
Linux. SciKit-Learn and Natural Language Tool Kit (NLTK) 
libraries used for develop this model. 

A. Data Collection 

The compiled data for this paper are extracted from 
Amazon electronic category; it is downloaded from Kaggle in 
English language [29]. The file was in Comma Separated 
Values (CSV) whereby it’s convenient to consume in python. 
The sample data provide customers’ rating of score 1 to 5 stars 
and reviews which was written in English language and covers 
electronic products which been purchased online using 
Amazon.com. In total, 34,633 customers’ reviews were 
collected from the website. For each review, rating and product 
details are provided. The variable and description of dataset are 
shown in Tables I and II. Table II provides number reviews by 
classes from 1 to 5. The dataset has been chosen to identify 
polarity of reviews. 

 

Fig. 1. Sentiment Analysis Process Flow. 

TABLE I. DESCRIPTION OF DATASET 

No 
Variable

s  

Description of 

variables 

Variables 

choose for 

this study 

(Yes/No) 

Description 

1 Id Products’ ID No N/A 

2 Name Products’ Name No N/A 

3 Asins 

Amazon 

standard 
identification 

numbers 

No N/A 

4 Brand Products’ brand No N/A 

5 
Categorie

s 

Products’ 

categories 
No N/A 

6 
Manufact

urer 

Amazon or 

Amazon Digital 

Services  
No N/A 

7 
Review 

Date 

Date of review 

data 
No N/A 

8 
Review 

ID 

Unique ID for 

review 
No N/A 

9 
Review 

Rating 

Customers’ 

rating 
Yes 

Dependent Variable 

:- The rating is given 

by customer to the 

purchase product in 
the form of score 

ranging from 1 to 5.  

10 
Reviewer 

Name 

Name of the 

reviewer 
No N/A 

11 
Review 

Title 

Title of the 

review 
No N/A 

12 
Review 

Text 

Text of the 

review 
Yes 

Independent 

Variable:- The 

reviews is 

unstructured text 
where expressed 

sentiments on 

purchase product 
positive or negative.  
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TABLE II. CONTENT OF DATASET 

Number of Reviews  34660 

Number of Columns 21 

Number of reviews with rating 5 23774 (68.66%) 

Number of reviews with rating 4 8541 (24.67%) 

Number of reviews with rating 3 1499 (4.33%) 

Number of reviews with rating 2 410 (1.16%) 

Number of reviews with rating 1 402 (1.18%) 

B. Data Preprocessing 

Pre-processing phase is very important method in sentiment 
analysis for present quality result and enhance accuracy of the 
classifier to customers, it applies to Amazon dataset as shown 
in Table I. It also converts unstructured data to structured data 
which is suitable format for feature extraction. The first step of 
data preprocessing is converting selected alphabets into lower 
cases and omit all unwanted symbols, links, numbers, hashtags 
and punctuation. Followed by, step as below: 

Convert to lowercase: The model will consider upper case 
as different words, hence converting to lowercase will 
remove noise in dataset. 

Removal of unwanted symbols, links, numbers, hashtags 
and punctuation: By removing those details can reduce 
the feature space and which does not help in 
performance of result. 

Stop word removal: Stop words will is not required for 
analysis, hence, it been removed from reviews for 
simplify of the text and improve performance of result. 
Example of stop words are ‘a’, ‘is’, ‘are’ and ‘that’. 

Tokenization: The process of breaking the sentences into 
phrases and words. 

Lemmatization: Method for switching the words into root 
meaning. For example, ‘used’ to ‘use’. 

POS tagging: Part-of-speech tagging where it will identify 
each words of reviews from noun, adjective, verb and 
adverb. 

After preprocessing, feature extraction is takes place for 
sentiment analyses. 

C. Aspect Extraction 

Part-of-Tagging (POS) is preferred method to identify each 
words of review noun, adjective, verb and adverb [15] [30]. 
Table III and Table IV show sample of POS tagging results 
after preprocessing. 

Based on word segmentation, the keywords from text been 
identified for further process. Then, term-based text mining 
method was performed to generate most frequent itemset with 
TF-IDF model. In between, N-gram play important role to 
represents number of texts as unigram (1), bigram (2) and 
trigram (3) [16] [20]. When applying N-gram it can represent 
numbers of word needed in frequent itemset. Fig. 2, 3 and 4 
show comparative evaluation and analysis on most frequent 
words based on N-gram features. The summary result present 
that ‘great’ is most frequent unigram words used in Amazon 

product dataset after removing all noisy or unwanted words 
whereas based on Fig. 3 ‘easy use’ is most frequent bigram 
words and Fig. 4 ‘amazon fire tv’ show most frequent trigram 
words in selected dataset. 

TABLE III. SAMPLE RESULT -1 FROM DATA PRE-PROCESSING 

Original 

Review 

great for beginner or experienced person. Bought 

as a gift and she loves it 

After convert to lower 

cases remove 

unwanted symbols 

great for beginner or experienced person bought 

as a gift and she loves it 

After removal of stop 

words 

great beginner experienced person bought gift 

loves 

After Lemmatization 
['great', 'beginner', 'experienced', 'person', 
'bought', 'gift', 'loves']  

TABLE IV. SAMPLE RESULT-2 FROM DATA PRE-PROCESSING 

Original 

Review 

great for beginner or experienced person. Bought 

as a gift and she loves it 

Star Rating 5 

After POS tagging 

[('great', 'JJ'), ('beginner', 'NN'), ('experienced', 

'VBD'), ('person', 'NN'), ('bought', 'VBD'), ('gift', 

'NN'), ('loves', 'NNS')] 

 

Fig. 2. Most Frequent Unigram Words. 

 

Fig. 3. Most Frequent Bigram Words. 
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Fig. 4. Most Frequent Trigram Words. 

D. Sentiment Classification 

Lexicon based method SentiWordNet is used for expressed 
sentiment in words by scoring each words [31] [32] [33] [34]. 
SentiWordNet is like dictionary assign to each synset of 
WordNet with English language with positive and negative 
scores. Over 100,000 English words are in SentiWordNet for 
sentiment approaches with positive and negative scores. Based 
on POS tagging, for each synset are assign to scores from 0 to 
1. The final positive and negative score of each sentence 
calculated with below equation: 

pos_score = ∑ 𝑝𝑜𝑠_𝑠𝑐𝑜𝑟𝑒_𝑠𝑒𝑛𝑡𝑖(𝑖)𝑛
𝑖=𝑖            (4) 

neg_score = ∑ 𝑛𝑒𝑔_𝑠𝑐𝑜𝑟𝑒_𝑠𝑒𝑛𝑡𝑖(𝑖)𝑛
𝑖=𝑖            (5) 

senti_score = {

𝑝𝑜𝑠_𝑠𝑐𝑜𝑟𝑒

𝑡𝑜𝑡𝑎_𝑠𝑐𝑜𝑟𝑒
𝑖𝑓 𝑝𝑜𝑠 > 𝑛𝑒𝑔

𝑛𝑒𝑔_𝑠𝑐𝑜𝑟𝑒

𝑡𝑜𝑡𝑎𝑙_𝑠𝑐𝑜𝑟𝑒
𝑖𝑓 𝑛𝑒𝑔 > 𝑝𝑜𝑠

           (6) 

Total senti score below and equal to 0 is consider negative 
reviews and above 0 is consider as positive reviews. Based on 
Table IV total score of review is 0.875 which consider as 
positive review. In line with this finding, diverse machine 
learning classification methods been used to evaluate sentiment 
on reviews. First of all, training and testing samples are divided 
as trained sample 70% and test sample 30%. While four 
classifier Naïve Bayes, Support Vector Machine, Decision Tree 
and K-Nearest Neighbour are applied for find accuracy, 
precision, F1-score and recall. Machine learning (ML) 
approach is focus on future decision making to manage textual 
data with intelligence whereby different ML algorithms 
provide different result for comparison [9] [16] [35]. 

Precision = 
(𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒)

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 +𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
           (7) 

Recall = 
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 +𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
            (8) 

𝐹𝑆𝑐𝑜𝑟𝑒 = 
2∗𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
             (9) 

E. Evaluation Score 

After comparing four machine learning approaches in 
Amazon reviews the result is evaluated with confusion matrix 
hence it present true positive (TP), false positive (FP), true 
negative (TN) and false negative (FN). 

TP : The output where it correctly predicts the positive class. 

FN : The output where incorrectly predicts the negative class 

and mislabeled as negative. 

FP : The output incorrectly predicts the positive class whereby 

mislabeled as positive. 

TN : The output where correctly predicts the negative class. 

V. RESULT AND DISCUSSION 

As discussed in Section III, the paper develop model on 
term-based sentiment analysis process with Amazon products. 
The textual data analyzed using python programming language 
and the result obtained from experiments shown in Table V. 
After data pre-processing, feature extraction demonstrates 
frequent itemset for polarize the reviews into sentiments [6] 
[9]. Data pre-processing first that required conducted data 
analysis for reduction of noise and for perform best result [5] 
[20]. In order detected overall sentiment of dataset 4 different 
type classification methods like Naïve Bayes, Support Vector 
Machine, Decision Tree, K-Nearest Neighbour approach with 
trained and tested using Amazon products dataset. Based on 4 
machine learning classifier and by N-gram applied Decision 
tree show highest accuracy and Support Vector Machine show 
highest precision, recall and F1-Score. The result indicates 
Support Vector Machine model performs well with proposed 
method with Amazon product dataset. In between, unigram 
show us better performance whereas trigram shows us poor 
performance. The N-gram weight was most traditional features 
applied compared the best accuracy as the result present 
unigram perform well compared to other N-gram [16]. Hence, 
TF-IDF features with N-gram show different results as 
different machine leaning models. The approach is efficient 
and more robust for process and evaluates unstructured 
Amazon product reviews [17]. The similarity performance is 
only seen in Naïve Bayes model for precision, recall and F1-
score. Table V shows average summary result for positive, 
negative and neutral classes for different machine leaning 
models with TF-IDF and N-gram. 

TABLE V. SUMMARY OF PERFORMANCE WITH TF-IDF AND N-GRAM 

 Accuracy (%) Precision (%) Recall (%) F1-Score (%) 

N-Grams 1 2 3 1 2 3 1 2 3 1 2 3 

Naïve Bayes 78.869 79.01 79.23 63 63 63 79 79 79 70 70 70 

Support Vector Machine 82.27 79.22 79.04 82 79 67 80 79 79 72 70 70 

Decision Tree 99.98 99.91 99.59 78 73 74 77 64 39 78 67 45 

K-Nearest Neighbour 63.33 33.83 58.75 75 66 70 50 19 29 56 19 33 
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VI. CONTRIBUTION 

Online ratings and reviews evaluate customer view and 
influence sales performance. Another important contribution is 
had been information show attitude and behavior of customers 
toward purchase products to make decision which led to 
customers’ satisfaction. Sentiment detection from online 
reviews also influences prospective customers on online 
decision purchasing and a better understanding on products. 
The classification of reviews positive, negative and neutral 
evaluate subjective information and describe nature of opinion 
in better way. Other than that the manipulation of unstructured 
data being processed with intelligent technology is for present 
quality text information for judging human behavior. Hence, 
based on analyze result retailers can improve their products’ 
price, quality and services. 

VII. CONCLUSION 

There are two main dimensions for identifying sentiments 
in Amazon online products with reviews and star ratings. The 
proposed text preprocessing and machine learning model with 
TF-IDF and N-gram method have been used for investigate 
performance of Amazon products dataset as the result as 
discuses in section 5. The most important insight from this 
study would be classification of reviews in positive, negative 
and neutral for present overall performance result. For future 
work, different text mining method might improve accuracy 
result for Amazon product dataset. Furthermore, different 
sentiment analysis techniques such as hybrid deep learning 
models can be proposed together with N-gram features to 
perform better result and comparison. In overall, we believe all 
features applied in this study would improve the performance 
of E-commerce sites. 
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Abstract—With the technological progress of the Internet and 

5G communication network, more and more Internet of Things 

devices are used in it. Limited by the cost, power consumption 

and other factors of Internet of Things devices, the systems 

carried by the Internet of Things devices often lack the security 

protection provided by larger equipment systems such as desktop 

computers. Because the current personal computers and servers 

mostly use the x86 architecture, and the previous research on 

security tools or hardware-based security analysis feature 

support is mostly based on the x86 architecture, the traditional 

security analysis techniques cannot be applied to the current 

large-scale ARM-based and MIPS-based Internet of Things 

devices. Based on this, this paper studies the firmware binary 

program of common Linux-based Internet of Things devices. A 

binary static instrumentation technology based on taint 

information analysis is proposed. The paper also analyzes how to 

use the binary static instrumentation technology combined with 

static analysis results to rewrite binary programs and obtain 

taint path information when binary programs are executed. 

Firmware binary fuzzing technology based on model constraints 

and path feedback is studied to cover more dangerous execution 

paths in the target program. Finally, iootfuzzer, a prototype 

vulnerability mining system for firmware binaries of Internet of 

Things devices, is used to test and analyze the two technologies. 

The results show that its fuzzing efficiency for Internet of Things 

devices is better than other fuzzing technologies such as boofuzz 

and Peach 3. It can fill in some gaps in the current security 

analysis tools for the Internet of Things devices and improve the 

efficiency of security analysis for Internet of Things devices, 

which contributes to the field through automated security 

vulnerability detection systems. 

Keywords—Internet of things; system vulnerabilities; source 

code; fuzz testing; instrumentation technology 

I. INTRODUCTION 

At present, the interaction between IoT devices and the 
outside world is mostly carried out through the network. 
Usually, the software monitors the input data of external users, 
and the user's operation on the device is received and processed 
through several specific softwares [1]. Therefore, to analyze 
the vulnerability of this software, it is necessary to start from 
the code path through which external user data flows and find 
the problem code that external users, or attackers, can reach [2]. 

At the same time, in the past commonly used fuzzy testing 
based on path feedback, almost all of them adopt the way of 
the full instrumentation, such as path record instrumentation 
for all jump instructions at the end of the code block [3]. This 

instrumentation method will lead to a lot of programs internal 
processing codes unrelated to user input being instrumented, 
and then will make the code unrelated to external input data 
generate a new execution path so that the fuzz test tool will 
mistakenly think that the new execution path is caused by the 
fuzz test sample, and use the fuzzing test sample to further 
mutate and test in the follow-up. This will reduce the efficiency 
of fuzz testing. 

At present, the work of source code vulnerability mining 
mostly depends on manually defined rules, but this method has 
some drawbacks: on the one hand, manually defined 
vulnerability mining rules often need to rely on the expertise 
and work experience of experts [4]. It is difficult to ensure full 
coverage of the possible causes of vulnerabilities, and it is easy 
to have the possibility of false positives and underreporting. On 
the other hand, it takes a lot of manpower to mine loopholes 
according to the rules. Due to manual judgment, the 
phenomenon of false underreporting will still occur [5]. With 
the development of technology, researchers began to use 
machine learning methods for vulnerability mining. This 
method does not need to define vulnerability rules, but still 
needs to define vulnerability features. Although it has reduced 
the manual workload, there are still drawbacks to feature 
coverage. In recent years, with the increasing popularity of 
deep learning, many scholars have begun to try to apply deep 
learning methods to vulnerability mining, and have made good 
progress [6]. In the process of data preprocessing, only whether 
the source code contains vulnerabilities is divided, and the 
types of vulnerabilities are not classified, so the existing work 
can only detect whether a piece of code contains vulnerabilities, 
and cannot accurately detect the types of vulnerabilities. 

Scandariato et al. [7] tested the bag-of-words technique 
with a hybrid approach combining N-gram parsing and 
statistical feature selection to predict vulnerable software 
components. Yamaguchi [8] proposed a new graphical 
representation, called the code property graph, by traversing 
the graph to discover vulnerabilities. However, designing 
effective traversals to detect complex vulnerabilities can be 
very difficult. Thus, the authors propose an automatic method 
for traversing code attribute graphs to effectively locate taint-
style vulnerabilities generated by uncleaned data streams, and 
use it to experiment with five popular open-source projects. 
The number of source codes without vulnerabilities in the data 
set is much larger than the number of source codes with 
vulnerabilities. It is difficult to learn the characteristics of a 
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small number of samples, while a large number of samples are 
prone to over-fitting during training. 

To solve the problem that it is difficult to apply the fuzzing 
technology based on path feedback to the firmware binary 
program of ARM and MIPS Internet of Things devices and the 
efficiency of fuzzing test is low, this paper proposes a binary 
static instrumentation technology based on the taint 
information analysis. Firmware binary fuzzing testing 
technology based on model constraints and path feedback is 
studied in depth. The binary static instrumentation technology 
based on taint information analysis is studied, which can solve 
the problem that the current ARM and MIPS architectures lack 
taint information analysis tools. It analyzes and instruments the 
conditional branch jump of the target program in firmware 
affected by external input data to provide information feedback 
to the fuzz testing tool. The firmware binary fuzzing testing 
technology based on model constraints and path feedback is 
studied, which can improve the efficiency of fuzzing testing 
technology such as model constraints and path feedback 
combined with the above technology applied to the 
vulnerability mining of the target device, and focus the fuzzing 
test on the dangerous path to achieve the effect of improving 
the efficiency of fuzzing testing. The abstract syntax tree of 
function is used to represent the function, and multiple 
functions are annotated in open source datasets to capture the 
intrinsic representation of vulnerabilities, which proves that the 
model is effective for cross-project vulnerability detection at 
the functional level. Finally, the effectiveness of the above 
technology is proved by comparative experiments. 

The main innovations of this paper are: 

1) Adopt a feedback type fuzz test technology to carry out 

vulnerability mine on that firmware of the Internet of things 

equipment, and select the conditional branch jump points 

influenced by external user input data, namely taint 

information, as path feedback data of the fuzz test. 

2) Design and implement a firmware vulnerability mining 

prototype system based on binary static instrumentation and 

feedback fuzzing for ARM and MIPS architectures. 

3) Based on the results of taint information analysis, the 

target binary program is instrumented to improve the 

execution efficiency of the fuzz testing process. 

Through the binary static technology based on the Internet 
of Things device vulnerability analysis, the fuzzing testing tool 
can obtain the feedback information of the relevant test 
samples in the process of fuzzing testing, and guide the 
generation of the fuzzing test samples. At the same time, the 
relevant algorithm is designed to select more valuable samples, 
and the model constraints are used to make the fuzzy test 
towards a higher coverage. 

II. RELATED WORK 

A. Binary Static Instrumentation Technique 

Static Binary Instrumentation (SBI) modifies the binary 
program file stored in the storage medium to generate an 
instrumented binary file and save it to the storage medium. 
When the program is executed, the instrumented binary file is 
run [9]. The idea of binary static instrumentation technology is 

very simple, which is to modify the binary file through the 
target file format to achieve the purpose of adding specific new 
code, but it needs to statically analyze the instrumented 
program in advance or describe it through the configuration file 
[10]. One of the core parts of binary static instrumentation 
technology is the selection of instrumentation positions. An 
example of an instrumentation error is shown in Fig. 1. 

Static instrumentation technology modifies and hijacks the 
original code execution flow of the program so that the 
program jumps to the instrumentation code to execute when it 
runs to a specific location and completes the specific functions 
inserted by developers [11]. The selection of the insertion point 
will not only affect the efficiency of the program execution but 
also affect whether the program can be executed normally. In 
instrumentation tools that use binary static instrumentation 
techniques, directly editing the target binary file format and 
modifying and inserting code is the most common 
implementation. 

B. Feedback Fuzzy Test Technique 

Under the condition that the source code can be 
instrumented, AFL, honggfuzz, and other fuzzing tools all 
adopt the feedback fuzzing technology. These fuzz testing tools 
use the execution path information of fuzz test samples as 
feedback information to guide the sample generation tool to 
generate samples that can improve the coverage of fuzz test 
code (path) [12]. AFL uses customized GCC to insert the 
functional code of path recording and path feedback into the 
compiled binary program through source code instrumentation 
so that the program can record and feedback the execution 
information of fuzzy test samples during running [13]. In the 
absence of source code, binary instrumentation is generally 
used to obtain the key information in the running process of the 
target program, which requires researchers to develop and 
customize it for specific situations. Under the condition of no 
source code, AFL can still fuzz binary programs with the 
QEMU tool, but the efficiency of fuzz testing is low [14]. 
InsFuzz uses binary static instrumentation to interpolate non-
source binary programs, inserting path records and feedback 
code into binary programs to achieve the same effect as source 
instrumentation [15]. Through the feedback fuzzing testing 
technology, the efficiency of fuzzing testing can be effectively 
improved. Inefficient fuzzing test samples can be discarded in 
time, and only the fuzzing test samples which may generate 
new execution paths can be mutated so that the whole fuzz 
testing work can be carried out in the direction of improving 
the code test coverage. 

Original instruction 1 Original instruction 2

Jump instruction

Porch jump instruction Disabled instruction

Other 

addresses

Before the pile

After inserting the pile
 

Fig. 1. Example of CISC Instrumentation Causing Program Runtime Errors. 
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III. RESEARCH ON BINARY STATIC INSTRUMENTATION 

TECHNOLOGY BASED ON STAIN INFORMATION ANALYSIS 

C. Analysis Flow and Algorithm of Taint Information 

To improve the effective code coverage rate of the 
subsequent fuzz testing tool, the technology performs 
simulation execution on the target binary program, and 
therefore, more functional codes need to be analyzed as much 
as possible in the taint information analysis process. Because 
the target binary program in this paper is the network program 
in the firmware of the Internet of Things device, which uses 
socket, bind, accept, fgets, send, and other functions to build 
the data receiving and sending part of the network application 
program. These programs all have a clear function to receive 
external input data. The Internet of Things device firmware 
program uses the fgets function to receive external data packets 
transmitted through the network through the file descriptor of 
the socket. 

Since program codes are executed in a simulation execution 
mode when taint information analysis is carried out [16], even 
if the analysis is not purely static, partial run-time information 
is missing. The coding fragments are shown in Table I. 

TABLE I. CODE FRAGMENT 

Code fragment: 

<META HTTP-EQUIV="0,0x271t" CONTENT="no-cache"> 
If iggate,10000,(ffile * dword_654BC 

V0=400; 

V1=”Bad Request”; 
V2=”No request found” 

Return sub_D343（V0, V1, V2）; 

<META HTTP-EQUIV="Cache-Control" CONTENT="no-cache, must-

revalidate"> 

As shown in the variable s in Table I, during simulation 
execution and taint analysis, it is impossible to accurately 
assign the external input variable or simulate the external input 
that can explore all execution paths [17]. Therefore, it is 
necessary to apply some methods to analyze the code that 
operates on the external input data as much as possible during 
simulation execution and taint analysis. 

D. Research on Firmware Binary Fuzz Testing Technology 

for Internet of Things Devices based on Model Constraints 

and Path Feedback 

 Fuzz testing coverage and sample selection algorithm 

When the feedback information received by the sample 
variation module finds that an execution path is generated, it 
indicates that the current fuzzy test sample triggers a new 
execution path [18], which means that the change of some 
fields in the sample triggers the change of the flow direction of 
the program control stream, and by performing sample 
variation on the sample again and generating a new sample. 
There is a greater probability that the code coverage of the fuzz 
test can be improved, so it is placed in the queue of samples to 
be mutated. 

In the whole process of fuzzing testing, this paper defines 
an index of dangerous branch jump coverage, which is used to 
record and judge the index data in the process of fuzzing 
testing: 

100%executed
d

all

anger

DB
C

DB
 

            (1) 

In Formula 1, allDB
 represents the number of branch 

jumps influenced by the external user input data in the target 

binary program, and executedDB
 represents the number of 

branch jumps influenced by the external user input data that 
have been executed in the current fuzz test. 

A queue 
 0 1, , , nQ S S S

 and a queue 

 0 1, , , nM m m m
 of fuzzing test samples to be tested are 

defined for the fuzzing test samples transmitted to the fuzzing 
testing module. During the fuze testing process, the fuze test 
samples in the queue Q are transmitted to the fuzz testing 
module in a first-in first-out order [19]. If a new execution path 
is generated after the fuzz test samples are executed, then pass 
it to the use case generation function and add the newly 
generated fuzzing test sample to the fuzzing test sample 
queue M. 

 Target feedback data processing 

An array 
 0 1, , , nDB DB DB DB

 is used to record the 
execution of the current fuzz test sample in the target binary 
program. This data is fed back after the target binary program 
executes the external input data processing function. At the 

same time, the array 
 0 1, , , nAC AC AC AC

 is defined 
to record the total number of times that the branch jump of 
each taint condition is executed in the fuzz test so far. 

As shown in Equation 2, a weight must be defined for each 
fuzzy test sample to represent the "value" of the fuzzy test 
sample: 

0

=1  ( 0)

=0  ( 0)

( 1000)

ij ij
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n
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i

j j

P DB

P DB
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W
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              (2) 

The weight of each branch is 
1000 / iAC

. When a taint 
condition branch jumps in the fuzz test and the total number of 

times it has been executed so far is iAC
, its reciprocal is 

multiplied by 1000 to get its weight. The factor of 1000 is used 
to prevent too many executions from causing the reciprocal to 
be too small, and the value becomes 0 after the decimal place is 
normalized. The factor can increase with the number of fuzz 
tests without affecting the weight ordering. 
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IV. EXPERIMENTAL ANALYSIS 

E. Function Comparison of Stain Analysis Tool 

At present, there is no mainstream tool of the same type 
supporting ARM and MIPS that is open source or available for 
download for comparison, as shown in Table II. 

TABLE II. COMPARISON RESULTS OF STAIN ANALYSIS TOOLS 

Tool name x86 arm mips 
Required 
documents 

Pin Y N N Source Code 

Taintgrind Y Y N Source Code 

TaintEraser Y N N Source Code 

TEMU Y N N Source Code 

PyDaint 
Reserved 

interface 
Y Y Binary 

Most mainstream tools rely on the source code to recompile 
the analysis target before running the analysis. PyDaint not 
only supports the ARM and MIPS architectures studied in this 
paper, but also can be extended to further support x86 
architectures [20]. 

The test framework is shown in Fig. 2. 

Sample generation 

and mutation

data input

Test goal Feedback
Abnormal 

monitoring

 

Fig. 2. Basic Framework of Paste Test. 

F. Instrumentation Performance Test of Tainted Information 

Flow 

Because this project uses QEMU user mode to run 
simulation on x86 _ 64 computers for ARM and MIPS 
architectures, it is difficult to carry out relevant timing statistics. 
Therefore, to test the effect of binary static instrumentation 
based on taint information analysis on the execution efficiency 
of the original binary program, the Web service programs of 
ASUS AC88U router based on ARM architecture and D-
LinkDIR882 router based on MIPS architecture are 
instrumented respectively. It takes for normal user interaction 
(simulated access and packet reception through a Python 
program) before and after instrumentation in a test 
environment. The experimental results are shown in Table III 
and Table IV. 

TABLE III. COMPARISON OF EXECUTION EFFICIENCY BEFORE AND AFTER 

HTTPD INSTRUMENTATION IN ARM ARCHITECTURE 

                            Test object 

Sample number 
Before insertion After insertion 

100 432.58ms 846.39ms 

1000 4545.74ms 8682.94ms 

The average time for httpd to send and receive data is about 
4.3ms before instrumentation, and 8.7ms after instrumentation. 
In the experimental environment, the instrumentation loses 
about 1.02 times of performance. 

TABLE IV. COMPARISON OF EXECUTION EFFICIENCY OF LIGHTTPD 

BEFORE AND AFTER INSTRUMENTATION OF MIPS ARCHITECTURE 

Test object 

Sample number 
Before insertion After insertion 

100 32.59ms 96.34ms 

1000 228.39ms 972.21ms 

The average time for lighttpd to send and receive data is 
about 0.28ms before instrumentation, and 0.99ms after 
instrumentation. In the experimental environment, the 
instrumentation loses about 2.5 times of performance. 

G. Fuzzy Test Function Comparison 

Before analyzing the experimental results of fuzz testing 
efficiency, as shown in Table V, we first compare the functions 
of several common fuzz testing tools with the fuzz testing tool 
iboofuzzer implemented in this paper. 

TABLE V. COMPARISON RESULTS OF FUZZ TEST TOOLS 

Tool names 

Network 

Program 

Fuzziness Test 

Path 

feedback 

Path feedback 

without 

source code 

Model 

constraints 

AFL N Y 
Partially 

supported 
N 

AFL-net Y Y 
Partially 
supported 

N 

Peach 3 Y N N Y 

boofuzz Y N N Y 

iboofuzzer Y Y Y Y 

Iboofuzzer is a fuzzy testing subsystem developed for the 
network binary program in the Internet of Things device 
firmware in this paper, which supports model constraints and 
path feedback, and can obtain the feedback information of the 
target binary program by using instrumentation tools in 
common use scenarios without source code. 

H. Fuzzy Test Efficiency Test 

When using the original boofuzz for fuzz testing, the 
sample random mutation function is added to avoid the 
premature end of the fuzz test due to sample exhaustion. At the 
same time, the iboofuzzer framework is used to count the 
coverage information of boofuzz and Peach 3 tests, but it is not 
fed back to the sample generation module for analysis and 
comparison. In the testing process, the original boofuzz is 
tested based on model constraints and random data. For Peach 
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3, its listening mode is used, and the fuzzy test samples are 
actively obtained from Peach through the framework of 
iboofuzzer and then sent to the target binary program. The test 
parameters are shown in Table VI. 

TABLE VI. FUZZY TEST TOOL EXPERIMENTAL VARIABLES 

Tool names Sample generation method Information feedback 

boofuzz Random data No 

boofuzz Model constraints No 

Peach 3 Model constraints No 

iboofuzzer Model constraints Path feedback 

For each of the four test conditions in Table VI, a blur test 
was performed for about 8 hours. 

 Comparison of coverage rate of insertion point in fuzzy 
test 

The coverage rate of instrumentation points in the fuzzing 
test process represents the proportion of different branches of 
instrumented points executed in the whole fuzzing test process, 
as shown in Fig. 3. 

In this comparative experiment, the coverage of boofuzz, 
which uses random data generation for fuzz testing, is the 
lowest in the whole 8-hour test. The second-lowest is boofuzz, 
which uses model constraints to generate samples. It is lower 
than Peach 3 in the first few hours, and then gradually 
approaches. Peach 3 has the second-highest coverage and 
iboofuzzer has the highest coverage. That is to say, the quality 
of samples generated by iboofuzzer is higher, and the test 
coverage of dangerous paths is larger. In the experimental 
environment, the coverage rate of the algorithm in this paper is 
the highest, and the target binary program after interpolation 
can still process a single fuzzy test sample in milliseconds. 

 Comparison of the number of new execution paths for 
fuzz testing 

The number of new execution paths generated during fuzz 
testing represents the ability of the fuzz testing tool to find new 
code test paths throughout the fuzz testing process, which is 
shown in Fig. 4. 

 

Fig. 3. Comparison of Fuzz Test Instrumentation Point Coverage. 

 

Fig. 4. Comparison Chart of the Number of New Execution Paths for Fuzz 

Testing. 

Peach 3 and boofuzz with random data both generate fewer 
new path samples, while iboofuzzer generates the newest path 
samples, that is, the samples generated by iboofuzzer are more 
effective in discovering new paths. The distortion efficiency is 
improved by increasing the proportion of the effective 
distortion in the total distortion. Samples with effective 
distortion can reach the target basic block faster, while samples 
with invalid distortion will make the program fall into the 
situation of path explosion. 

The object of vulnerability mining in this paper is the 
network binary program in the Internet of Things devices, 
which has certain format requirements for the input data, so the 
generation of samples based on model constraints can not only 
solve the problem of lack of original data samples in fuzzy 
testing, but also improve the code penetration of samples, and 
avoid the samples being abandoned in the format check 
function of the target program. At the same time, the fuzzy test 
focuses on the dangerous path affected by the external input 
data, and mutates new fuzzy test samples to improve the 
coverage of the dangerous path. To improve the efficiency of 
fuzzy testing, the path feedback information and the calculated 
sample weight are used to guide the mutation generation of 
fuzzy testing samples. 

V. CONCLUSION 

In this paper, we study the static instrumentation of the 
firmware binary program of the Internet of Things device 
based on ARM and MIPS architecture, and innovatively 
combine the taint information analysis with the binary 
instrumentation and apply it to the firmware program of the 
Internet of Things device to improve the efficiency of fuzzing 
the dangerous path in the tested program of the firmware 
program of Internet of Things devices. The main work includes: 

1) Analyze the taint information with the firmware binary 

program of the Internet of Things device based on ARM and 

MIPS architecture. 

2) The feedback fuzzing technology is applied to the 

firmware binaries of the IoT devices based on ARM and MIPS 

architectures, and the target binaries are moved from the IoT 
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devices to desktop computers for fuzzing by using QEMU 

open source tools and binary static instrumentation technology. 

3) Select some of the common security tools to compare 

with the subsystems of the prototype system iootfuzzer in 

different types, and use the tools that can fuzze the research 

goal of this paper to carry out the comparison experiment of 

fuzzing efficiency. 

The fuzz testing subsystem in this paper is implemented 
based on boofbzz, and it needs to write samples to generate 
template files for different test objectives, which is a heavy 
workload. In the future, we can consider implementing the 
technology of automatically generating the corresponding 
template through the captured network communication packets 
to reduce the cost of preparation work in the early stage of fuzz 
testing. Complex vulnerabilities usually have a long ROC 
chain. These vulnerabilities may not only be related to one file, 
but also to multiple files, which will greatly affect the effect of 
vulnerability mining. Dynamic analysis is to detect 
vulnerabilities in the process of program running, which makes 
dynamic analysis more complex. In the future, the above two 
directions will be studied in depth. 
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Abstract—Today, the increasing use of technology and mobile 

applications in education was interesting. This research was a 

systematic review study with limited 30 articles from 2012 to 

2021. It aims to answer research questions about what mobile 

devices used in learning and what learning approaches are used 

in science learning to improve higher-order thinking skill and 

communication skills. The findings of this study were in line with 

the research objectives: First, the most appropriate mobile 

devices used to achieve learning objectives are mobile phones, 

followed by PDAs, tablets, iPad, laptops, e-books, and iPods. 

Second, the learning approach used in science learning to 

improve higher-order thinking skills and communication skills 

are a collaborative learning approach, inquiry learning, project-

based learning, problem-based learning, game-based learning, 

and flipped classroom learning. It was hoped that this research 

can be an illustration for other researchers to create innovative 

learning approaches. Some research that can be done next based 

on this research is how mobile learning in social learning or 

comparing the two, further research on the most appropriate 

learning media for mobile learning, and research on the 

effectiveness of implementing approach strategies in mobile 

learning. 

Keywords—Communication skills; higher-order thinking skills; 

mobile learning; science education 

I. INTRODUCTION 

Mobile technology provides many advantages for users, 
such as ease of carrying, sensitivity in operating systems and 
applications, connecting between different spaces and times, 
and facilitating social interaction. The improvement of 
technology and mobile applications in education is a common 
phenomenon observed worldwide [1]. Mobile technology has 
great appeal for researchers, including researchers from 
education field [2]. Technology in education makes students 
enter into social learning contexts and appropriate situations 
with circumstances to encourage students to learn together or 
collaboratively. 

Mobile learning is electronic learning through mobile 
technologies such as computers, laptops, cell phones, audio 
players, and electronic books [3]. Mobile learning allows 
students to learn in collaborative learning with other students to 
share ideas with the help of the Internet and technological 
developments that can be done without the boundaries of space 
and time [4]. Always-connected mobile device allow students 

to access course information and provide students with 
opportunities to interact with content and to explore it. 

Mobile learning can help remove the barriers between 
learning and real life. Mobile learning is powerful in its appeal 
of bringing new space, time, and geography into the classroom. 
According to some researchers, mobile learning can be a 
bridge between formal and informal learning to judge the 
difference between the two based on the context and its 
features [5]. Most of the literature discusses the affordability of 
mobile learning to implement its methods, strategies, and 
applications, which are mostly teacher-centered. 

However, the realization of its practical implementation has 
not been much because its implementation has various 
obstacles and challenges. There are limited financial resources, 
inadequate educational policies for mobile learning that have 
not developed rapidly, human resources that do not have a 
good understanding, and there is still a lack of skilled 
personnel for effective implementation of pedagogy. Another 
challenge is changing the pedagogical understanding that 
teachers have to understand mobile learning, the lack of 
resources for complex tools such as infrastructure and 
bandwidth, parental trust because there are perceptions of 
health and psychological problems that follow and are 
associated with prolonged use of mobile devices by students. 
And then the lack of educators trained with mobile learning 
[6]–[12]. 

In addition to the actual implementation problems that arise 
in learning practices, there are fundamental problems regarding 
the theoretical and pedagogical foundations in mobile learning 
applications in the world of education, which are still lacking 
and not yet on target. Many authors have discussed and have 
investigated this with a socio-constructivist approach and 
found that communication features on mobile devices can 
encourage collaboration and become the basis of mobile 
learning. However, students can participate and can collaborate 
in learning with themselves and others, not with the devices or 
media used [13]. Therefore, every element of education, 
government, teachers, students, and society, must adapt to 
mobile learning so that its effectiveness can be felt. 

In the 21st century, one of the biggest challenges faced is 
maintaining students' interest and involvement to keep 
interacted and connected through mobile devices in effective 
learning [14]. The importance of developing students' higher-
order thinking competencies, such as problem-solving and 
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critical thinking skills [15]. Mobile learning can be an 
innovative option for education [5]. Mobile learning not only 
helps students and teachers understand the content of the 
material in learning, but also facilitate communication, 
problem-solving, creativity, and students' higher-order thinking 
skills. 

Based on this, appropriate pedagogical and theoretical 
methods are needed to assist teachers in designing mobile 
learning [16]. This method has a strategy to integrate mobile 
learning into the classroom to achieve learning objectives with 
mobile devices. In addition, existing strategies must instill 
critical inquiry skills in learning while still presenting problems 
for students to provide solutions [17]. 

This review, derived from a systematic content analysis 
science education empirical research articles, sought to address 
the following questions: 

 What mobile devices use in learning? 

 What learning approaches are used in science learning 
to improve higher-order thinking and communication 
skills? 

II. LITERATURE REVIEW 

A tool containing several solutions to educational problems 
often describes technology [17]. Education aims to make 
people knowledgeable, creative, informative, digitally capable, 
and adaptable [5]. Furthermore, information technology such 
as the internet and multimedia systems that have been utilized 
and applied in learning aims to improve the quality of learning 
by facilitating students' access to adequate resources and 
services [18]. 

One of the benefits of a mobile learning system is that 
students can participate in different learning situations, such as 
school learning and online distance learning [2]. However, 
distance learning is not in a room like schools in general, but in 
a scope that is not traced by using cellular technology beyond 
the existing distance [19]. 

Mobile learning aims to provide a different and meaningful 
student learning experience, but it is not the primary learning 
method because it must have the right learning approach. 
Mobile devices can influence and improve student learning 
outcomes and motivation in learning. However, there are 
limitations in its application; although teachers and students 
will become more familiar than usual because of the efficiency 
and effectiveness of this method in learning, teachers and 
students must maintain educational ethics [3]. Research also 
shows that with awareness and adequate support from all 
aspects of education, mobile learning will answer the 21st-
century challenges of learning anywhere and anytime, a 
centered and innovative learning method. 

Higher-order thinking skills are the ability of students to 
think at a higher level. Students who have these abilities will 
analyze, evaluate, and create innovations in solving problems. 
These mobile and science learning skills are necessary because 
many problems can be solved using higher-order thinking 
skills [20]. Higher-order thinking skills can improve with 

various learning approach strategies, learning media, and 
teaching materials. 

Cognitive taxonomy bridges understanding higher-order 
thinking skills' concepts and characteristics. The most popular 
cognitive taxonomy is Bloom's taxonomy, revised by [21], 
consisting of two dimensions: the dimensions of knowledge 
and cognitive processes. The Knowledge Dimension classifies 
the types of knowledge students acquire into four types: 
factual, conceptual, procedural, and metacognitive. While the 
cognitive process dimension consists of six levels: 
remembering (C1), understanding (C2), applying (C3), 
analyzing (C4), evaluating (C5), and creating (C6) [22]. 

The three categories of HOTS assessment abilities are as 
follows: first, the ability to transfer concepts to other concepts, 
higher-order thinking skills as a form of knowledge possessed, 
the ability to relate to other people in unfamiliar situations. 
Second, critical thinking skills are the ability to understand 
logical problems, reflective thinking skills, and the ability to 
argue that can focus on making decisions or doing something. 
Third, problem-solving skills (problem-solving), namely the 
ability to find new ways, unconventional and creative solutions 
[23]. 

Communication refers to a person's ability to express ideas 
using words and language that can be accepted both in written 
and spoken form, such as articulating, explaining, describing, 
clarifying, listening, questioning, sharing, which are from a 
learning process [2]. Communication skills are the main factor 
to be able to understand learning. Teachers, students, and 
everyone in the educational environment can support each 
other's learning goals by communicating. In addition, 
communication has a significant contribution to student 
success in school aligns with millennial habits and lifestyles 
that are identical to communication technology if used wisely 
by students [24]. 

One of the learning objectives is to master the concept; 
students must also have good communication skills to convey 
their knowledge and find. However, based on the research 
results, many students still do not have good communication 
skills [5]. Therefore, a method is needed in the form of an 
appropriate learning approach to develop students' 
communication skills, and their understanding of concepts can 
be appropriately conveyed. 

III. MATERIAL AND METHOD 

A. Research Design 

This research is systematic literature review. The 
systematic review is a critical and transparent method for 
finding, determining, selecting, and synthesizing sources of 
information from published empirical evidence so that it can 
answer research questions to be carried out. The systematic 
review is a research method that based on evidence that has 
had high credibility in many research disciplines in recent 
years, including education. 

B. Sample and Data Collection 

The data used in this research is secondary data. Secondary 
data applies the documentation method from existing data, not 
data obtained from direct observation. This research's 
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secondary sources are books, proceedings, and scientific 
articles in reputable journals accessed on databases in Table I. 
The keywords used in the search for articles in the SCOPUS 
database were mobile learning, higher-order thinking skills, 
and communication skills. The article search was limited from 
2012 to 2021, with 30 articles. 

TABLE I. THE NUMBER OF PAPERS FROM EACH JOURNAL ANALYZED 

Publisher Frequency Percentage (%) 

https://scholar.google.co.id 3 10 

https://doaj.org 5 16.67 

https://www.elsevier.com 7 23.33 

https://www.tandfonline.com 7 23.33 

https://onlinelibrary.wiley.com 4 13.33 

https://iopscience.iop.org 4 13.33 

C. Analyzing of Data 

The main focus of the study in this research is learning 
science with mobile applications/technology to improve 
higher-order thinking and communication skills. Therefore, a 
systematic review requires an appropriate search for the most 
relevant primary empirical studies. In addition, it is essential to 
provide details on how the review process was carried out so 
that the review is transparent and adequate. Therefore, in the 
following sections, the process of searching, selecting, 
extracting, and analyzing data is briefly discussed. 

 Define research questions to extract the main search. 

 Identify relevant keywords in the primary literature 
search that will use. 

 Select various online databases, journals, and 
conference proceedings to search. 

 Conduct a review by reading the article's abstract about 
the research topic. The author takes descriptive 
information such as author, year of publication, topic, 
type of research, and findings. 

 Manage results (citations and abstracts) according to the 
purpose and formulation of the research problem 

 Write the results of the review according to the research 
topic. 

Based on our primary research question, we have four main 
search terms: Mobile Learning, Science, Higher-order thinking 
skills, and communication skills. Based on the results obtained 
in an online database search, 30 articles were synthesized and 
analyzed to answer research questions. 

IV. RESULT 

A. Mobile Device use in Learning 

Mobile devices that should be used in learning are mobile 
devices that are easy to carry and have easily accessible on and 
off buttons. Portable devices, such as cell phones and tablets 
meet this requirement, with the exception of laptops due to 
their lack of speed in their ease of use. The results of the study 
report that in learning mobile phones are the most frequently 

used mobile devices according to the Table II. However, some 
studies did not identify the device used [25]. 

TABLE II. MOBILE DEVICES USED IN LEARNING 

Mobile Device Percentage (%) 

Phone 34 

PDAs 22 

Tablets 16 

iPads 11 

e-books 2 

iPods 1 

B. Learning Approach in Science to Improve Higher-Order 

Thinking Skills and Communication Skills 

There are 83% of studies that aim to measure student 
learning improvements who report achieving their stated goals 
[1]. Exploratory science learning can be carried out outside 
formal classroom settings, such as in a natural environment 
[26]. In the previous research review, of all subjects, natural 
science was the subject whose mobile learning applications 
were most frequently used in research [27]. Environmental 
science is the subject matter in science learning that focuses 
most of the research, followed by geography and physics [1]. 

Mobile learning positively impacts students' understanding 
of learning materials and inferring them. Mobile learning 
should reflect on every learning encounter with communication 
and collaboration [28]. Furthermore, mobile devices in learning 
can expand teacher pedagogy and develop students' critical 
thinking skills and 21st-century skills [29]. 

However, cultivating communication and high-level skills 
takes longer, and measuring these abilities requires the right 
tools and approaches. Below Table III are the learning 
approach strategies used in mobile learning to improve higher-
order thinking skills and communication skills of students in 
science. 

TABLE III. LEARNING APPROACH STRATEGIES USED IN MOBILE LEARNING 

Learning Approach Percentage (%) 

Collaborative Learning 25 

Inquiry Learning 25 

Project-Based Learning 19 

Problem-Based Learning 14 

Game-Based Learning 10 

Flipped Classroom Learning 7 

V. DISCUSSION 

A. Mobile Device use in Learning 

Using mobile devices in learning can help students 
gradually develop their statistical thinking in everyday life. 
Students have the concept of independent learning with their 
character so that interaction occurs continuously [30]. 
Currently, mobile devices in the classroom as mobile learning 
has a more significant effect than learning that does not use 
mobile devices [5]. 
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The affordability of mobile devices that can cross space and 
time in learning can be utilized to build appropriate learning 
methods and scenarios. Furthermore, the availability of 
talented resources and interactive comfort between the natural 
world and the virtual world can answer the problems of mobile 
devices in learning [30]. From the development of mobile 
devices in the last ten years, smartphones, tablets, and 
computers are the most popular new technology devices in 
learning. 

The existence of various kinds of mobile devices in the 
world of education that continues to develop, such as 
cellphones, laptops, students can use them positively to create 
an interactive knowledge space that focuses on students. 
Teachers have an important role in supervising the use of 
mobile devices in learning. Teachers must make students learn 
with the maximum use of mobile devices [31]. The use of 
mobile devices in learning helps students to access 
information, find communication styles, and hone higher-order 
thinking skills. Therefore, the existence of mobile devices in 
learning is an essential part of learning innovation. 

Previous research by [32] also found that mobile phones 
were the most frequently used learning devices. In many 
countries, mobile phone ownership data is more than 100%, 
with almost everyone owning more than one mobile device; 
this shows that mobile devices in this study are very affordable 
[11]. This data also reveals that many devices are used in 
mobile learning, not depending on what type of device is used 
but on the access to have the mobile device. 

A study conducted by [3] also got the same result: cell 
phones are the most popular mobile devices for learning. This 
is because mobile phones have the advantage of multi-tasking; 
they have various exciting features to help learn, such as 
photography and video recording. In addition, other features 
such as GPS, Bluetooth, SMS, Multimedia Messaging Service 
(MMS), and all kinds of educational software, including the 
internet and e-books, can be easily accessed by students. 

B. Learning Approach in Science to Improve Higher-Order 

Thinking Skills and Communication Skills 

1) Collaborative learning 
One excellent science learning approach to achieve specific 

mobile learning targets is collaboration. This is because 
collaborative learning has the right strategies and methods. 
Students follow the learning process constantly and 
continuously to understand the material in each learning 
process [5], [17]. Collaborative learning is a teaching method 
where students learn together in a group, and students can help 
each other for learning purposes. This makes collaborative 
learning that can provide social experiences and self-
development [5]. 

Collaborative learning is a learning approach to encourage 
and facilitate students, teachers, classmates, and the 
community, to be able to interact both inside and outside the 
classroom. Collaborative learning that occurs outside the 
classroom can be the primary learning approach. The provision 
of unstructured learning assignments, learner-centered teaching 
methods, and mobile learning tools help increase social 
interaction among peers [30]. In addition, the mobile 

collaborative learning approach pays excellent attention to 
student communication in every class activity. 

Collaborative learning with mobile technology was the 
most relevant learning to promote, facilitate, and enhance 
interaction and collaboration between learners [2]. The 
collaborative learning approach improves the ability of 
students to work together in groups, share goals, understand, 
and discuss to achieve agreed goals [33]. 

The collaborative learning approach in mobile learning is 
based on students' ability to engage in productive learning from 
the information held in study groups that enable students to 
become researchers and discoverers of knowledge [5]. In many 
studies, students usually participate in more than one learning 
activity. For example, a student uses a mobile device to search 
for new information from his knowledge and share that 
knowledge with other students. In that case, this builds the 
learner's constructivist abilities in collaborative learning [3], 
[25]. This approach will make students ready for digital era 
learning and generation. 

When students study in a collaborative learning 
environment, students can discuss and exchange information to 
find answers to problems in their daily lives. Learners will 
learn from real-life facts and understand current issues 
regarding the subject matter in learning. Thus students can be 
involved in various social interactions such as interpersonal, 
intra-group, intergroup interactions, between humans and the 
actual and historical environment, and self-reflection [2]. 

In collaborative learning, students in groups achieve 
learning goals and learn according to the division of tasks 
given with full responsibility. The teacher motivates students to 
be more active in learning activities [1]. When the 
collaborative learning approach is applied correctly, 
discussions between students in groups will be smoother and 
wiser so that students can understand various aspects of 
specific knowledge and theories in depth. Therefore, students' 
higher-order thinking skills and communication skills can 
develop. 

Developing knowledge, higher-order thinking, and 
communication skills should engage students in an open 
learning environment. Students can learn flexibly and 
interactively with various alternatives for building knowledge 
socially in shared learning and investigation groups [30]. 

2) Inquiry learning 
One of the excellent science learning approaches in mobile 

learning is the inquiry learning approach [5]. Inquiry learning 
facilitates students to ask questions, conduct investigations or 
searches, and do experiments to research independently to get 
the knowledge they need, supported by the theories above [34]. 

Mobile learning with an inquiry approach is reported to 
have a diverse focus of study, produces contrasting results, and 
places greater emphasis on progressive, trustworthy, genuine, 
and social characteristics [1]. Inquiry learning generally has 
stages, namely, questioning, inquiry, critical thinking, and 
problem-solving in which evidence is gathered, findings are 
reported, explanations are obtained, and conclusions are agreed 
[35]. 
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Each stage of the inquiry learning approach requires 
students to think critically and analytically in solving problems. 
Inquiry-based learning is associated with phenomena by the 
knowledge that students have previously to help students build 
new knowledge [36]. It follows the characteristics of students, 
namely learning through direct experience, primarily through 
their activities [37]. Therefore, the teacher plays an essential 
role as a facilitator who provides material and problems to be 
investigated and guides students in solving problems to 
understand the existing concepts. 

The use of mobile devices in inquiry learning is more 
effective than learning with lecture methods, independent 
learning, and cooperative learning [5]. Moreover, integrating 
mobile devices with inquiry learning can expand students' 
learning opportunities, the depth of the material understanding 
and improve students' higher-order thinking skills in 
completing investigations on scientific problems by 
synchronizing the results obtained with the explanations given 
by the teacher [17]. 

3) Project-based learning 
The following science learning approach applied in mobile 

learning is project-based learning [5]. Project-based learning 
makes students investigate complex problems and solve them 
[38]. 

Project-based learning requires good cooperation and 
coordination between appropriate group members and 
appropriate interactions to improve student learning outcomes 
[39]. Project-based learning is a learning strategy that allows 
students to benefit from completing learning investigations in 
the form of thoroughness and accuracy, students have the 
opportunity to create from their understanding, students can 
learn and assess learning. 

Students are expected to learn and have the ability to design 
projects in order to solve real-life problems. In addition, 
project-based learning can improve students' higher-order 
thinking and communication skills because learning consists of 
comprehensive, follow-up, and communicative activities to 
find and combine concepts [5]. 

4) Problem-based learning 
The following science learning approach applied in mobile 

learning is problem-based learning [5]. Problem-based learning 
is a learning model that uses a phenomenon or a problem as the 
primary focus to develop problem-solving and self-
organization skills. Problems often used in this learning model 
are problems in everyday life connected to the subject matter. 
Problem-based learning requires students to explore 
knowledge, create ideas, gather information, and solve and 
answer problems with appropriate solutions [40]. In problem-
solving, there is an exchange of knowledge possessed and 
information collected between each student to solve the 
problem. The teacher acts as a facilitator to direct the problem 
so that student discussions focus on solutions. 

In the process, the problem-based learning model has 
beneficial aspects regarding improving students' 
communication skills. First, students are involved in solving 
problems. Students' verbal communication skills will develop 
when they investigate problems, debate theories related to 

problems, identify problems, propose solutions to problems, 
analyze and evaluate the problem-solving process, and share 
experiences related to the process. Second, at each stage of 
problem-based learning, students' motivation and confidence in 
communicating can increase. Third, the knowledge obtained by 
students at the end of the learning process is their original, 
from the knowledge construction and exploration process they 
do in problem-based learning. [2]. 

Problem-based learning encourages students to make 
meaning from real-life problems that involve higher-order 
thinking and communication skills. In addition, it involves 
problem-solving skills, interdisciplinary learning processes, 
independent learning, and cooperative learning so that all skills 
involved can be increased [41]. 

5) Game-based learning 
A game-based learning approach can be applied in mobile 

learning [1]. Games today are developed as entertainment, but 
some are also developed for learning purposes. Games that are 
specially designed with technology in education will stimulate 
the curiosity level of students to learn the existing material 
[42]. This game-based learning approach can be a choice for 
teachers to develop interactive learning media. The games aim 
to support the learning process and increase knowledge in 
carrying out the learning process compared to the general 
concept of learning, namely reading. 

Game-based learning is a form of learning packaged with 
games based on specific plans, programs, tools, and equipment 
prepared by the teacher, and then students are trained in 
playing the game to achieve the learning objectives set. The 
game-based learning process is the right tool to represent, 
visualize, manipulate, and interact with learning content 
through technology integration [43]. Game-based learning that 
is packaged excitingly, according to learning objectives, 
explores and builds concepts, makes students motivated to 
develop higher-order thinking skills, especially in analysis. In 
addition, students' communication and collaboration skills are 
needed in-game activities, especially in groups. 

6) Flipped classroom learning 
The following science learning approach applied in mobile 

learning is the flipped classroom [44]. The reverse class is 
mixed learning, namely learning in two ways; through face-to-
face and through virtual or online interactions that combine 
synchronous learning and asynchronous self-learning. 
Synchronous learning occurs directly in the classroom, while 
asynchronous learning is independent learning. The teaching 
and learning process in the flipped classroom is different; 
namely, students learn the subject matter that has been given 
by the teacher via mobile devices at home before the face-to-
face class starts. 

In learning activities in class, students are asked to do 
assignments according to the subject matter that has been given 
by the teacher before, and students discuss subject matter that 
is not understood with friends and the teacher. By doing 
assignments at school, when students experience difficulties, 
they can be directly consulted with their friends or the teacher 
to solve the problem immediately. A flipped classroom is a 
learning approach strategy that can minimize the amount of 
direct instruction in teaching practice but still maximize the 
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interaction process both inside and outside the classroom. This 
approach strategy makes maximum use of cellular technology 
[44]. 

As long as students learn outside the classroom in 
independent learning, students use mobile devices, such as 
cellphones, laptops, and computers. This mobile device is 
beneficial for students in following the learning and is very 
dependent on it. The flipped classroom approach in its 
application sharpens students' communication skills [5]. Every 
teacher and student meets online with the intermediary of a 
mobile device so that learning runs optimally, two-way 
communication continues. 

The highest percentage of learning approach that used to 
improve students' higher-order thinking skills and 
communication skills in science learning are collaborative 
learning and inquiry learning. 

This study has several limitations that reduce the 
generalizability of the findings: First, this study examines what 
mobile learning devices are most often used in science learning 
regardless of the students' economic background. Second, and 
most importantly, various factors other than mobile devices 
and learning approaches can improve students' higher-order 
thinking and communication skills 

VI. CONCLUSION 

This research can add to the basis of scientific research and 
be useful for future researchers because it provides an up-to-
date review of mobile learning in science. The most 
appropriate mobile device used to achieve the learning 
objectives is a mobile phone, followed by PDAs, tablets, iPad, 
laptops, e-books, and iPod. Furthermore, it is hoped that this 
research can be an illustration for other researchers to create 
innovative learning approaches. The innovative learning 
approach used in science learning to improve higher-order 
thinking skills and communication skills is collaborative, 
inquiry, project-based, problem-based, game-based, and 
flipped classroom learning. In addition, mobile learning has 
provided a context in which there are many ways to achieve 
educational goals, such as independent learning, learning 
anywhere and anytime, learning to interests, and learning to 
recognize the characteristics of the student. 

VII. RECOMMENDATION 

Based on the learning approach and theory, the problem 
faced as a teacher and developer of a learning environment is 
to ensure that learning will occur adequately and comfortably 
so that students feel interested in learning. Therefore, one of 
the essential requirements to fulfill such mobile learning is the 
learning approach and theory. 

Some research that can be done next: First, research on how 
mobile learning in social learning or comparing the two. 
Secondly, further research on the most appropriate learning 
media for mobile learning. And thirdly, research on the 
effectiveness of implementing approach strategies in mobile 
learning. 
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Abstract—Interactive Image Segmentation is a type of semi-

automated segmentation that uses user input to extract the object 

of interest. It is possible to speed up and improve the end result 

of segmentation by using pre-processing steps. The use of 

superpixels is an example of a pre-processing step. A superpixel 

is a collection of pixels with similar properties such as texture 

and colour. Previous research was conducted to assess the impact 

of the number of superpixels (based on SEEDS superpixel 

aglorithms) required to achieve the best segmentation results. 

The study, however, only examined one type of input (strokes) 

and a small number of images. As a result, the goal of this study 

is to extend previous work by performing interactive 

segmentation with input strokes and a combination of bounding 

box and strokes on images from Grabcut image data sets 

generated by Topology preserved regular superpixel (TPRS). 

Based on our findings, an image with 1000 to 2500 superpixels 

and a combination of bounding box and strokes will help the 

interactive segmentation algorithm produce a good segmentation 

result. Finally, the size of the superpixels would influence the 

final segmentation results as well as the input type. 

Keywords—Image segmentation; superpixel; input type; 

interactive segmentation 

I. INTRODUCTION 

Computer vision is an artificial intelligence subfield that 
teaches computers to understand and interpret their visual 
environment. Image processing is a subset of computer vision 
that entails enhancing or extracting useful information from 
images. Image segmentation, a subprocess of image 
processing, on the other hand, is a technique that allows 
humans to extract objects of interest from images. Image 
segmentation can be done manually, semi-automatically, or 
fully automatically. 

In automated segmentation, there is no user involvement. 
Semi-automated segmentation, also known as interactive 
segmentation, requires little to no user intervention during the 
segmentation process. The ultimate goal of image 
segmentation is to fully automate the process. However, 
because of the image complexity, automated segmentation 
continues to face significant challenges in producing 
satisfactory results. As a result, for better image segmentation 
results, semi-automated or interactive image segmentation 
methods are preferred. 

Traditionally, image segmentation is performed using 
information from each individual pixel in the image. This 
process, however, consumes a significant amount of processing 
power. Ren and Malik [1] proposed superpixel as a solution to 
this issue. A superpixel is a group of pixels with similar 
properties, such as texture or colour. The introduction of the 
superpixel altered the segmentation processing steps. 

Since the introduction of superpixels, many interaction 
segmentation methods have used them as part of the pre-
processing phase [2-5]. However, different interactive 
segmentation algorithms employ different superpixel 
algorithms of varying sizes. For instance, [6] and [7]  used the 
SLIC superpixel algorithm [8] with 1000 and 2000 superpixels 
superpixel per image, respectively. In addition, [9] used a 
meant-shift superpixel algorithm with 100 superpixels per 
image. As can be seen, no standard method exists in interactive 
segmentation for determining the size of a superpixel.  As a 
result, a study [10] was conducted using MSRM interactive 
segmentation [11] and the SEEDS superpixel algorithm[12] to 
assess the effect of the number of superpixels required to 
achieve the best segmentation results. According to the study, 
500 superpixels per image were the optimal size for achieving 
a good segmentation result. The study, however, only looked at 
one type of input (strokes) and a small number of images. 
Therefore, the purpose of this paper is to expand on the 
previous study on the following: 

 Using all images from the Grabcut dataset [13] (50 
images). 

 Using different superpixel algorithm e.g., Topology 
preserved regular superpixel (TPRS) [14]. 

 Using various input types, such as bounding box and 
strokes. 

The study's findings will be compared to state-of-the-art 
interactive algorithms on a variety of metrics. 

The study's findings will provide information on the 
optimal size of the superpixel for TPRS based on the input 
types utilised by the MSRM interactive segmentation 
algorithms. In addition, it will serve as an extra guideline when 
TPRS superpixels are used with other segmentation algorithms. 
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In the following section, interactive segmentation will be 
discussed, followed by an overview of the various user input 
types used in interactive segmentation, maximal similarity-
based region merging, and topology preserved regular 
superpixel algorithms.  

II. LITERATURE REVIEW 

Interactive image segmentation has been used in a variety 
of applications. For example, a tool for medical volume images 
has been created (SmartPaint [15] and MRI for orthopaedic 
surgery[16]. In the field of remote sensing, a segmentation tool 
for lithological boundary detection has also been developed 
[17]. It has also proven to be very useful in agriculture, 
assisting farmers in detecting crop diseases [18]. 

As stated in the preceding paragraph, the user will provide 
guidance in order for the segmentation system to extract the 
object of interest in interactive segmentation. The general 
process of interactive segmentation is summarized below: 

Step 1: The user will provide information about the context 
and the object of interest. 

Step 2: The segmentation system will generate a 
segmentation result based on the user's input. 

Step 3: The user will evaluate the results, and if the user is 
satisfied, the process will be completed. Otherwise, the user 
will provide more background and object of interest 
information until the system produces a satisfactory segmented 
result. 

Existing work [19] distinguishes between interactive and 
semi-automatic segmentation by involving the user in both the 
initialization and post-processing stages of the segmentation 
process iteratively, whereas semi-automatic segmentation only 
involves the user in the initialization stage. This study 
combines the two terms and defines interactive segmentation 
as any segmentation that requires user input. This study, on the 
other hand, will concentrate on the involvement of user input 
during the initialization stage. 

Various input types are used in interactive segmentation to 
provide information about the background and object of 
interest. Some examples of these input formats are as follows: 

 Strokes [20-24]: The user must apply stroke(s) to the 
image's object of interest and background. 

 Seed point [25-29]: The seed points must be placed on 
the image's background and object of interest by the 
user. 

 Bounding box [13, 30-34]: The user must position the 
bounding box around the object of interest within the 
image. 

The following section explains Maximal Similarity-based 
Region Merging (MSRM) and Topology Preserved regular 
superpixels (TPRS). 

A. Maximal Similarity-based Region Merging (MSRM) 

Maximal Similarity-based Region Merging algorithm [11] 
is based on region merging. The image is first converted into 
superpixels using mean shift segmentation. The contour of the 

object is then extracted based on the labelling of non-marked 
regions as region of interest or background. Fig. 1(a) shows the 
superpixels of the image with strokes on the background and 
object of interest, and (b) shows the segmentation result. 

   
(a)    (b) 

Fig. 1. The Algorithm's Segmentation Process [11]: (a) Superpixel Strokes 

Entered by users (b): The Segmentation Outcome. 

B. Topology Preserved Regular Superpixel (TPRS) 

Topology preserved regular superpixel (TPRS) [14] is a 
path-based method that partitions an image into superpixels by 
connecting seed points via pixel path. It begins by arranging 
initial seeds on a lattice grid and associating them with 
appropriate pixels on the boundary map. It then relocates each 
seed to the pixel with the highest locally maximal edge 
magnitudes, taking into account both the distance term and the 
probability term. Finally, it finds the local optimal path 
between vertical and horizontal seed pairs. 

III. EXPERIMENTAL SETTING 

To determine the best superpixel size, TPRS will generate a 
test image with five superpixel sizes: 500, 1000, 1500, 2000, 
and 2500. Aside from that, each superpixel image will be 
paired with the following user input type: 

 s1: 1 foreground stroke and 3 background strokes. 

 s2: multiple foreground and background strokes. 

 m2: 1 background bounding box and 2 foreground 
strokes. 

 m3: 1 background bounding box and 2 foreground 
strokes. 

The user input type and superpixel image as well as test 
image will be fed into the MSRM interactive segmentation 
algorithm in order to generate segmentation results. Fig. 2 
shows some of test image with ground truth (see (a) and (b)). 
Aside from that, s1 and s2 input strokes from [35] were chosen, 
as shown in Fig. 2(c) and (d). Fig. 2(e) and (f) show the use of 
a bounding box with two and three foreground strokes, 
respectively. Fig. 3 shows the superpixel image generated by 
TPRS with sizes of 500 in (a) and 2500 in (b). 

To assess the efficacy of superpixel algorithms in 
interactive segmentation, the error rate, F-score, and Jaccard 
indexes used by [31, 36-38]. Error rate (ERR) is the percentage 
of pixels placed in an incorrect region which is shown as below 
equation: 

𝐸𝑅𝑅 = 1 − (
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝑇𝑃+𝐹𝑁
)            (1) 
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Fig. 2. (a) Test Image. (b) Ground Truth. (c) Simple Stroke. (d) Complex 

Stroke. (e) Bounding Box with Two Foreground Strokes. (f) Bounding Box 

with Three Foreground Strokes. 

     
(a)    (b) 

Fig. 3. Superpixel Image of Banana1 from the Dataset which had been 

Generated by TPRS. (a) 500 (b) 2500. 

However, error rate takes into account the percentage of 
pixels that accurately map to the background information. As a 
result, the F-score and Jaccard Index are included. 

F-score is equivalent to Dice Coefficient. The F-score is 
also known as the F1-Score or F-Measure. It is equal to 2 * the 
Area of Overlap divided by the total number of pixels in both 
images. 

𝑃 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
              (2) 

𝑅 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
              (3) 

𝐹 = 2 ∗ (
𝑃∗𝑅

𝑃+𝑅
)              (4) 

The Jaccard index, also known as the Intersection over 
Union (IoU) metric. It is the ratio of the number of pixels that 
are shared by X and Y to the total number of pixels in X and Y. 
In this case, X and Y represent the segmented image and 
ground truth, respectively. The Jaccard index/ IoU formulation 
is depicted as follows: 

𝐽/𝐼𝑂𝑈 =
𝑇𝑃

𝑇𝑃+𝐹𝑃+𝐹𝑁
             (5) 

IV. RESULTS AND DISCUSSION 

To have better understanding of the result generated from 
various size as well as input type, the table below (see Table I) 
had divided the result based on the superpixel size, s and user 
input type, t. following by Error rate, e, f-score, f and Jaccard 
index, j. The error rate, F-score, and Jaccard index are also 
depicted graphically in Fig. 4 and 5. 

TABLE I. OVERALL IMAGE SEGMENTATION RESULT BASED ON THREE 

METRICS: ERROR RATE, E; F, F-SCORE; AND JACCARD INDEX, J PERFORMED 

BY MSRM BY USING TPRS SUPERPIXEL ALGORITHMS THAT GENERATED 

DIFFERENT NUMBERS OF SUPERPIXELS, S RANGING BETWEEN 500, 1000, 
1500, 2000, AND 2500 BY USING DIFFERENT TYPES OF INPUT TYPES: M2 

(BOUNDING BOX WITH TWO FOREGROUND STROKES), M3 (BOUNDING BOX 

WITH THREE FOREGROUND STROKES), S1 (SIMPLE STROKES) AND S2 

(COMPLEX STROKES) 

s t  e ↓ p ↑ r ↑ f ↑ j ↑ 

500 m2 0.037 0.943 0.842 0.882 0.803 

500 m3 0.030 0.939 0.893 0.913 0.845 

1000 m2 0.034 0.947 0.856 0.890 0.816 

1000 m3 0.025 0.943 0.919 0.929 0.872 

1500 m2 0.036 0.955 0.833 0.878 0.802 

1500 m3 0.027 0.954 0.886 0.915 0.851 

2000 m2 0.030 0.950 0.867 0.896 0.830 

2000 m3 0.025 0.950 0.904 0.923 0.863 

2500 m2 0.032 0.954 0.842 0.881 0.811 

2500 m3 0.024 0.952 0.898 0.921 0.863 

500 s1 0.059 0.911 0.776 0.805 0.712 

500 s2 0.036 0.907 0.901 0.900 0.825 

1000 s1 0.064 0.935 0.745 0.789 0.695 

1000 s2 0.029 0.941 0.914 0.924 0.864 

1500 s1 0.066 0.928 0.740 0.778 0.685 

1500 s2 0.030 0.949 0.901 0.921 0.859 

2000 s1 0.068 0.953 0.704 0.759 0.668 

2000 s2 0.029 0.943 0.902 0.918 0.856 

2500 s1 0.064 0.943 0.699 0.751 0.658 

2500 s2 0.028 0.958 0.891 0.919 0.857 

 

Fig. 4. Segmentation Results based on Error Rate using Various user Input T 

and Superpixel Size. 
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Fig. 5. Segmentation Results based on F-score and Jaccard Index using 

Various user Input Types and Superpixel Size. 

From the Table I, it can summarize the finding of research 
study as below: 

 In term of input type, bounding box input type had 
performed better than strokes with error rate 0.024 and 
0.028, f-score 0.929 and 0.924, and Jaccard index 
0.872, 0.864, respectively. 

 Regardless of input type, superpixel size of 1000 had 
outperformed than other superpixel size in term of 
Jaccard index and F-score. On the other hand, if using 
error rate as a metric, size of 2500 is much better than 
size of 1000. However, the difference between only 
0.001. Also, if comparing using f-score (0.005-0.008) 
and Jaccard index (0.007-0.009). It can conclude that 
size of 1000 should be an optimum size for TPRS. 

 The increasing of input strokes for foreground had 
improved the segmentation results regardless of 
bounding box or strokes. 

 The difference between the highest and lowest result 
for each category (s1, s2, m2, m3) of each matric are 
0.006 and 0.009, error rate, 0.016 and 0.054, f-score 
and 0.024 and 0.054, Jaccard index. 

 Overall, the difference between the highest and lowest 
result of all are 0.044, error rate, 0.178, f-score, and 
0.214, Jaccard index. 

The individual image results based on the 1000 and 2500 
superpixels for strokes and bounding box categories shown in 
Table II. These two sizes from two categories were chosen due 
to the fact that they had achieved the best result among others. 
From the Table II, it is shown that 153077 had achieved high 
error rate (>0.1) if using bounding box while 189080 and 
stone2 if using strokes. 

TABLE II. INDIVIDUAL IMAGE RESULT (ERROR RATE, E) BASED ON THE 

1000 AND 2500 SUPERPIXELS FOR STROKES AND BOUNDING BOX 

CATEGORIES 

filename 1000_m3 2500_m3 1000_s2 2500_s2 

106024 0.023 0.019 0.016 0.016 

124084 0.030 0.026 0.030 0.025 

153077 0.142 0.131 0.058 0.089 

153093 0.030 0.043 0.033 0.034 

181079 0.030 0.017 0.030 0.054 

189080 0.020 0.020 0.135 0.131 

208001 0.012 0.009 0.010 0.012 

209070 0.045 0.051 0.030 0.041 

21077 0.028 0.033 0.016 0.020 

227092 0.013 0.024 0.013 0.032 

24077 0.030 0.035 0.024 0.047 

271008 0.030 0.030 0.015 0.026 

304074 0.031 0.058 0.044 0.019 

326038 0.031 0.027 0.060 0.054 

37073 0.032 0.047 0.020 0.030 

376043 0.026 0.029 0.017 0.021 

388016 0.017 0.014 0.059 0.018 

65019 0.010 0.014 0.006 0.018 

69020 0.052 0.038 0.066 0.045 

86016 0.006 0.007 0.032 0.007 

banana1 0.037 0.031 0.028 0.015 

banana2 0.035 0.030 0.018 0.057 

banana3 0.025 0.028 0.024 0.029 

book 0.029 0.073 0.024 0.026 

bool 0.028 0.028 0.013 0.039 

bush 0.033 0.020 0.016 0.024 

ceramic 0.071 0.035 0.018 0.026 

cross 0.013 0.009 0.009 0.020 

doll 0.017 0.004 0.003 0.018 

elefant 0.040 0.010 0.010 0.015 

flower 0.009 0.034 0.049 0.011 

fullmoon 0.003 0.018 0.024 0.003 

grave 0.016 0.010 0.008 0.009 

llama 0.016 0.007 0.038 0.064 

memorial 0.020 0.009 0.016 0.022 

music 0.014 0.014 0.011 0.010 

person1 0.013 0.012 0.020 0.010 

person2 0.009 0.026 0.007 0.011 

person3 0.010 0.006 0.015 0.010 

person4 0.018 0.015 0.007 0.020 

person5 0.008 0.047 0.017 0.018 

person6 0.017 0.006 0.005 0.024 

person7 0.008 0.007 0.012 0.006 

person8 0.016 0.007 0.007 0.017 

scissors 0.045 0.034 0.017 0.064 

sheep 0.005 0.029 0.030 0.004 

stone1 0.009 0.026 0.021 0.007 

stone2 0.007 0.037 0.178 0.007 

teddy 0.016 0.013 0.049 0.034 

tennis 0.033 0.018 0.037 0.030 
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TABLE III. PERFORMANCE COMPARISON WITH OTHER STATE-OF-ART 

INTERACTIVE SEGMENTATION ALGORITHMS BASED ON ERROR RATE, E AND 

F-SCORE, F 

Reference algorithms e Reference algorithms f  

Extreme points [37] 0.023 GSC(reported in [39] ) 0.966 

Diffusive likelihood [38]  0.023 BNQ  [39] 0.947 

2500_m3 0.024 
 Region-based 

nonparametric  [40] 
0.942 

1000_m3 0.025 RW (reported in [39] 0.937 

Probabilistic diffusion [41] 0.027  supercut average [33]   0.9356 

1000_m3 0.025 NHO (reported in  [40]  0.934 

2500_s2 0.028 IGC  (reported in  [39] 0.933 

1000_s2 0.029 Densecut  [34] 0.932 

Label propagation [42]   0.0321 1000_m3 
0.929 
 

Object Extraction from 

Bounding Box Prior  [43] 
0.032 LS  (reported in [39]) 0.926 

Xia (reported in [43]   0.033 1000_s2 
0.924 

 

SBT with AT(reported in  

[43] 
0.033 onecut(reported in [32] 0.923 

RW with AT(reported in  

[44] 
0.033 2500_m3 

0.921 

 

NHO (reported in [38]  0.034 SAL [45] 0.9207 

MGC (reported in [38]  0.026 
GrabCut(GMM) 

(reported in [34] )  
0.909 

DEEPGC (reported in [37]   0.034 2500s2 
0.919 
 

PLL (reported in [38] 0.0349 
grabcut (reported in 

[32] 
0.916 

TAM (reported in  [38] 0.0364 milcut avg [33] 0.9136 

Milcut (reported in[37])  0.036 ppbc (reported [32] ) 0.91 

BoxPrior (reported in  [37] 0.037 gbmr (reported in [40] 0.91 

  RC (reported in [45]  ) 0.9094 

  RWR(reported in [45]  0.9057 

  LC (reported in [45] 0.8839 

  loosecut  [32] 0.882 

  ABS (reported in  [45]) 0.7155 

TABLE IV. PERFORMANCE COMPARISON WITH OTHER STATE-OF-ART 

INTERACTIVE SEGMENTATION ALGORITHMS BASED ON JACCARD INDEX, J 

Reference algorithms j Reference algorithms j 

grabcut (reported in [46]) 0.91 SGML [47] 0.81 

ppbc (reported in [46]) 0.91 PD (reported in [47]) 0.8 

nc_cut(reported in [46]) 0.91 onecut (reported in [46]) 0.8 

1000_m3 0.872 milcut (reported in [46]) 0.8 

1000_s2 0.864 RTPG (reported in [48] ) 0.76 

2500_m3 0.863 SD (reported in [48]) 0.76 

2500_s2 0.857 NRW (reported in [47]) 0.72 

LPD [48] 0.85 TPG (reported in [47]) 0.7 

nc_cut0 (reported in [46]) 0.85 LC (reported in [47]) 0.68 

FGML [47] 0.82 SMRW (reported in [47])  0.62 

When compared to state-of-the-art interactive segmentation 
algorithms, 2500 m3 achieved 0.024, which is 0.001 higher 
than the best reference algorithm in the error rate category, 
which is a training-based algorithm (see Table III). It did, 

however, outperforms other training-based algorithms like 
Label propagation [43] (0.0321), Xia [44] (0.033), SBT with 
AT [44] (0.033,) RW with AT [45] (0.033), and DEEPGC [38] 
(0.034). Apart from this, in terms of the F-score (see Table III) 
and Jaccard index (see Table IV), there is a 4% difference 
between the best reference algorithm and our algorithm. 

V. CONCLUSION AND FUTURE DIRECTION 

The TPRS superpixels algorithm was used in this paper to 
generate various sizes of superpixels images on interactive 
segmentation algorithms, MSRM using strokes and a 
combination of bounding box with strokes as user input. The 
entire test images from the Grabcut dataset were used in the 
testing. Evaluation matrices such as error rate, e, f-score, f, and 
Jaccard index, J were used to evaluate the generated results. 
Overall, the interactive segmentation algorithm was able to 
achieve an optimal segmentation result by bounding the box 
with three strokes and using superpixel sizes of 1000 and 2500. 
This discovery will be useful for researchers who want to use 
superpixels, particularly on TPRS, with appropriate settings on 
the number of superpixels in an image on the interactive 
segmentation algorithm. The segmentation results, on the other 
hand, were compared to the results of the previous study, 
which determined that 500 is the optimal number of 
superpixels to use in interactive segmentation. The difference 
could be due to the number of test images used as well as the 
input types. Finally, we make several recommendations for 
future research: 

 Comparative study of various types of superpixel 
algorithms with diverse input types on different 
interactive segmentation algorithms. 

 Previous studies [49, 50] has found that image 
complexity can affect segmentation results. Existing 
interactive image segmentation algorithms have not 
addressed the relationship between image complexity 
and input type, as well as superpixel and size, and this 
can be investigated further. 
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Abstract—The intelligent fusion terminal in the distribution 

area usually adopts the mode of cooperation between the cloud 

and the edge, and the workload of manual operation and 

maintenance is large. Therefore, an intelligent fusion terminal 

system in the distribution area with fog computing capability 

based on a high-capacity CPU is proposed. Follow the “cloud 

pipe edge end” construction framework of smart IOT system, 

and take this framework as the edge computing node of 

distribution station area and power consumption side. Mt7622b 

chip in Linux operating system with openwrt firmware is used as 

the main control chip of edge agent gateway equipment, and the 

recursive least square method is used to realize the data fusion of 

power acquisition service in distribution station area and power 

distribution demand terminal. The test results show that the 

designed system can realize real-time monitoring of power 

consumption and distribution data and power quality 

management in the distribution station area, and the data 

processing delay is less than 100ms, which provides a reference 

for the intelligent fusion terminal system in the distribution 

station area. 

Keywords—Large-capacity CPU; fog computing capability; 

power distribution station area; intelligent integration; terminal; 

system design 

I. INTRODUCTION 

The communication demands of power users and the 
intelligent terminal equipment of the power grid are growing 
linearly. The communication network of many terminal 
devices in the distribution network station area needs to have a 
high level of manual operation and maintenance, which puts 
forward higher requirements for delay, bandwidth and 
communication flexibility [1]. The intelligent terminal in the 
station area is the core unit of measurement and control 
management in the current intelligent power distribution 
system. The intelligent terminal in the station area is usually 
installed on the side of the distribution transformer. It uses the 
intelligent terminal in the station area to realize the 
communication interaction of the main station system and the 
access of the lower-level intelligent equipment [2-3]. The 
intelligent terminal equipment in the station area is of high 
importance and has a huge impact on the power distribution 
system. The distribution station area is the junction of 

production and marketing. Both the production and marketing 
parties install distribution transformer terminals and 
concentrators on the station side based on business needs. 
There are problems such as non-sharing of data, duplication of 
functions, and increased operation and maintenance workload 
[4-5]. The intelligent fusion terminal device can realize the 
functions of the concentrator and the distribution terminal, 
reducing the cost of equipment procurement, reducing the 
workload of manual operation and maintenance, and saving 
the cost of operation and maintenance. 

At present, there is much researches on terminal data 
analysis of power distribution systems. Literature [6] designs a 
remote terminal data acquisition system for intelligent power 
distribution automation. The author in [7] proposes an 
automatically test system for intelligent substation relay 
protection equipment based on information fusion, which can 
separately collect data from remote terminals of intelligent 
power distribution and automatic test of intelligent substation 
relay protection equipment. Although the above research has 
achieved certain results and has certain application 
performance, it does not have the function of improving the 
data processing efficiency of the intelligent fusion terminal in 
the distribution station area. To this end, a large-capacity 
CPU-based intelligent fusion terminal system with fog 
computing capability is proposed in the distribution station 
area. Fog computing is based on the concept of cloud 
computing. In the fog computing mode, the data processing of 
many intelligent terminals is concentrated on the network edge 
devices, which effectively improves the data processing 
efficiency [8]. Applying fog computing to data management in 
distribution station area can effectively reduce data 
transmission delay and improve data communication 
capabilities. The innovation of the research is to use fog 
computing and large-capacity CPU to improve the data 
processing capability and communication performance of the 
system, as an intelligent terminal management device with 
many functions such as power quality monitoring, distribution 
transformer detection, humidity and temperature monitoring, 
etc. It has a high degree of integration, many functions, 
realizes remote control of intelligent terminals, and has high 
applicability. 

*Corresponding Author. 
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II. INTELLIGENT FUSION TERMINAL SYSTEM IN 

DISTRIBUTION STATION AREA WITH LARGE-CAPACITY CPU 

WITH FOG COMPUTING CAPABILITY 

A. System Overall Structure 

The designed intelligent fusion terminal system in the 
distribution station area has the functions of a concentrator 
and TTU, and can be used as the edge computing node in the 
distribution station area and the power consumption side. The 
distribution station area takes the intelligent fusion terminal 
system of the distribution station area as the core, and 
establishes an intelligent low-voltage distribution Internet of 
Things with distribution automation. The overall structure of 
the intelligent fusion terminal system in the power distribution 
station area with a large-capacity CPU designed with fog 
computing capability is shown in Fig. 1. 

As can be seen from Fig. 1, the designed system follows 
the "cloud-pipe-side-end" construction framework of the smart 
IoT system, which can realize the intelligent integration of the 
power distribution station area's use and procurement services 
and power distribution requirements. The system supports the 
communication protocols of the mining system, power 
distribution and unified IoT management center. Using 
container technology, multiple containers can be run at the 
same time, data communication between containers is 
supported, and data exchange and sharing functions between 
containers. The marketing application in the distribution 
station area and the distribution application are installed in 
their respective containers, and all the functions of the system 
are realized by using the application APP they have. 
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Fig. 1. System Overall Structure Diagram. 
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The system has external module communication data 
transmission application, container construction, data 
recording log and abnormal work log, running status 
monitoring, remote software and hardware information query, 
data recording and data statistics, event recording and 
reporting, parameter setting and query functions. The 
intelligent fusion terminal system has edge computing 
capabilities, and integrates the functions of power supply and 
consumption information collection in the distribution station 
area, energy meter or collection terminal data collection, 
equipment status monitoring and communication networking, 
local analysis and decision-making, and collaborative 
computing. The hardware adopts a platform-based design, 
supports the edge computing framework, and has fog 
computing capabilities [9], which can realize flexible 
expansion of functions through software-defined methods. 

1) System hardware design: The hardware of the 

intelligent fusion terminal includes the basic core board, the 

main control board, the carrier module, the acquisition board, 

the power supply module, the single 4G module, and the dual 

4G module. The hardware performance indicators of the 

fusion terminal are better than the reference standard 

requirements, and have good consistency. The hardware is 

designed based on the main control chip. The chip adopts the 

MT7622B architecture single-core 4-core processor, the main 

frequency is 1.35GHz, and the peripheral integrates 2GB 

DDR3 SDRAM and 8GM FLASH memory, two-way Gigabit 

Ethernet and other peripheral interfaces [10]. The software is 

based on an autonomous controllable operating system, 

Docker containers and autonomous orchestration technology. 

The main control chip of the edge proxy gateway device 
adopts MT7622B, the peripheral is equipped with STM32 
main control, and the MT7622B chip runs the OpenWRT 
operating system. It mainly realizes IO expansion and related 
acquisition functions. The software uses Ubuntu 16.04 
operating system to compile openwrt firmware. Flash the 
compiled firmware into flash, and then run docker in the 
system to manage the entire application in a containerized 
manner. STM32 is developed with STM32 library to realize 
driver layer and application layer encapsulation. 

The MT7622B chip adopts the Linux operating system of 
OpenWrt firmware. In order to ensure the normal and stable 
operation of the application, the firmware is cut and 
transplanted, and burned to the hardware platform. According 
to functional requirements, they increase or decrease related 
peripheral interface drivers, so that the overall system 
framework can meet the work requirements and be more 
streamlined. The main control chip has limited pins [11], and 
the terminal platform is equipped with an MCU chip as a data 
transfer hub. The MCU chip is used to connect the relevant 
peripheral modules, and communicate with the MT7622B 
main control chip through the communication interface, so 
that the main control chip can control the relevant peripheral 
modules. 

MT7622B integrates dual ARM®Cortex-A53 cores, with a 
working frequency of up to 1.35GHz, with strong computing 
power and working stability. The high-speed DDR3 interface 
can be connected to high-capacity DRAM chips. It supports a 
variety of NAND Flash interfaces to realize mass storage 
control. The chip also includes various peripherals, including 
UART, SGMII, RGMII, PCIe2.0, USB2.0 (Host), USB3.0 
(Host), and a 5-port 10/100 switch. It supports hardware router 
function, realizes 2.5Gbps HSGMII and 1Gbps RGMII 
Ethernet interface, embedded 5-port 10/100 switch and 
802.11n 2.4GHz wireless. It can be supported by 802.11ac 
WLAN connection, and a variety of external network 
connection methods are available. 

2) System software design: The system software platform 

provides a stable operating environment for the fusion 

terminal. The software platform is used to realize the 

decoupling of system software and hardware and software 

APP. The software platform includes the operating system and 

the edge computing framework. 

The operating system completes the design of the root of 
trust and the chain of trust based on Linux. We have 
completed the driver design of all peripheral interfaces of the 
terminal, completed the kernel tailoring optimization and 
patch upgrade [12], and realized the kernel's support for the 
self-developed container management and terminal 
management platform. 

The edge computing framework includes the container 
management engine Docker, system management, and various 
layers of components for edge-side application development, 
supporting various business applications. It has realized 
Docker's management of system-level single container and 
multiple APPs. It implements various functions such as 
container start, stop, uninstall, and deletion, APP start, stop, 
uninstall and deletion, and APP and container quota 
management. 

B. Edge Proxy Gateway Device with Fog Computing 

Function 

1) Edge proxy gateway device: Fog computing data 

processing and applications are concentrated in network edge 

devices rather than being stored in the cloud. The distribution 

station area is the intersection of production and marketing. 

Based on business needs, both production and marketing 

parties install distribution transformer terminals and 

concentrators on the side of the station area. There are 

problems such as non-sharing of data, duplication of functions, 

and increased operation and maintenance workload [13]. To 

solve such problems, the edge proxy gateway device with fog 

computing function is applied to the intelligent fusion terminal 

system in the distribution station area. The structure diagram 

of the edge proxy gateway device with fog computing 

function is shown in Fig. 2. 
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Fig. 2. Edge Proxy Gateway Device Structure Diagram. 

The edge proxy gateway device includes a gateway system 
and a shell, and the gateway system includes a main control 
system, a single-chip microcomputer, an interface 
implementation, an attribute design and a system maintenance 
design. There is installation and positioning holes at the ends 
of the casing, and the installation and positioning holes are in 
a symmetrical state with respect to the central axis of the 
casing. A gas inlet window, a sequence area, a power button 
and a setting button are arranged on one side of the casing. 
The sequence area is located at the top of the gas inlet 
window, and the setting button is located between the 
sequence area and the power button. The edge proxy gateway 
device can monitor the devices in the distribution station area 
[14]. It can reduce the workload of equipment operation and 
maintenance, and reduce the input of manpower and material 
resources. 

2) Network related skills reserve: The network-related 

skills reserves of the designed intelligent fusion terminal 

system in the distribution station area are as follows: 

Layer 2 switch: Identify the MAC address information in 
the data packet. Forwarding is based on the MAC address, and 

the MAC address and the corresponding port are recorded in 
the internal address table. 

Layer 3 switches: Layer 3 switches implement IP routing 
functions through a hardware switching mechanism. Its 
optimized routing software improves the efficiency of the 
routing process and solves the routing speed problem of 
traditional router software. 

Link layer communication protocol: The data link layer 
provides services to the network layer based on the services 
provided by the physical layer. The most basic service is the 
reliable transmission of the source machine network layer data 
to the adjacent node target machine network layer. 

Network layer communication protocol: The data link 
layer provides the data frame transmission function between 
two adjacent endpoints to manage network data 
communication. It transmits data from the source to the 
destination through several intermediate nodes, and provides 
end-to-end data transmission services to the transport layer 
[15]. 
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DHCP: Dynamic Host Configuration Protocol (Dynamic 
Host Configuration Protocol), referred to as DHCP. It is a 
network protocol used in local area networks. This protocol 
allows servers to dynamically assign IP addresses and 
configuration information to clients. 

DNS: Domain Name System (Domain Name System 
abbreviation DNS, Domain Name is translated as domain 
name) is the core service of the Internet. As a distributed 
database that can map domain names and IP addresses to each 
other, it makes Internet access more convenient without 
recording IP strings that can be read by machines. 

LAN: Local Area Network (LAN) refers to a computer 
composed of multiple computers interconnected in a certain 
area. 

WLAN: Wide Area Network (Wide Area Network), also 
known as a wide area network, external network or public 
network. The WAN is not the same as the Internet. It is a 
long-distance network that connects different local area 
networks or metropolitan area network computers to 
communicate, mainly using packet switching technology. 

Docker container technology: A Linux container is a series 
of processes isolated from the rest of the system. All the files 
needed to run these processes are provided by another mirror. 
This means that Linux containers are portable and consistent 
from development to testing to production. Containers run 
faster than development pipelines that rely on repeating 
traditional test environments. Docker technology brings many 
new concepts and tools. It includes a simple command line 
interface to run and build new layered images, a server 
daemon, a library with prebuilt container images, and a 
registry server concept. Combining the above technologies, 
users can quickly build new layered containers and easily 
share containers with others. 

3) Data fusion by recursive least squares: The edge 

computing layer of the system uses the recursive least squares 

method to realize the data fusion of the intelligent fusion 

terminal in the distribution station area. Assume that the 

number of smart terminals included in the distribution station 

area is n , and the measurement equation of smart terminal i  

is as follows: 

i iZ X U 
              (1) 

In equation (1), iZ
 represents the i  measurement value of 

the smart terminal. X  represents the parameter value. iU
 

represents the noise value included in the data acquisition 
process. 

The noise in the data collection process has no correlation, 
and the optimal weighting is based on a fixed criterion. 
According to the weight coefficient, the collected values of 
each intelligent terminal are multiplied to avoid the loss of 
information caused by removing the noise of data collection. 

The weighting coefficient determination equation is as 
follows: 
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               (2) 

In Equation (2), i  represents a weighting coefficient. 

The weighted estimated mean squared error equation is 
established as follows: 
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In Equation (3), 
2

 represents the noise variance. 

According to the conditional extreme value acquisition 
method of the above equation, the weighting coefficient 

equation that minimizes E  is determined as follows: 
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In equation (4),   represents the weight. The weighting 
coefficient equation is as follows: 
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The mean squared error equation to obtain the weighted 
estimate is as follows: 
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According to the determined optimal weights, the 
recursive relationship of the recursive least squares method is 
used to realize the data fusion of intelligent terminals in the 
distribution station area. The equation is as follows: 
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In equation (7), 
ˆ
kY

 and 1
ˆ
kY   represent the data of the 

smart terminal at time k  and 1k  , respectively. Both kP
 

and 1kP   represent intermediate quantities. 1
ˆ

kX   represents 

the weighted estimated value of n  intelligent terminals when 

time is 1k  . Obtaining the fusion result by the recursive 
least squares method can ensure the minimum and unbiased 
estimated mean square error. 
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III. SYSTEM EXPERIMENTAL TEST 

In order to verify the design of the large-capacity CPU 
with the ability of fog computing, the intelligent fusion 
terminal system management in the distribution station area 
and the effectiveness of monitoring the distribution station 
network. We use Matlab software to build the system in this 
paper, and select the distribution station area of a power 
company as the experimental object. The distribution station 
area includes distribution automation terminals, state 
monitoring intelligent terminals, power quality monitoring 
intelligent terminals, state monitoring sensors, secondary 
screen cabinets and many other intelligent terminals. In the 
distribution station area, the optical fiber network is used to 
realize communication. 

After the system of this paper is adopted in the distribution 
station area, the emergency repair time when the fault occurs 
is calculated. The system in this paper is compared with the 
remote system [6] and the information fusion system [7]. The 
comparison results of the fault repair time are shown in Fig. 3. 

It can be seen from the experimental results in Fig. 3 that 
the application of the system in this paper in the distribution 
station area can reduce the time of power failure and improve 
the reliability of power supply. The reliability of power supply 
in the distribution station area determines customer 
satisfaction and power supply revenue. After adopting the 
system in this paper, the dispatcher in the distribution station 
area can close the power outage switch at the first time in case 
of a fault, so as to reduce the outage time. It can notify the on-
duty personnel to quickly repair, reduce the repair time, and 
improve the reliability of power supply. 

At present, the residential voltage qualification rate cannot 
meet the residential electricity demand. The voltage 
qualification rate before the system in this distribution station 
area is not used is about 90%. After the system in this paper 
was applied to the distribution station area, the voltage quality 
of the distribution network from May to September 2019 was 
calculated. The method in this paper is compared with the 
remote system and the information fusion system. The 
comparison results are shown in Fig. 4. 

It can be seen from the experimental results in Fig. 4 that 
after the system in this paper is adopted, the voltage 
qualification rate of the distribution station area is 
significantly improved. Within five months of operation, the 
system in this paper increased the voltage qualification rate of 
the distribution station area to more than 98.5%. The remote 
system and the information fusion system have a small 
improvement in the voltage qualification rate of the 
distribution station area, and the voltage qualification rate is 
lower than 95%. This system effectively monitors the voltage 
data of each integrated point. Through reasonable logical 
judgment, the comprehensive voltage regulation of the line 
voltage regulator is realized to ensure that the voltage of each 
node in the low-voltage line in the distribution network meets 
the voltage qualified value. 

The real-time operation of the system is of great 
significance. The system in this paper adopts the fog 
computing architecture and has strong data processing and 

communication capabilities. Statistics The system in this paper 
is used to collect the refresh rate of the intelligent terminal 
equipment in the distribution station area. The statistical 
results are shown in Table I. 

60

20

0

40

80

R
e
p

ai
r 
ti

m
e
/m

in

Low voltage 

leakage

Winding 

failure

Short ci rcuit 

fault

Switch 

failure

Discharge 

failure

Fault name

100

120 This paper 

system

Information 

fusion system
Remote 

system

 

Fig. 3. Fault Repair Time Comparison. 
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Fig. 4. Voltage Pass Rate Comparison. 

TABLE I. DATA REFRESH RATE 

System name 
Fast data 

processing/(times/s) 

Data 

collection/(times/s) 

This paper system 120 30 

Remote system 85 21 

Information fusion system 94 19 
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It can be seen from the experimental results in Table I that 
the fast data refresh rate of the system in this paper is as high 
as 120 times/s. Intelligent terminal data collection refreshes 
data up to 30 times/s. The data refresh speed of the system in 
this paper is significantly higher than the other two systems, 
which verifies that the system in this paper has a higher data 
refresh speed. The system in this paper adopts fog computing 
architecture combined with large-capacity CPU, which has 
high communication performance and data transmission rate. 

The monitoring time delay of the real-time monitoring of 
distribution data in the distribution station area is calculated 
using the system in this paper. The system in this paper is 
compared with the remote system and the information fusion 
system, and the comparison results are shown in Table II. 

TABLE II. POWER DISTRIBUTION DATA MONITORING DELAY 

Power distribution 

monitoring data name 

This paper 

system/ms 

Remote 

system/ms 

Information 

fusion system/ms 

Three-phase voltage 85 185 251 

Electric current 91 165 234 

Electrical energy 76 205 218 

Tariff electricity 58 234 265 

Total power 82 198 208 

Voltage pass rate 94 152 234 

Three-phase unbalance 84 184 218 

Harmonic 76 235 269 

Circuit breaker status 58 196 248 

Capacitor switching 

state 
64 184 235 

Distribution terminal 

status 
78 258 274 

It can be seen from the experimental results in Table II that 
the monitoring delay of the system in this paper is less than 
100ms. Using remote system and information fusion system to 
monitor the distribution of data monitoring delay in the 
distribution station area is higher than 150ms. The power 
distribution data monitoring delay of the system in this paper 
is significantly lower than that of the other two systems. The 
main reason is that the system in this paper adopts a fog 
computing architecture and a large-capacity CPU, which 
effectively improves the data processing capability of the 
system. The system meets the data acquisition and monitoring 
needs of the distribution station area. 

Statistical data processing efficiency under different data 
volumes: The system in this paper is compared with the other 
two systems, and the comparison results are shown in Fig. 5. 

As can be seen from the experimental results in Fig. 5, the 
data processing efficiency of the system in this paper is higher 
than 97% under different data volumes. The data processing 
efficiency of the other two systems is lower than 96% in the 
case of different data volumes. The fog computing 
architecture adopted in this system has high data processing 
efficiency. The previous cloud computing platform needs to 
transmit all the collected data to the computing center, and use 

the computing center to process the data, which cannot meet 
the delay requirement. The fog computing architecture can 
realize the analysis of data collected by the edge computing 
unit and improve the efficiency of data processing. The fog 
computing architecture can meet the low latency requirements 
of power communication networks. In the face of massive 
power data, it has high processing efficiency and can be used 
as a good solution in the distribution network. 
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Fig. 5. Data Processing Efficiency Comparison Results. 

After adopting the system in this paper, the cost of 
investing in secondary equipment in the distribution station 
area is calculated. The system in this paper is compared with 
the other two systems, and the comparison results are shown 
in Table III. 

TABLE III. SECONDARY EQUIPMENT INVESTMENT ANALYSIS 

Project 
This paper 

system/million 

Remote 

system/milli
on 

Information fusion 

system/million 

Distribution 

automation 
terminal 

3.5 4.2 4.3 

Power quality 

monitoring 

terminal 

2.4 2.6 2.5 

Condition 

monitoring sensors 
1.9 2.2 2.3 

Condition 
monitoring unit 

1.8 1.9 2.1 

Fiber optic 

communication 
unit 

0.9 1.1 1.1 

Secondary screen 

cabinet 
0.7 0.9 0.8 

Total 11.2 12.9 13.1 
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From the experimental results in Table III, it can be seen 
that after using the system in this paper, the cost of investing 
in secondary equipment in the distribution station area is 
lower than the 17,000 yuan of the remote system and the 
19,000 yuan of the information fusion system. The 
experimental results show that the system in this paper has a 
higher management effect of power distribution equipment. 
Applying the system in this paper to the distribution station 
area can effectively save the investment cost. It has high 
performance of intelligent terminal management in power 
distribution station area, which is helpful for the long-term 
development of electric power enterprises. 

IV. CONCLUSION 

Power grid technology has developed rapidly, and power 
infrastructure has been gradually improved. The primary and 
secondary equipment of the distribution network has gradually 
matured and stabilized. There are many intelligent terminals 
installed in the distribution network station area. Through the 
intelligent terminals, the power distribution data collection in 
the distribution station area and the online monitoring of the 
power consumption data can be realized. However, the 
functions of comprehensive management, comprehensive 
analysis and comprehensive control in the distribution station 
area are not perfect. We combined the fog computing 
mechanism with the large-capacity CPU to design an 
intelligent fusion terminal system in the distribution station 
area with fog computing capability based on the large-capacity 
CPU. And it is verified by experiments that the system has 
high practicability in the distribution station area. The 
researched system has a high level of automation and low 
input cost, which can help power companies to complete the 
goal of smart grid construction and realize smart grid 
functions. In the event of a power outage in the distribution 
station area, the researched system can transmit the terminal 
fault information data back to the system. The system sends 
information to equipment maintenance personnel. After 
receiving the information, the maintenance personnel can 
quickly reach the fault location, and the repair speed is fast, 
which improves customer satisfaction with electricity 
consumption. 
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Abstract—This paper proposes a blind and robust image 

watermarking technique using Discrete Cosine Transform (DCT) 

for copyright protection on color images called BRIW-DCT. 

Each channel of the host image is divided into non-overlapping 

image blocks with the size of 8×8 pixels. Each image block is 

transformed into a frequency domain using the DCT 

transformation. The watermark image is embedded into the host 

image by modifying the 11th to the 15th DCT coefficient. The 

experimental result shows that the watermarked image achieved 

a high PSNR value of 50.4489 dB and a high SSIM value of 

0.9991. Furthermore, various attacks are performed on the 

watermarked image. BRIW-DCT can successfully recover the 

watermark image from the tampered image, which produces a 

high NC value of 0.7805 and a low BER value of 0.1126. 

Keywords—Robust watermarking; copyright protection; 

discrete cosine transform; frequency domain; color image 

watermarking 

I. INTRODUCTION 

The development of internet technology in recent years has 
contributed to the birth of social media platforms. The 
advancement of the mobile operating system such as Android 
and iOS also contributes to the growth of social media users 
[1]–[4]. Everyone can share their data seamlessly across many 
social media platforms. One type of data is a multimedia 
image. The multimedia image is created using a camera and 
various available editing software [5]–[11]. The image itself is 
then uploaded to the social media platform. Everyone can 
download and re-upload the image on another platform. This 
action may violate the copyright and ownership of the image. 
In order to protect the ownership of the image, some artist 
commonly adds a visible watermark to the image. However, 
someone who has skill in image editing software may remove 
or replace the watermark on the image. As a result, the owner 
of the image has lost the intellectual property of that image. 
To solve this problem, researchers have developed an invisible 
watermark to protect the ownership of the image [12]–[18]. 

There are three categories of invisible image 
watermarking: robust, semi-fragile, and fragile image 
watermarking. A fragile image watermarking scheme embeds 
the watermark image into the host image in the original 
domain of the image, which is the spatial domain. The 
watermark embedding is performed on the Least Significant 
Bit (LSB) of the image. While semi-fragile and robust 
watermarking embed the watermark data in the transform 
domain, such as Discrete Cosine Transform (DCT) [19]–[28], 
Discrete Wavelet Transform (DWT) [29]–[37], and Singular 
Value Decomposition (SVD) [38]–[46]. Based on the 

objective, fragile and semi-fragile watermarking is commonly 
utilized for image authentication. In contrast, robust 
watermarking is widely used for copyright protection. In 
image authentication, the embedded watermark data must be 
sensitive to any modification to the image. Thus, if an image 
area is modified, the technique can localize the tampered area 
[47]–[50]. In contrast, in copyright protection, the watermark 
data must be preserved for any modification to the image, 
such as image compression [51]–[60]. Thus, it is called robust 
watermarking. 

The watermarking process consists of two steps: 
embedding and extracting the watermark data [61]. The owner 
of the digital image does watermark embedding the first time 
the image is created. The image itself is then uploaded to the 
internet. If someone steals and modifies that image, then the 
owner can prove his ownership through watermark extraction 
from the modified image [62]. The extracted watermark then 
can be used as evidence in the court for justice. There are 
three techniques in the watermark extraction process: semi-
blind, blind, and non-blind watermarking [63]. The non-blind 
technique requires the information from the host image and 
the watermark logo in the extraction process. The semi-blind 
technique requires additional information, such as the 
embedding region coordinates. In contrast, the blind technique 
does not require any information from the host image. Thus, 
the blind technique is the most efficient method in the robust 
image watermarking. 

This paper proposes a blind and robust image 
watermarking scheme primarily used for copyright protection, 
namely BRIW-DCT. At first, the scheme divides the host 
image into three RGB channels. Each channel is divided into 
non-overlapping image blocks with the size of 8×8 pixels. 
Each block is then transformed into the frequency domain 
using the DCT. Each pixel of the watermark data is embedded 
into each block by modifying the 11th to the 15th DCT 
coefficient. The selected embedding location is considered the 
optimum for embedding without corrupting the host image. 
Once the watermark data is embedded, the inverse DCT is 
performed to reveal the watermarked image. The watermarked 
image can then be distributed safely through the internet. The 
evaluation of the watermarked image is computed using 
Structural Similarity Index Measure (SSIM) and Peak Signal 
to Noise Ratio (PSNR). While the extraction of the watermark 
data is measured using Normalized Cross-Correlation (NC) 
and Bit Error Rate (BER). 

The rest of this article is organized as follows: Section II 
presents the related works of the existing robust watermarking 
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techniques. The proposed method is explained in Section III. 
The experimental result and analysis are shown in Section IV. 
Finally, Section V concludes this research. 

II. RELATED WORK 

Yousevi et al. [12] presented a blind robust image 
watermarking scheme on color images using the Integer 
Wavelet Transform (IWT). The scheme divided the color 
image into non-overlapping image blocks with the size of 4×4 
pixels. Next, each block was transformed into a frequency 
domain using IWT. The low sub-band is selected as the 
embedding location of the watermark data to improve the 
watermarked image quality. The watermark data is embedded 
in a chaotic manner using the Lyapunov exponent. This 
process prevents the illegal extraction of the watermark data. 
Furthermore, the chaotic map is randomized using the Pseudo-
Random Number Generator (PRNG). The experiments apply 
various attacks to the watermarked image, such as salt and 
pepper, low pass filtering, cropping, blurring, etc. The 
experimental result shows that the scheme successfully 
embeds the watermark data into the host image. However, the 
extracted watermark doesn’t reach a satisfactory level of 
imperceptibility. Thus, the technique can be improved further. 

Zermi et al. [13] presented a robust digital watermarking 
scheme using DWT and SVD for medical images. The host 
image is transformed into a frequency domain using DWT. 
Furthermore, the LL sub-band is transformed using SVD. The 
watermark data is then embedded into the SVD coefficient 
matrix. The watermark data itself is generated from the 
electronic patient record. The watermark data is then 
formatted into a binary sequence of data and hashed using the 
MD5 function. The experiment was performed using the 
Ocular Disease Intelligent Recognition (ODIR) database. The 
images are tampered with using various tampering methods 
such as JPEG compression, average filtering, gamma 
correction, sharpening, and scaling. The experimental results 
showed that the scheme could maintain the imperceptibility of 
the watermarked image. The scheme was also robust against 
several conventional attacks. However, the scheme has the 
limitation of usage on the medical images. The scheme can be 
further improved to support various types of multimedia 
images. 

Begum et al. [14] presented a hybrid and robust 
watermarking scheme using DCT, DWT, and SVD. The 
Arnold map was used to encrypt the watermark image. The 
host image was transformed in the frequency domain using 
DCT followed by DWT and finalized using SVD. The 
experiment was conducted using various tampering attacks 
such as median filter and rotation attacks. The experimental 
result shows that the scheme achieved high robustness against 
multiple attacks. However, the utilization of two transform 
domains led to high computational costs. Thus, the scheme 
can further be improved to reduce the computational cost 
while maintaining robustness. 

Fares et al. [15] presented a blind robust image 
watermarking based on the Fourier transform. Fourier 
transform is the first introduced frequency domain 
transformation in signal processing research. The scheme 
separated the color images into each RGB component. The 

Fourier transform is applied individually on each channel. 
Furthermore, multiple variants of the Fourier transform were 
utilized. Those variants are Fractional Fourier Transform 
(FFT), Quaternion Discrete Fourier Transform (QDFT), and 
Discrete Fourier Transform (DFT). The watermark image was 
inserted into the selected coefficient of the Fourier Transform. 
Once the watermark data was embedded, the inverse 
transformation was performed to produce the watermarked 
image. The experiment was done using multiple attack 
scenarios such as histogram equalization, blurring, rescaling, 
Gaussian noise, rotation, and JPEG compression. The 
experimental results showed that the scheme successfully 
embedded the watermark data into the host image. In addition, 
the scheme could also extract the watermark data under 
various attack scenarios. However, the extracted watermark 
quality can still be improved further. 

Laxmanika and Singh [16] presented a robust image 
watermarking scheme using DWT, SVD, DCT, Particle 
Swarm Optimization (PSO), and Bi-dimensional Empirical 
Mode Decomposition (BEMD). The host image is 
decomposed using 2nd level DWT into sub-bands. The 
selected bands were then decomposed further using the 
BEMD. To optimize the searching of complex 
multidimensional data, the PSO was implemented. 
Furthermore, the DCT followed by SVD is applied to the 
selected band. In his research, the security key was utilized in 
the embedding process. The extraction process extracted the 
watermark data in reverse. The experimental result showed 
that the scheme was robust in restoring the watermark data 
after various attacks were applied to the watermarked image. 
However, excessive use of multiple transform domains led to 
a high computational cost. Therefore, the scheme can be 
further improved to reduce the computational time. 

Thanki et al. [17] presented a blind watermarking scheme 
using Discrete Curvelet Transform (DCuT) and Redundant 
Discrete Wavelet Transform (RDWT). It combined two 
transformation domains to improve the imperceptibility of the 
watermarked image. A hybrid coefficient is selected from a 
single-level RDWT and the high-frequency DCuT. At first, 
the scheme implemented DCuT. The scheme then took the 
high-frequency coefficient and transformed it into RDWT. 
The watermark data was embedded into the LH sub-band of 
RDWT. The scheme also implemented Arnold Transform and 
Pseudo-random Noise (PN) sequences to scramble the 
watermark data. The scheme implemented multiple scaling 
factors between 5 and 40. In a lower scaling factor value, the 
scheme produced a high imperceptibility. However, the 
robustness was sacrificed. In contrast, the scheme achieved 
high robustness on a high scaling factor value while 
sacrificing imperceptibility. In addition, utilizing multiple 
transform domains has contributed to high computational 
complexity, reducing the watermark embedding speed. Thus, 
the scheme can be improved further. 

Abdulrahman and Ozturk [18] presented a robust color 
image watermarking using DCT and DWT transformation. 
The DCT and DWT were applied to each of the RGB 
components. The scheme also used Arnold Transform to 
scramble the watermark data from a grayscale watermark 
image. Various image processing attacks are applied to the 
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image, such as filtering, JPEG compression, resizing, and 
rotating. The experimental result has shown that the scheme 
can produce a high imperceptibility on a low scaling factor 
and high robustness on high scaling factors. However, the 
dual-domain approach has contributed to high computational 
costs. Hence, improvements are required. 

III. PROPOSED METHOD 

Eight color images from the SIPI-USC image database are 
utilized as the dataset for this research. University of Southern 
California (USC) provided this image for image processing 
research. Each image has a size of 512×512 pixels. 
Furthermore, many researchers used these images to 
experiment in the image watermarking field. The images are 
shown in Fig. 1. 

    
(a) (b) (c) (d) 

    
(e) (f) (g) (h) 

Fig. 1. The Host Images (a) Airplane (b) Baboon (c) House (d) Lena (e) 

Peppers (f) Sailboat (g) Splash (h) Tiffany. 

A. Watermark Embedding 

The scheme embeds the watermark data into the host 
images. Each of the host images in Fig. 1 will undergo the 
watermark embedding process, as visualized in Fig. 2. 

 

Fig. 2. BRIW-DCT Watermark Embedding Process. 

According to Fig. 2, the embedding watermark process 
starts from the host image divided into RGB channels. Each 
channel is divided into non-overlapping image blocks with the 
size of 8×8 pixels. Next, each block is transformed using DCT 
into a frequency domain. The watermark data is then 
embedded into the selected DCT coefficient. The watermark 
itself is taken from the logo of Universitas Amikom 
Yogyakarta. The watermark image is stored in the binary 
black-and-white image with the size of 64×64 pixels. There 
are 64 coefficients for each block, as visualized in Fig. 3. 

BRIW-DCT embeds the watermark data into the DCT 
coefficient, which has a low frequency between the 11th to the 
15th. The purpose of the low-frequency selected DCT 
coefficient is to ensure the robustness of BRIW-DCT. Once 
the watermark data is embedded, the DCT coefficient is 
inverted into the spatial domain. Each block is then merged 
into a channel. And each channel is merged into the 
watermarked image. The watermark embedding process is 
also explained in Algorithm 1. 

Algorithm 1. BRIW-DCT watermark embedding algorithm 

Input: host, watermark 

1 [height, width, channel] = size(host); 

2 blockSize = 8; 

3 blockHeight = ceil(height / blockSize); 

4 blockWidth = ceil(width / blockSize); 

5 watermarked = zeros(height, width, channel, 'uint8'); 

6 for y = 1:blockHeight 

7  yMax = y * blockSize; 

8  yMin = yMax - blockSize + 1; 

9  for x = 1:blockWidth 

10  xMax = x * blockSize; 

11  xMin = xMax - blockSize + 1; 

12  block = host(yMin:yMax, xMin:xMax, :); 

13  watermarked(yMin:yMax, xMin:xMax, :) = 

embedBlock(block, watermark(y, x)); 

14  end 

15 end 

16 function output = embedBlock(input, wm) 

17  [~, ~, channel] = size(input); 

18  scale = 4; 

19  output = input; 

20  for c = 1:channel 

21  block = input(:, :, c); 

22  dct = dct2(block); 

23  dct(1, 5) = writeWm(dct(1, 5), scale, wm); 

24  dct(2, 4) = writeWm(dct(2, 4), scale, wm); 

25  dct(3, 3) = writeWm(dct(3, 3), scale, wm); 

26  dct(4, 2) = writeWm(dct(4, 2), scale, wm); 

27  dct(5, 1) = writeWm(dct(5, 1), scale, wm); 

28  idct = uint8(idct2(dct)); 

29  output(:, :, c) = idct; 

30  end 

31 end 

32 function output = writeWm(input, scale, wm) 

33  base = (fix(input / scale) * scale); 

34  offset = (wm * scale / 2); 

35  output = base + offset; 

36 end 

Output: watermarked 
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Fig. 3. Selected DCT Coefficients for Embedding. 

According to Algorithm 1, the input of the algorithm is the 
host image and the watermark image. The output of the 
algorithm is the watermarked image. The watermark 
embedding is defined in the embedBlock() function. The DCT 
coefficient modification is defined in writeWm() function. The 
DCT transformation and inversion process are shown in Line 
22 and 28, respectively. The watermark data is embedded in 
the five selected DCT coefficients on each RGB component 
for redundancy. Thus, if one watermark is broken, another 
watermark data can be extracted. 

B. Watermark Extraction 

Once the watermark data is successfully embedded into the 
host image, the watermarked image is ready to be distributed 
on the internet safely. If the image is misused and modified by 
an unauthorized user, the actual owner of the image can 
perform the extraction process to reveal the watermark data. 
The extraction process is explained in Fig. 4. 

 

Fig. 4. BRIW-DCT Watermark Extraction Process. 

Based on Fig. 4, the tampered image is divided into RGB 
channels. Each channel is then divided into non-overlapping 
blocks of 8×8 pixels. The tampered image is then transformed 
using DCT into the frequency domain. The scheme then 
selects the 11th up to 15th DCT coefficient of each block to 
extract the watermark bit. The watermark bit of each block is 
merged into 64×64 pixels of watermark data, producing a 
binary watermark image. The extraction process of the 
watermark image is also explained in Algorithm 2. 

Algorithm 2: The watermark extraction algorithm 

Input: tampered 

1 [height, width, channel] = size(tampered); 

2 blockSize = 8; 

3 blockHeight = ceil(height / blockSize); 

4 blockWidth = ceil(width / blockSize); 

5 watermark = zeros(blockHeight, blockWidth, 'logical'); 

6 for y = 1:blockHeight 

7  yMax = y * blockSize; 

8  yMin = yMax - blockSize + 1; 

9  for x = 1:blockWidth 

10  xMax = x * blockSize; 

11  xMin = xMax - blockSize + 1; 

12  block = tampered(yMin:yMax, xMin:xMax, :); 

13  watermark(yMin:yMax, xMin:xMax, :) = extractBlock(block); 

14  end 

15 end 

16 function output = extractBlock (input) 

17  [~, ~, channel] = size(input); 

18  scale = 4; 

19  out = zeros(channel, 1, 'logical'); 

20  for c = 1:channel 

21  wm = zeros(1, 3, 'logical'); 

22  block = input(:, :, c); 

23  dct = dct2(block); 

24  wm(1) = readWm(dct(1, 5), scale); 

25  wm(2) = readWm(dct(2, 4), scale); 

26  wm(3) = readWm(dct(3, 3), scale); 

27  wm(4) = readWm(dct(4, 2), scale); 

28  wm(5) = readWm(dct(5, 1), scale); 

29  out(c) = nnz(wm == 1) > 2; 

30  end 

31  output = nnz(out == 1) > 1; 

32 end 

33 function output = readWm (input, scale) 

34  coef = mod(input, scale); 

35  limit = scale / 4; 

36  output = limit < coef && coef < limit * 3; 

37 end 

Output: watermark 

Based on Algorithm 2, the input of the algorithm is the 
tampered image. The output of the algorithm is the watermark 
image. The watermark extraction is defined in the 
extractBlock() function. The selected DCT coefficient 
extraction process is defined in readWm() function. The DCT 
transformation process is shown in Line 23. 

C. Performance Evaluation 

In order to measure the imperceptibility of the 
watermarked image, the scheme computes the PSNR and 
SSIM of the watermarked image. A high PSNR and SSIM 
value represents an insignificant difference between the host 
and watermarked images. Both measurements are commonly 
used in the field of image watermarking. The PSNR is 
defined by: 
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𝑀𝑆𝐸 =  
1

𝑀𝑁
∑ ∑ (𝑝(𝑖, 𝑗) − 𝑞(𝑖, 𝑗))

2𝑁
𝑗=1

𝑀
𝑖=1            (1) 

𝑃𝑆𝑁𝑅 = 10 𝑙𝑜𝑔10 (
2552

𝑀𝑆𝐸
)             (2) 

where p represents the host image, q represents the 
watermarked image, i and j represent the pixel coordinates. 
The PSNR values are represented in decibel (dB). Typically, 
the human visual system cannot distinguish two images with a 
PSNR value above 40 dB. The SSIM is defined by: 

𝑆𝑆𝐼𝑀(𝑖, 𝑗) =  [𝑙(𝑖, 𝑗)]𝛼 · [𝑐(𝑖, 𝑗)]𝛽 · [𝑠(𝑖, 𝑗)]𝛾           (3) 

𝑙(𝑝, 𝑞) =
2μ𝑝μ𝑞+𝐷1

μ𝑝
2 +μ𝑞

2+𝐷1
             (4) 

𝑐(𝑝, 𝑞) =
2σ𝑝σ𝑞+𝐷2

σ𝑝
2 +σ𝑞

2+𝐷2
             (5) 

𝑠(𝑝, 𝑞) =
σ𝑝𝑞+𝐷3

σ𝑝σ𝑞+𝐷3
             (6) 

where l is the luminance function to measure the closeness 
of the luminance of two images, c is the function of contrast to 
compute the contrast similarity of two images, s is the 
function of the structure to calculate the correlation coefficient 
between two images, D1, D2, and D3 are constants with 
positive values. The SSIM utilizes the human visual system to 
measure the similarity between two images. Thus, it is 
considered more accurate compared to PSNR measurement. 
The robustness is measured using Bit Error Rate (BER) and 
Normalized Cross-Correlation (NC). The BER and NC are 
defined by: 

𝐵𝐸𝑅 =  
∑ ∑ 𝑤(𝑖,𝑗)⊕𝑒(𝑖,𝑗)𝑁

𝑗=1
𝑀
𝑖=1

𝑀×𝑁
            (7) 

𝑁𝐶 =  
∑ ∑ 𝑤(𝑖,𝑗).𝑒(𝑖,𝑗)𝑁

𝑗=1
𝑀
𝑖=1

√∑ ∑ 𝑤(𝑖,𝑗)2𝑁
𝑗=1

𝑀
𝑖=1  ∑ ∑ 𝑒(𝑖,𝑗)2𝑁

𝑗=1
𝑀
𝑖=1

           (8) 

where w denotes the actual watermark image, e represents 
the watermark image that has been extracted from the 
tampered image. M and N denote the height and the width of 
the watermark image. A high NC value means the extracted 
watermark image is highly correlated to the actual watermark. 
While a high BER value denotes that the extracted watermark 
image has a higher error value than the actual watermark 
image, which frequently occurs when the image is under 
attack. 

IV. RESULTS AND ANALYSIS 

The experiment in this research is evaluated using a 
computer with a 1.8 GHz octa-core AMD Ryzen 7 5700U 
processor, 32 GB memory, and a Windows 10 Home 
operating system. This experiment uses MATLAB 2021a as 
the programming language. 

A. The Performance of Imperceptibility 

In the process of watermark embedding, the watermark 
image is embedded in the DCT transformation domain. Thus, 
the watermarked image has invisible distortion when 
compared to the host image. The watermarked image and the 
host image of Lena are shown in Fig. 5. 

   
(a) (b) (c) 

Fig. 5. The Lena Image (a) The Host Image (b) The Delta Image (c) The 

Watermarked Image. 

According to Fig. 5, the scheme successfully embeds the 
watermark into the host image, as shown in Fig. 5(c). In 
addition, the watermark image is visually imperceptible from 
the watermarked image. The difference will only be visible if 
the delta image is brightened and sharpened into multiple 
levels, as shown in Fig. 4(b). Otherwise, the difference 
between the host and watermarked images is invisible to the 
human visual system. The watermarked image is evaluated 
using SSIM and PSNR. A higher SSIM and PSNR value 
means the watermarked image has less distortion compared to 
the actual image. On the other hand, a lower PSNR and SSIM 
value means the watermarked image suffers a significant error 
distortion compared to the host image. In addition, the 
computational time is also presented in this paper. It is 
expected to provide a complete picture of the performance of 
BRIW-DCT. The comparison of the imperceptibility is shown 
in Table I. 

According to Table I, BRIW-DCT can maintain the 
watermarked image quality. The average watermarked image 
PSNR value is 50.4489 dB, while the average SSIM value is 
0.9991. It proves that BRIW-DCT produces high 
imperceptibility in the watermark embedding process. In 
addition, BRIW-DCT requires less than one second to embed 
the watermark data. In order to show its full potential 
performance, this paper also compares the imperceptibility 
between BRIW-DCT and the existing scheme with similar 
watermarking techniques. Previously, Yousefi et al. [12] 
performed various experiments to protect the copyright of 
images. The scheme implemented various transform domains 
such as IWT, DWT, and CT. The result showed that the DWT 
method performed better in terms of PSNR and execution 
time. In terms of SSIM, the CT method has the highest 
imperceptibility. Another scheme by Thanki et al. [17] 
achieved the lowest imperceptibility in terms of PSNR value. 
The scheme also has the highest computational time to embed 
the watermark data due to implementing the dual-domain 
approach. However, the scheme by Thanki et al. [17] has a 
slightly better SSIM value than Yousefi et al. scheme [12]. 
The imperceptibility comparison with related work is 
presented in Table II. 

Based on Table II, BRIW-DCT outperforms the previous 
method in terms of imperceptibility under PSNR and SSIM 
metrics. BRIW-DCT takes slightly more time to embed the 
watermark data. However, the execution time is highly 
dependent on the computer specification, which has a 
possibility of slight variation in the embedding speed. A 
computer with a higher clock rate and memory size can 
execute faster than the lower one. Thus, the execution time 
cannot be utilized as the main comparison between schemes. 
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TABLE I. THE IMPERCEPTIBILITY COMPARISON OF BRIW-DCT 

BETWEEN IMAGES 

Image PSNR (dB) SSIM Time (s) 

Airplane 50.5074 0.9963 0.6719 

Baboon 49.9688 0.9996 0.6094 

House 50.5124 0.9989 0.7500 

Lena 50.3421 0.9997 0.9219 

Pepper 50.3113 0.9997 0.6719 

Sailboat 50.1928 0.9993 0.6094 

Splash 50.8296 0.9995 0.7188 

Tiffany 50.9268 0.9996 0.6719 

Average 50.4489 0.9991 0.7032 

TABLE II. THE IMPERCEPTIBILITY COMPARISON WITH RELATED WORK 

Method PSNR (dB) SSIM Time (s) 

Yousefi et al. (IWT) [12]  48.8236 0.9880 0.6643 

Yousefi et al. (DWT) [12]  49.8228 0.9890 0.6196 

Yousefi et al. (CT) [12]  48.8221 0.9925 0.6877 

Thanki et al. (DCuT & RDWT) 

[17] 
47.6514 0.9953 1.5734 

Proposed BRIW-DCT 50.4489 0.9991 0.7032 

B. The Performance of Robustness 

Various attack scenarios are implemented into the 
watermarked image to compute the robustness of BRIW-DCT. 
The watermark data is then extracted from the tampered 
image. At first, the watermarked image is tampered with using 
various tampering attacks. The attack scenarios are presented 
in Table III. 

Table III shows multiple attack scenarios on the subject 
images to show the robustness of BRIW-DCT. The Airplane 
image is not modified with any tampering attack as the 
control. The Baboon image is modified using the Gaussian 
filter. The Gaussian noise is the most common attack applied 
to the image. The House image is modified using the salt & 
pepper noise. The Lena image is sharpened using the sharpen 
filter. The Pepper image is modified using median filtering. 
The sailboat image is attacked using the ripple mask. The 
splash image is modified using the mosaic filter. Finally, the 
tiffany image is modified using the unsharp filter. The 
tampered image quality is calculated using the PSNR and 
SSIM measurement against the host image. The tampered 
image has an average PSNR value of 36.3787 dB and an 
average SSIM value of 0.9771. The extracted watermark 
image is then compared to the actual watermark image. The 
extracted watermark image is shown in Fig. 6. 

Based on Fig. 6, the mosaic filter in 6g dramatically affects 
the quality of the extracted watermark image. In contrast, the 
unsharp filter in 6h produces a less significant effect on the 
image. The Airplane image in 6a, which was used as the 
control image, can completely recover the watermark data, 
proven by the NC value of 1 and BER value of 0. Overall, the 
embedded watermark logo can be preserved under various 
tampering attacks. It proves that BRIW-DCT is robust in 

maintaining the watermark logo for copyright protection. The 
robustness comparison between images is presented in Table 
IV. 

Table IV shows that the robustness varies between the 
images. It is highly affected by the type and the severity of the 
tampering attack. The average BER and NC values are 0.1226 
and 0.7805, respectively. It proves the robustness of BRIW-
DCT in the watermark extraction process. Furthermore, 
BRIW-DCT can extract the watermark image in under half a 
second, enabling it to implement in mobile devices with low 
computational power. 

TABLE III. THE ATTACK SCENARIOS 

Image Attack PSNR (dB) SSIM 

Airplane No Attack 50.5074 0.9963 

Baboon Gaussian Filter 26.7028 0.9256 

House Salt & Pepper  32.5146 0.9382 

Lena Sharpen 41.1576 0.9980 

Pepper Median Filter 35.7176 0.9950 

Sailboat Ripple Mask 33.6158 0.9887 

Splash Mosaic Filter 30.7983 0.9777 

Tiffany Unsharp Filter 40.0151 0.9973 

Average 36.3787 0.9771 
 

    
(a) (b) (c) (d) 

    
(e) (f) (g) (h) 

Fig. 6. The Extracted Watermark Image (a) Airplane (b) Baboon (c) House 

(d) Lena (e) Peppers (f) Sailboat (g) Splash (h) Tiffany. 

TABLE IV. THE ROBUSTNESS COMPARISON BETWEEN IMAGES 

Image Attack NC BER Time (s) 

Airplane No Attack 1.0000 0.0000 0.3594 

Baboon Gaussian Filter 0.7454 0.1396 0.3125 

House Salt & Pepper  0.7667 0.1265 0.3281 

Lena Sharpen 0.7939 0.1121 0.2969 

Pepper Median Filter 0.6879 0.1772 0.2969 

Sailboat Ripple Mask 0.7913 0.1123 0.3281 

Splash Mosaic Filter 0.6386 0.2158 0.3125 

Tiffany Unsharp Filter 0.8200 0.0972 0.3125 

Average 0.7805 0.1226 0.3184 
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V. CONCLUSION 

This paper presented a blind and robust technique for color 
image watermarking based on DCT for copyright protection. 
Each image’s block has been transformed into the transform 
domain using the DCT. The watermark data has been 
embedded into the host image by modifying the 11th up to the 
15th DCT coefficients. The experimental results conducted in 
this research have shown that the watermarked image 
achieved a high PSNR value of 50.4489 dB and a high SSIM 
value of 0.9991. Various attacks have been applied to the 
watermarked image to show the performance of BRIW-DCT. 
It shows that BRIW-DCT can achieve a high NC value of 
0.7805 and a low BER value of 0.1126. In the future, BRIW-
DCT can be improved by implementing the Arnold Transform 
to enhance the robustness against image tampering attacks. 
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Abstract—Feedback can be very influential in students' 

learning, therefore, the university must be very clear about its 

procedures and rules on the time lapse of the response of the 

work done by them, and the comments made to positively 

influence in a sustained manner in the evaluation of learning. 

The present work shows the experience of applying the Problem 

Based Learning (PBL) methodology and also developing research 

competencies through Formative Research, and as a result of the 

evaluation of the learning of the Criteria and its Performance 

Indicators corresponding to the course Business Electronic which 

is taught by two teachers in theory and laboratory practices. The 

objective is to design a Feedback Model for the problems solved 

by the students in order to support the improvement of their 

learning. The methodology used is Problem Based Learning 

together with the Feedback Model, of real problems posed 

contemplating different contexts of the organisations; we have 

that from the Deliverable Report of each problem at the same 

time the incidences and observations are registered in the 

corresponding register and in this way the Feedback Report is 

elaborated. The results obtained reveal that the objectives of 

producing the Feedback Report are achieved, which should be 

sent as soon as possible to the students for analysis, to propose 

their own strategies for improving the shortcomings or errors, as 

well as having the motivation to continue progressing by 

accepting the suggestions or contributions of the teacher; as well 

as seeing an increase in knowledge, development of their 

competences, skills, attitudes, making their own judgements, and 

achieving the Student Results. In conclusion, the application of a 

well-planned active didactic strategy, the adequate evaluation of 

learning through the qualification of the indicators of each 

criterion, and the elaboration of a timely feedback report on the 

problems, will achieve the expected results for both the course 

and the student. 

Keywords—Problem based learning; competencies; evaluation; 

criteria; performance indicator; deliverable report; feedback 

report; skills; formative inquiry 

I. INTRODUCTION 

The Universidad Nacional de San Agustín de Arequipa [1], 
Arequipa - Peru, its Educational Model is based on 
professional training based on student competences, 
eliminating deficiencies in knowledge, soft skills and attitudes 
in students, and being able to use didactic strategies [2],[3],[4], 

adapting them to the nature of the same to achieve the training 
objectives and competences. 

In 2021, the Professional School of Systems Engineering 
(EPIS) [5] underwent the evaluation process for accreditation 
by the Accreditation Board for Engineering and Technology 
(ABET) [6], one of its objectives being that the educational 
institution demonstrates that its graduates and those in the 
process of training achieve the expected student results, having 
good results and awaiting official certification. 

The experience is developed in the subject Business 
Electronic (BE) which corresponds to the VIII semester of the 
Study Plan. 

The objective is to design a feedback model of the 
problems solved by students in the Business Electronic course, 
in order to carry out an analysis of the recorded incidences, 
make decisions and take actions for improvement, which also 
allow the teacher to make decisions for continuous 
improvement in the teaching-learning process by solving 
problems by applying Problem Based Learning. 

The research is descriptive, the methodology is based on 
the phases of the scientific method for problem solving [7], 
which states that the student has access to develop skills, and 
thus we would say greater knowledge of the problem area, 
procedures, attitudes and values. 

As a result of working in groups and applying the PBL to 
the qualification of each of the problems posed, the students 
receive the Feedback Report of Evaluation of Deliverables 
together with the qualification matrix of the Criteria and their 
indicators involved to be analysed, discussed, reach 
conclusions on what to improve and determine their strategies 
to improve in the teaching-learning process. In addition to the 
statistics of the incidences derived from this. 

The conclusion is that by applying PBL and evaluating the 
criteria and their indicators, together with a record of the 
incidents and the preparation of a Feedback Report for the 
students, which is sent to them as soon as possible, they help to 
correct mistakes or errors, increase their knowledge, strengthen 
the development of competences and soft skills, their attitudes, 
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make their own judgements and assess the results of their 
work. 

The article is organized in the Section II of Related Works - 
Context of the Experience, in Section III the Methodology is 
treated, in Section IV the Design of the Feedback Model is 
shown, in Section V the Method of Work is shown, in Section 
VI the Results of the work are shown, in Section VII the 
Discussion that is made is touched, that they worked or 
investigated others and of the result that is obtained, in Section 
VIII the conclusions of the work are shown, in Section IX the 
future works that can be carried out are shown. 

II. RELATED WORK  – CONTEXT OF THE EXPERIENCE 

A. Current Situation 

From 2019 we apply Formative Research adjacent to 
Active Didactic Strategies in the development of courses in the 
EPIS Given that the teaching learning process and competency 
based, training require feedback on the activities carried out by 
the students, this was done in a global way, not fulfilling the 
need to achieve significant and quality learning. 

Thus, the evaluation of work, of each Deliverable Report, is 
based on the predefined criteria contemplated in the evaluation 
rubric, and thus a detailed, fair, real qualification, free as far as 
possible of subjectivities. This reflects the evolution and 
monitoring to be carried out on the group of students through 
adequate feedback. Thus, the problem is defined and will be 
considered in order to find a solution to the present work. 

B. Formative Research 

Formative research feeds research by training future 
researchers as stated by [8], that according to the professional 
training based on competences the student is at the centre of 
the process [9], with the teacher assuming the role of advisor 
with the rigor and demand in the development of the research. 

In this sense, it is reiterated [10] that the mission of the 
university is to pay great attention to Formative Research, the 
actors directly involved are teachers and students, as it should 
be built throughout the process and thus deepen scientific 
research in the training of students for work performance in 
society. 

There is experience in the EPIS of conducting Formative 
Research in courses such as Writing Articles and Research 
Reports (RAII), Research Methods and Writing, (MIR), 
Database, Business Electronic; the results are reflected in the 
Formative Research Report. 

Applying active learning strategies; such as PBL; being 
participatory, whose focus is the student, generates 
methodological mechanisms to integrate it into the teaching-
learning process [11], and develop research competences in the 
undergraduate whose role of Formative Inquiry is analysed by 
[12]. Together with the development of soft skills validated 
and evidenced by [13], it also contributes to developing the 
competences of the course. 

C. Student Competence Development 

All part of the educational model of the institution, in this 
case it is based on competences, which together with the 

Active Didactic Strategies as PBL make the competences to be 
developed appropriately by the students as referred by [14], we 
would say applied in different contexts. 

Competence implies developing knowledge of an area of 
knowledge, skills and attitudes as referred to by [15]. If a 
methodology is also followed, as proposed by [16], the 
development of competences is demonstrated by solving 
problems of reality, discovering deficiencies or shortcomings, 
correcting weaknesses in the teaching learning process of 
engineering students supported by teachers. As well as valuing 
the achievements and learning from the experiences when 
carrying out research [17] by the students. 

D. Problem based Learning 

The training of students demands continuous updating so 
that when they graduate from the university they are able to 
work in different global contexts, to be part of multi- and trans 
disciplinary teams to solve problems of reality. 

An alternative is to apply PBL, where the student is the 
centre of attention of the strategy [18], which in the area of 
engineering is used by offering interaction between teacher and 
student, and between students when working in groups of four 
to eight members. Working with PBL is based on the approach 
of a method such as that of [19] and [20] with steps to carry out 
the activities to be evaluated such as: reports, presentations, 
assessment of individual and team work as well as 
collaborative work, self-assessment, co-assessment, making 
judgements, critical thinking. 

E. Effective Evaluation 

If we start from the grade achieved in the resolution of a 
problem, task or work, this means approval, but it does not 
allow the student to know what his weaknesses and 
deficiencies are, which areas are weak in the subject treated, 
which concepts, methodologies, techniques, methods, the use 
of the appropriate tools, understanding his limitations, and 
what knowledge he should develop and deepen by researching 
in addition to what he has received in the class sessions. 

In this regard [21] suggests that in order to have an 
effective evaluation, it must be: 

 Valid; measuring what it should actually measure. 

 Reliable; it must be consistent and fair. 

 Transparent; that there are no tricks, traps or surprises. 

The course contemplates and takes care that there is 
alignment between: 

 Student Outcomes (SO). 

 The defined contents to be covered in the course 
development. 

 The learning activities in the theory and laboratory 
sessions to be carried out by the students. 

 The evaluation method. 

 The qualification tool that involves the general 
competences of the professional profile of the degree 
course, the course competences, the evaluation criteria 
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and their indicators, the qualification scales of the 
indicators. 

F. Indicator based Evaluation of Learning 

The assessment process generates information that when 
analysed, interpreted and then communicated generates 
knowledge with a value for action. 

The assessment of learning should be a comprehensive and 
continuous process as discussed by [15] who considers basic 
questions such as What, How, When, Who to assess, the 
answers to which determine the type of assessment to be used, 
taking into account the context in which it takes place. This is 
also shared by [22] who highlights the finding of feedback as a 
formative act. 

Thus, in the EPIS, professors apply Active Didactic 
Strategies that make it possible to evaluate student results in 
accordance with the ABET accreditation model, which works 
on the basis of criteria already defined for the courses of the 
Curricular Plan. 

The Faculty of Production and Services Engineering 
(FIPS), to which the EPIS belongs, determined that the rubric 
should be used as an instrument, therefore in the present work 
the rubric [23, 24, 25, 26] was used to evaluate the criteria and 
its indicators related to student results, the achievement of 
increasing knowledge in the problem area, the development of 
competences, attitudes; for this purpose, rating scales are used 
according to the nature of the indicator to be rated in an 
objective and consistent manner. 

It is through this assessment instrument that students are 
informed, in advance at the beginning of the course, which 
criteria are involved and must be fulfilled in order to reach the 
achievement levels of the Student Outcomes. 

In the present work the BE course is taken as a case study 
applying the PBL in the laboratory sessions, taking as a result 
the evaluation of each Deliverable Report and recording and 
elaborating the Feedback Report addressed to the students. 

G. Feedback in Learning 

We have the contribution of [27] in the research of the 
literature review on feedback for learning. Thus it is considered 
the most salient as being: 

a) Concept; citing Carless and Boud (2018) ... "deliver a 

definition of feedback from an understanding of a process 

through which learners use information to improve their work 

or learning strategies, this process being learner-driven in 

decision making to generate change (Dawson et al., 2019)". 

b) Conceptual moments for Feedback. 

 Feedback as a product; it is given by the teacher as the 
sole agent, it follows the idea of the corrective notion. 

 Feedback as a dialogical act; the communication 
between teachers and students after the evaluation of a 
task based on criteria. 

 Feedback as sustainable action; refers to interaction and 
dialogue as a support to the student in the tasks he/she 
performs; it is recursive in nature, it is delivered 

through cycles giving the opportunity to correct 
erroneous knowledge, leading to improvement, 
supported by clear criteria. 

c) Feedback for Learning Model; providing feedback 

requires practice, through cycles in a sustainable way that 

allows learning beyond just completing the task. It is shown in 

Fig. 1. 

 

Fig. 1. Feedback Model for Learning. Source: Quezada [27]. 

The definition of Feedback [28] is … Feedback is a process 
that helps to provide information about people's competencies, 
about what they know, what they do and how they act. 
Feedback allows us to describe how people think, feel and act 
in their environment and therefore allows us to know how it is 
performing and how it can be improved in the future.” 

In [29] citing Wiggins (2012) states characteristics that 
apply to the professor with respect to feedback such as: 

a) Objective; the information given to the student should 

be related to the task being requested and conducive to 

learning. 

b) Constructive; to consider the positive aspects, provide 

guidance, suggestions, how to overcome weaknesses, correct 

faults or mistakes. 

c) Understandable; provide timely and detailed 

information on how to improve their learning. 

d) Timely; the student receives feedback in time to 

improve their performance; or as we would say, to analyse and 

determine their strategies to improve their learning. 

In educational evaluation, feedback is an essential 
component and is of great importance, as [30] points out that it 
is information that the student receives from each Deliverable 
Report of the BE course laboratory sessions about his or her 
performance. Having the following benefits it brings to 
providing the importance of feedback, such as: 

 It clarifies the expected performance; the learning 
outcomes; based in our case on the analysis of the 
criteria and their indicators. 

 It promotes dialogue between teacher and students, 
providing information about what has been achieved 
and allowing students to ask questions and thus improve 
their performance. 

 Facilitates self-reflection; by instructing them to analyse 
the results of the scoring of the indicators of each 
criterion and thus address those where improvement is 
needed to achieve better results. 

 Increases student motivation and self-esteem; students 
are motivated if through feedback they are shown the 
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positive aspects of their assessment and are told the 
level of marks they can achieve; they are also shown 
which points or aspects they need to improve and that 
they can make further progress, thus reinforcing their 
self-esteem. 

The need arises for a procedure that provides students with 
a better feedback alternative in their course, compared to what 
is done in other courses in the curricula, and this is how the 
proposal of a simple and applicable feedback model arises, 
which has been maturing by applying the evaluation by 
indicators that make up a certain criterion. 

III. METHODOLOGY 

The methodological design is quasi-experimental, not 
employing a control group. The applied research is carried out 
to solve the problem of feedback through the Deliverable 
Evaluation Feedback Report. The research developed uses the 
feedback model generated, which involves the rubric 
instrument, the scoring tool for the indicators of each criterion 
of each defined competence of the subject. 

IV. DESIGN OF THE FEEDBACK MODEL 

The feedback model for learning should be delineated in 
dialogue, with the student gathering information from various 
sources about their performance and translating it into 
strategies for further improvement in their training. 

The PBL uses a set of problems taken or adapted or posed 
by the professor, to be developed and solved by a group of 
students; for the course Business Electronic (BE) which is 
taken as a case for the present work. 

Fig. 2 shows the Model developed and applied in semesters 
2020 B and 2021 B in the BE course. 

 

Fig. 2. Feedback Model. Source: Own Elaboration. 

A. Reality of the Problem 

Most of the evaluations carried out by professors teachers 
do not contain a documented record of the incidents, 
observations or suggestions made to the student or working 
group in the resolution of a problem that helps them to 
continuously improve in the development of the competences 
of the course involved. 

B. Elements of the Model 

The Feedback model includes the following elements: 

1) Teacher 

2) Student 

3) Course 

4) Competences 

5) Student Outcomes to be assessed - criteria for SO 

6) Evaluation Rubric - with criteria of the competences 

7) Problem Evaluation Criteria 

8) Evaluation Indicators of the Problem Evaluation 

Criteria 

9) Problem Set 

10) Qualification Tool 

11) Deliverable Report 

12) Deliverable Feedback Report Record 

13) Deliverable Feedback Report. 

 

The functions of each element of the model are 

detailed below: 

 Professor 

 Generates and updates the problem set 

 Performs the grading of each Deliverable Report for 
each problem. 

 Records the ratings in the Deliverable Feedback Report 
Log. 

 Issues the Deliverable Feedback Report. 

14) Student 

 Form the working group for the academic semester. 

 Work as a group to solve the proposed problems. 

 Analyse, discuss the Deliverable Feedback Report, and 
make agreements for continuous improvement in the 
development of the course. 

15) Course 

 Contain the corresponding data and information for the 
development of the semester. 

Involves a: 

 Course competencies 

 Student outcomes to be assessed - SO criteria 

 Evaluation Rubric - with SO criteria 

 Problem Evaluation Criteria 

 Indicators of the problem's Evaluation Criteria. 

16) Competences 

 Contain the achievements to be attained by the students 
according to the general competences of the 
Professional Career Profile. 

17) Student outcomes to be assessed - criteria of SO 
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 Contain the Student Outcomes expected to be achieved 
in the student's education in each course of the 
Curriculum. 

18) Evaluation Rubric - with competency criteria 

 Contain the evaluation criteria for each competency for 
the qualification of the Deliverable Report for each 
problem posed in the course. 

19) Evaluation Criteria of the problem 

 Generate the frame of reference for professors to 
evaluate the academic performance of students. 

 Define the knowledge that students must acquire, what 
they have to learn to perform or create with such 
knowledge. 

 They are those defined to be evaluated for each 
competence for the qualification of the Deliverable 
Report of each problem posed in the course. 

20) Evaluation Indicators of the Evaluation Criteria of the 

problem 

 Contain the indicators that are the most specific defined 
within a criterion and that will be evaluated from each 
Evaluation Criterion for the qualification of the 
Deliverable Report of each problem posed in the 
course. 

21) Problem Set 

 Contains the set of problems to be developed by the 
students during the semester. 

22) Qualification Tool 

Based on the Electronic Spreadsheet - EXCEL. 

Involves: 

 Course 

 Course Competences 

 Problem Evaluation Criteria 

 Indicators of the Problem Evaluation Criteria. 

 Indicator qualification scales. 

Its responsibilities are to: 

 Storing the marking data for the criteria indicators for 
each competency, for each proposed problem to be 
worked on. 

 Calculate and record the continuous evaluation and 
examination marks for each semester evaluation period 
of the course. 

 Calculate and record the marks for each Student 
Outcomes Criterion involved. 

23) Deliverable Report 

 Contain the development of the constituent parts of the 
Deliverable Report according to a predefined structure. 

24) Deliverables Feedback Report Record 

 Contain the observations, suggestions, contributions 
derived from the qualification of each indicator of each 
criterion of the Deliverable Report. 

25) Deliverable Feedback Report 

 Contain the observations, suggestions and inputs from 
the Feedback Report Register and from the qualification 
of the indicators of each criterion. 

C. The Project 

The design of the project contemplated the aspects 
considered in the professor's evaluation of the Deliverables 
Reports containing the criteria and their indicators, 
contemplating the application of the indicator-based evaluation 
system of [31]. And of the application of the system taking the 
results shown by [32] of the experience of evaluation based on 
indicators. 

The developed project has the following characteristics: 

 It contains problems of reality organisations or 
adaptations or case studies. 

 The work team is made up of four or three students, 
taking into account the availability of time and 
timetables of its members, and also taking into account 
the other courses of study and personal interrelation, 
which provides very good results. 

 The problems are developed during the academic 
semester, preparing the Deliverable Report for each 
one. 

 Carry out the analysis of the Feedback Report and take 
actions for the continuous improvement of the 
Deliverable Reports to be elaborated in the following 
sessions. 

D. Incidences 

The table of incidences (observation) has been determined 
according to the evolution of the qualification of the indicators 
in the work done in the semesters involved, and what each 
teacher has found and how he/she has applied in the recording 
of incidences. Table I shows the incidences. 

TABLE I. INCIDENCES 

Codig Description 

1 Absent 

2 Very incipient 

3 Insufficient 

4 Incomplete 

5 No further explanation 

6 No guard coherence 

7 Stake out 

8 Are not such 

9 Inconsistent 

10 Improve to reach excellent 

11 To draft adequately 

Source: Own Elaboration. 
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E. Follow-Up 

Sessions are held to deliver the Deliverable Report during 
the semester, which contains the result of the problem, the 
presentation, the evaluation with the corresponding 
qualification of the indicators of each criterion, and at the same 
time the Feedback Report is drawn up. This is distributed to the 
members of the team involved so that in a joint session they 
can analyse the evaluation carried out by the teacher, and 
determine the shortcomings and weaknesses which must be 
corrected, taking into account the suggestions and opinions; 
and on this basis propose their strategies for continuous 
improvement in the development of the problems and therefore 
of the following deliverable reports. 

As a principle of PBL, the teacher plays the role of a coach 
by providing suggestions, guidelines, pointing out 
shortcomings, giving guidance and comments to the students. 

The qualification of the Deliverable Reports is carried out 
on the basis of the work done by [32] and at the same time, in 
parallel, the incidences of the indicators of each criterion are 
recorded in the Feedback Report of each group of students' 
work. 

V. METHOD OF WORK 

A. Conceptual Design 

Having defined the Student Outcomes for each course of 
the Curriculum Plan, the teacher must propose the products, 
behaviours, actions or others that will be requested to the group 
of students in order to know the level of achievement. 

The purpose is for the student to investigate, as referred to 
in [33] by carrying out research activities and using PBL to 
solve problems in order to discover more knowledge related to 
the problem area, reinforce other concepts, develop 
competences [33] soft and procedural skills, make their own 
judgements, and evaluate the results achieved. 

The research for the development of the work is based on 
the stages of problem solving, of the scientific method, which 
associated with the active didactic strategy of PBL, the group 
of students develop each problem posed and elaborate the 
Deliverable Report following the stages of the project proposed 
by [32] in order for the professor to elaborate the Feedback 
Report. 

In order to obtain the data on the students' assessment of 
the Feedback Model, the survey technique and its instrument, 
the questionnaire, are used, and then the results are 
systematised in order to analyse them and draw conclusions 
that can be used to make decisions regarding the continuous 
improvement of the teaching-learning process of the course. 

Methodologies, Techniques and Instruments to be used 

A Methodologies, Techniques and Instruments 

 Problem Based Learning Methodology - PBL. 

o Problem solving, in sessions determined in 

the development of the course. 

 Survey Technique 

o Questionnaire - Questionnaire of 

Assessment of the Feedback Model for the 

Application of Problem-Based Learning. 

B Evidence 

 Digital files, of the Reports of Deliverables of 

the laboratory work. 

 Digital files, of the records of Incidents or 

Observations for the Deliverables Evaluation 

Feedback Report. 

 Digital files of the Feedback Reports. 

 Moodle, Virtual Classroom as a repository of the 

course work. 

Evaluation Instruments 

 Deliverable Report Qualification Tool. 

 Evaluation rubrics. 

o Evaluation of Competences and Student 

Outcomes. 

B. Participants 

The BE course in the EPIS is taken as a case study, which 
is developed in the eighth semester (4th year), with five hours 
per week, three theoretical and two laboratory hours, in 17 
weeks, the theory and laboratory practices were carried out by 
two professors. The students participated in the elaboration of 
the Deliverable Report, taking as a case study the semester 
2020 B with 10 subgroups and a total of 35 students; the 
semester 2021 B with 15 subgroups and a total of 57 students. 

C. Data Analysis Technique 

From the registration of the incidences by the qualification 
of the indicators of each criterion of the developed problems, 
the data were systematised in the electronic spreadsheet 
EXCEL, visualising and analysing the results achieving 
frequencies, averages, tables, graphs. 

D. Instruments 

The following instruments are used: 

 Template for the elaboration of the Feedback Report. 

 Evaluation rubrics. 

 Deliverable Report Qualification Tool. 

 Feedback Model Valuation Questionnaire. 

E. Techniques 

Evaluation techniques are used: 

 The rubric. 

 The qualification scale. 

 Survey. 

F. Deliverables 

It was established that the Feedback Report of the 
evaluation of the deliverables will be delivered to each working 
subgroup and stored in the repository of the virtual classroom. 

The structure of the Feedback Report contains two parts: 

 Feedback Report of each Deliverable Report 

 Evaluation of Deliverable Report. 
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VI. RESULTS 

The results of the Evaluation of the Deliverable Report are 
shown below; with a defined and used structure, based on the 
rubric defined for the BE course in semester 2020 B. Fig. 3 
shows a sample of the course competences that are related to 
the general competences of the course, the criteria, the 
indicators of the criteria with the qualification scale determined 
for each one of them, and the qualification of the proposed 
problem of the working groups. 

 

Fig. 3. Report of Assessment of Deliverable Report 2020 B with 

Qualification Tool. Source: Own Elaboration. 

Then the results of the evaluation of the Deliverable Report 
are shown; which are reflected in the Feedback Report 
implemented in semester 2020 B showing the criteria and 
indicators with observation of the incidences found as the 
professor includes them always based on the defined rubric of 
the BE course. In Fig. 4 there is a sample, where the Feedback 
Report is included in the cover of the Deliverable Report for its 
registration and storage and its qualification resulting from 
applying the qualification tool of the proposed problem of the 
working group. 

 

Fig. 4. Deliverable Report Including Rating Observations - Semester 2020 

B. Source: Own Elaboration. 

According to the analysis and conclusions reached from the 
development of semester 2020 B, the relevant modifications 
and inclusions were made to improve the grading tool, as well 
as the Feedback Report to make it more practical in its 
registration, by creating a coding of the criteria and indicators 
that serves for the systematisation of the same; and that serves 
as a better communication between the professor and the 
student, being clearer and more understandable, as shown in 
Fig. 5 and Fig. 6. 

The results of the Evaluation of the Deliverable Report are 
shown below; with a structure determined and used, based on 
the defined rubric of the BE course of semester 2021 B. In Fig. 
5 there is a sample, where the Competences of the course 
related to those of the degree course are shown, the inclusion of 
the Student Results to be achieved, the Criteria and the 
Indicators with the Qualification Scale determined for each one 
of them, and their qualification carried out of the problem 
proposed to the work groups; which at the end is reflected in 
the marks obtained for each student result, as well as the marks 
for the resolution of each problem posed. 

Fig. 6 shows the results of the evaluation of the Deliverable 
Report; with the observations of the Incidences determined or 
found of the criteria and indicators involved and are reflected 
in the Feedback Report implemented in semester 2021 B, 
which in its design is more explicit and improves the 
communication between the professor and the students. 

The Feedback Report that is sent to the members of each of 
the subgroups consists of the content of Fig. 6 Deliverable 
Report including incidents of the Feedback Report and of the 
Fig. 5 Evaluation of the Deliverable Report. 

As a further result, Tables II and III reflect the performance 
results according to the level of ABET accreditation 
performance rating for the EPIS courses, which are at the 
satisfactory and outstanding level, showing that the Student 
Outcomes are achieved, as well as the development of the 
Competences and the Feedback Report plays an important role 
in achieving this. 

 

Fig. 5. Report of Assessment of Deliverable Report 2021 B with 
Qualification Tool. Source: Own Elaboration. 
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Fig. 6. Deliverable Report Including Incidents of the Feedback Report - 

Semester 2021 B. Source: Own Elaboration. 

TABLE II. PERFORMANCE REPORT OF THE BUSINESS ELECTRONICS 2020 

B COURSE - ABET 

 
Number 

Students 
% % Performance 

Grade 

Obtained 
Global Global Evaluated Qualificated 

AB 
Abandonment 

0 0 0,00 Abandonment 

From  1 to 7 0 0 0.00 Unsatisfactory 

From 8 to 10 0 0 0.00 In Progress 

From 11 to 

14 
3 8.5714 8.57 Satisfactory 

From 15 to 
20 

32 91.4286 91.43 Outstanding 

 35 100.0000 100.00  

Source: Own Elaboration. 

TABLE III. PERFORMANCE REPORT OF THE BUSINESS ELECTRONICS 2021 

B COURSE - ABET 

 
Number 

Students 
% % Performance 

Grade 

Obtained 
Global Global Evaluated Qualificated 

AB 

Abandonment 
1 1.7544 1.75 Abandonment 

From 1 to 7 0 0 0.00 Unsatisfactory 

From 8 to 10 0 0 0.00 In Progress 

From 11 to 
14 

15 26.3158 26.32 Satisfactory 

From 15 to 

20 
41 71.9298 71.93 Outstanding 

 57 100.0000 100.00  

Source: Own Elaboration. 

Fig. 7 shows the progress of group three in the 
development of the problems set during the 2020 B academic 
semester. 

 

Fig. 7. EDRFR – AS – PG3 - Evaluation Deliverable Report and Formative 

Research-Assessment Scale-Problems Group 3, Semester 2020 B. Source: 
Own Elaboration. 

Fig. 8 also shows how in one way or another the progress 
in this case of group 21, in the development of the problems 
that were posed for the academic semester 2021 B. 

 

Fig. 8. EDRFR – AS – PG21 - Evaluation Deliverable Report and Formative 

Research-Assessment Scale-Problems Group 3, Semester 2021 B. Source: 

Own Elaboration. 

VII. DISCUSSION 

There are works on the application of didactic strategies 
such as that of [34] emphasising in his book the relevant 
explanations to achieve the objectives set out in each context 
where the teaching-learning process takes place. 

The proposal of [35] is to go beyond a simple evaluation 
and use didactic teaching-learning strategies applied to the 
context of reality that contribute to student learning. 

In the research, the application of PBL in the work of [32] 
has been achieved by having, at the moment of the 
qualification of the indicators of each criterion, the possibility 
of determining the incidences and observations to which it 
gives rise and registering them in the corresponding medium.. 

We have the results of the evaluation grades of the last four 
years, which show how the qualification based on indicators 
allow a fairer and more objective evaluation of each student's 
Deliverable Report, when applying PBL from 2019, which are 
shown in Table IV regarding the Mobile Business problem, 
being on average at an outstanding level according to the scale 
determined for the measurement of student performance (the 
minimum is 15) in the EPIS courses. 
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TABLE IV. GRADE POINT AVERAGE 

Course 
Grade Point Average 

2018 2019 2020 2021 

Business Electronics 

Theme: Mobile Business 
15.17 16.15 17.4 15.10 

Source: Own Elaboration. 

Also [36] presents some general principles of effective 
feedback, and how, as he calls it, the Decalogue, helps students 
to improve and supports their self-esteem, which we consider a 
good contribution to be contemplated by the professor. Also 
taking into account what has been discussed by [37] regarding 
the principles of effective feedback. 

VIII. CONCLUSION 

The following conclusions have been reached: 

The objectives of the Feedback Report have been achieved 
by reaching a better communication between the professor and 
the student so that they can formulate their strategies and take 
the relevant actions for continuous improvement. 

The Student Outcomes determined for the course are 
achieved at an outstanding level; and students achieve through 
feedback a better development of their competences as well as 
those of the course, and thus also achieve the competences of 
the Professional School's syllabus. 

Problem Based Learning as an active methodology and the 
Feedback Report allow; to increase motivation for autonomous 
learning, to increase knowledge on topics of the problems of 
the area, to apply the knowledge achieved, motivation for 
teamwork, to complement the development of soft and 
procedural skills, progressively improving their academic 
performance. 

Through the evaluation of the Deliverable Report, students 
obtain an evaluation according to the qualification of each 
indicator in the criteria involved in each problem, which is 
more objective, fair, real and with less subjectivity on the part 
of the qualifier; students recognising that the feedback 
provided in the Feedback Report helps them to improve and 
perform better in teamwork. 

Providing students with feedback in the Deliverable 
Reports on the reviews, qualifications and observations made 
by the professor, allows them to continuously improve in the 
work group. 

IX. FUTURE WORK 

To carry out comparative research on the application of 
PBL and others such as PrBL (Project Based Learning) in the 
courses of the Curriculum Plan using the evaluation by 
indicators and its Feedback Report. 

The systematisation of the criteria and their indicators as 
well as the result of the work of [32] will allow the subsequent 
development of an evaluation and feedback system. 
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Abstract—This research had the main objective to provide 

information related to the innovation available in the form of an 

educational evaluation model that integrates the Discrepancy 

evaluation component, Tat Twam Asi concept, and TOPSIS 

(Technique for Order Preference by Similarity to Ideal Solution) 

method in the framework of determining the dominant indicators 

triggering the effectiveness of implementing blended learning in 

IT vocational schools. The approach of this research was 

development research by an R & D development model that 

focused on four stages, including a) research and field data 

collection, b) planning, c) design development, d) initial trial, and 

e) revisions to the results of the initial trial. There were 34 

subjects involved in the trial design of the evaluation model in 

this research, including two education experts, two informatics 

experts, and 30 IT vocational teachers in Bali. The instruments 

used in data collection were in the form of questionnaires, 

interview guidelines, and photo documentation. The analysis 

technique for the data that had been collected used quantitative 

descriptive techniques that referred to percentage descriptive 

calculations. The results of this research were Tat Twam Asi-

based Discrepancy evaluation model design which was integrated 

with TOPSIS calculations and had been classified as excellent 

according to the eleven-scale categorization table. 

Keywords—Discrepancy; evaluation model; tat twam asi; 

TOPSIS 

I. INTRODUCTION 

Nowadays blended learning has become a vital requirement 
in the learning process at IT vocational schools because of the 
demands for flexibility, convenience, speed, and transparency 
in the educational field as a result of the appearance of 
industrial revolution 4.0. The fact shows that the blended 
learning implementation in some IT vocational schools was not 
optimal. It is following the statement of Mozelius and Rydell 
[1], who stated that “there were still many cases that show that 
blended learning has not been implemented well in the learning 
process”. Even though evaluation activities were often carried 
out in the blended learning implementation, the 
recommendations given were not yet precise regarding the 
target, especially in determining the dominant indicators that 
trigger the level of blended learning effectiveness. Several 
evaluation models have been used by educational evaluators to 
evaluate the blended learning implementation, including CSE-
UCLA [2], CIPP [3], and Formative-Summative [4]. However, 
among those models, an exact model has not yet been found in 
determining the dominant indicators that trigger the 
effectiveness of blended learning based on the weighting 
equation given by evaluators to the defining, installation, 

process, and product components. One innovation to overcome 
those problems was to use the Tat Twam Asi-based 
Discrepancy evaluation model with an accurate and systematic 
calculation process using the TOPSIS method so that a 
dominant indicator can be determined as a trigger for the 
blended learning effectiveness. The discrepancy model can 
show the evaluation components, including definition, 
installation, process, and product. The concept of Tat Twam 
Asi (a local wisdom concept in Bali that means I am you) 
adheres to the philosophy of equality which can be used in 
determining the weighting equation given by evaluators. The 
TOPSIS method can be used to determine dominant indicators 
based on the highest preference value of each evaluation 
indicator. From the innovation findings in overcoming those 
problems, the research problem was “How was the design of 
Tat Twam Asi based Discrepancy evaluation model by 
TOPSIS calculation in determining the dominant indicators 
triggering the effectiveness of blended learning implementation 
in vocational high school (case study in Bali province)?” 

This research was motivated by the results of the following 
studies, including (1) research in 2017 conducted by Embi et 
al. [5] showed that there was a deep assessment using the 
Kirkpatrick model in evaluating the implementation of 
multimedia-based blended learning. Limitation of the Embi et 
al.’s research has not yet shown in detail the assessment 
indicators that were the priority determinant of the multimedia-
based blended learning effectiveness; (2) research conducted in 
2018 by Istanbul and Supriadi [6] showed the use of the CIPP 
model to evaluate the blended learning implementation that 
supports the learning process at Widyatama University. The 
limitation shown in Istanbul and Supriadi’s research was that 
priority indicators have not been shown to trigger the 
successful implementation of blended learning in the learning 
process; (3) research conducted in 2019 by Agustina and 
Mukhtaruddin [7] basically showed four evaluation 
components that were the same as the evaluation components 
used in this research, including defining (same with Context 
component), installation (same with Input component), process 
(same with Process component), and product (same with 
Product component). The four components serve as the basis 
for evaluating the blended learning implementation that was 
used to support the integrated English learning process. The 
limitation of Agustina and Mukhtaruddin’s research was that 
they have not been able to show the most dominant indicators 
as triggers for the effectiveness of blended learning 
implementation; (4) research conducted in 2019 by Ngala et al. 
[8] showed the use of the CIPP model to evaluate the 
implementation of distance education based on e-learning and 
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blended learning. The limitation of Ngala et al.’s research was 
not yet showing the evaluation standards in detail and had not 
been able to show the dominant indicators that trigger the 
successful implementation of distance education; (5) research 
conducted in 2019 by Siswadi et al. [9] showed the limitations 
of the CIPP model, especially on aspects in the context 
component and the input component used in evaluating 
national standards of nursing education. Besides, in research of 
Siswadi et al. also has not shown any aspects or indicators that 
trigger the effectiveness of learning in nursing education; (6) 
research conducted in 2020 by Sugianto [10] showed the 
utilization of the discrepancy model used to evaluate individual 
learning programs at junior high school level. The findings 
obtained in Sugianto’s research were two aspects of individual 
learning programs that were unsuitable to program standards. 
Those aspects include: (a) aspects of the preparation and 
organization, and (b) aspects of the implementation and 
assessment. Besides, the limitations found in Sugianto’s 
research was that it had not shown a dominant indicator that 
was the main cause of the success of the program 
implementation. Based on the problems that occur in the field, 
the innovations that were initiated, as well as the results and 
limitations of some previous studies, it was necessary to 
conduct more in-depth research related to the development of a 
Discrepancy model based on Tat Twam Asi combined with 
TOPSIS calculations to get a dominant indicator triggering the 
effectiveness of the blended learning implementation (case 
studies at several IT vocational schools in Bali Province). 

II. BASIC THEORY 

A. Discrepancy Evaluation Model 

The discrepancy is an evaluation model that is used to 
determine the comparison between actual performance that 
occurs and standards that have been previously set in the 
evaluation [11]. The discrepancy is an evaluation model that 
consists of four evaluation components, including definition, 
installation, process, and product [12]. Based on those several 
definitions of discrepancy, a general conclusion is that 
discrepancy is one of the evaluation models comparing work 
results with existing standards to obtain the level of 
discrepancy using four stages/components of evaluation, 
including definition, installation, process, and product. 

B. Tat Twam Asi 

According to Evitasari and Wiranti, “Tat Twam Asi” is one 
of the Balinese local wisdom that teaches equality in the 
behavior of every human being in establishing a relationship to 
create harmony [13]. According to Perbowosari, the term “Tat 
Twam Asi” means I am you. This contains the concept of 
togetherness. Four elements need to be built to maintain 
togetherness, including 1) having the same vision, 2) not being 
selfish, 3) being willing to sacrifice, and 4) being humble 
[14,15]. Based on some of those statements, the general 
conclusion is that Tat Twam Asi is a concept that was born 
from the philosophy of local Balinese wisdom which shows 
equality, and alignment in authority so that later it can lead to 
harmony and effectiveness in living life. 

C. TOPSIS 

TOPSIS (Technique for Order Preference by Similarity to 
Ideal Solution) is one of the multi-criteria of the decision-
making methods, the principle of which works to find 
alternative choices by taking into account the closest distance 
from the positive ideal solution and the farthest from the 
negative ideal solution to determine the relative closeness 
between the optimal solutions with an alternative [16]. The 
steps to search for alternative options using TOPSIS can be 
described as follows [17]: 

1) Make a normalized decision matrix. 

2) Make a normalized weighted decision matrix. 

3) Determine the matrix for the positive ideal solution and 

the matrix for the negative ideal solution. 

4) Determine the distance between the values of each 

alternative and the matrix for positive ideal solutions and the 

matrix for negative ideal solutions. 

5) Determine the preference value for each alternative. 

TOPSIS requires a performance rating of each Ai 
alternative on each normalized Cj criteria, by the following 
formula [18]. 
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The positive ideal solution of A+ and the negative ideal 
solution of A- can be determined based on the normalized 
weight rating (yij), by the following formula [19]. 
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The distance between the Ai alternatives and the positive 
ideal solution is formulated as follows [20]. 
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The distance between the alternative Ai with a negative 
ideal solution is formulated as follows [21]. 

 


 
n

j

iiji yyD
1

2
             (6) 

The preference value for each alternative (Vi) is formulated 
as follows [22]. 
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A greater value of Vi indicates that alternative Ai is 
preferred. 

D. Blended Learning 

Blended learning is a learning model that combines 
conventional learning that is carried out in the classroom and 
learning based on internet technology or other digital media, so 
that the learning process can be done quickly, easily, flexibly, 
and interaction between teachers and students through 
discussion in class and online outside the classroom [23]. 
Blended learning presents flexibility in  place, time, and media 
used in the learning process without ignoring the elements of 
interaction that occur between teachers and students because 
the learning process can be done in the classroom or outside 
the classroom assisted by information technology [24,25]. 
Based on those statements, blended learning is a learning 
model that combines face-to-face learning directly in the room 
and outdoor learning assisted by information technology. 

E. Discrepancy Evaluation Model based on Tat Twam Asi 

using TOPSIS Calculation 

This model is a new breakthrough in developing the 
Discrepancy evaluation model that combines the concept of 
Tat Twam Asi with the TOPSIS method, making it easier to 
determine the dominant indicators that trigger the effectiveness 
of blended learning. The four components of discrepancy 
evaluation are given equal weight from evaluators based on the 
Tat Twam Asi concept reference then the weighting results are 
used in the TOPSIS calculation to obtain the preference value 
of each evaluation indicator so that later indicators can be 
obtained dominantly triggers the effectiveness of blended 
learning accurately. 

III. METHOD 

A. Research Approach 

This research used a development approach by the 
Research and Development method. The research development 
model was Borg and Gall which consists of 10 stages of 
development [26-28], including: (1) research & field data 
collection; (2) planning; (3) design development; (4) initial 
trials; (5) revisions to the results of the initial trial; (6) field 
trial; (7) revision of the results of field trial; (8) usage trial; (9) 

final product revisions; (10) dissemination and implementation 
of the final product. Specifically, this paper focused on several 
stages undertaken to create a Tat Twam Asi-based Discrepancy 
evaluation model with TOPSIS calculations, including: (1) 
research & field data collection; (2) planning; (3) design 
development; (4) initial trial; and (5) revisions to initial trial 
results. 

B. Research Subjects 

The subjects involved in this research were two educational 
experts, two informatics experts, and 30 teachers, who would 
later be involved in conducting the initial trial. The education 
experts involved have a specific scientific field that was 
educational evaluation, while the informatics experts involved 
have a specific scientific field namely IT education. 

C. Research Object 

The object of research is the main topic that must be 
studied and solved. The object of this research was the design 
of a Discrepancy evaluation model based on Tat Twam Asi 
with TOPSIS calculation. 

D. Research Location 

The implementation of this research was located at IT 
vocational schools spread across six regencies in Bali. The six 
regencies include: Gianyar, Buleleng, Tabanan, Badung, 
Klungkung, and Denpasar. 

E. Data Collection Instruments 

Instruments used for collecting data in this research were in 
the form of questionnaires, photo documentation, and interview 
guidelines. The questionnaires were used to obtain primary 
data in the form of quantitative data from respondents as a 
basis for making decisions about the effectiveness percentage 
of the blended learning implementation. Interview guidelines 
were used to obtain secondary data as a basis for strengthening 
arguments qualitatively in supporting research findings. Photo 
documentation was used as proof that this research was indeed 
carried out and also used as valid evidence that showed the 
source of primary and secondary data obtained in this research. 

F. Data Analysis Techniques 

The technique used to analyze the data that had been 
collected was a quantitative descriptive technique through 
percentage descriptive calculation. The percentage descriptive 
calculation results were used as a basis for interpreting the 
research results on the Tat Twam Asi-based Discrepancy 
evaluation model. The percentage descriptive calculation is 
formulated as follows [29-35]. 

Percentage  =
∑ (Answer × Weight of Each Choice)

n × Highest Weight
× 100%          (8) 

Notes: 

∑ = Total; n = Number of all questionnaire items. 

The percentage results were obtained from that formula and 
then converted into the eleven’s scale categorization. That 
categorization can be seen in Table I [36,37]. 
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TABLE I. ELEVEN'S SCALE CATEGORIZATION 

Effectiveness 

Percentage (%) 
Category Follow-up 

95 to 100 Excellent  No needs revision 

85 to 94 Very good No needs revision 

75 to 84 Good No needs revision 

65 to 74 More than enough No needs revision 

55 to 64 Enough Revision 

45 to 54 Almost enough Revision 

35 to 44 Minus Revision 

25 to 34 Very minus Revision 

15 to 24 Poor Revision 

5 to 14 Very poor Revision 

0 to 4 Highly poor Revision 

IV. RESULTS AND DISCUSSION 

At the research stage and field data collection, several 
results were obtained, including aspects of evaluation 

standards, evaluation results in the field, and the weight of 
decision-makers. The full aspects related to standard evaluation 
can be seen in Table II, the evaluation results in the field can be 
seen in Table III, and the weight of decision-makers can be 
seen in Table IV. 

Based on the data shown in Table III, there appears to be an 
imbalance that occurs between the percentage of effectiveness 
in field evaluation with the established effectiveness standards. 
Positive inequality occurs if the percentage of effectiveness in 
the field was higher than the percentage of effectiveness 
standards. Otherwise, if the percentage of effectiveness in the 
field was lower than percentage of effectiveness standards then 
negative inequality occurs. From Table III, several indicators 
were classified as negative inequality, including: indicators 11, 
12, 13, 16, 18, 21, 22, 23, and 27. Indicators classified as 
positive inequality, including: indicators 1, 2, 3, 4, 5, 6, 7, 8, 9, 
10, 14, 15, 17, 19, 20, 24, 25, 26, 28, 29, 30, and 31. 

TABLE II. THE EVALUATION STANDARD ASPECTS OF THE BLENDED LEARNING IMPLEMENTATION IN SEVERAL VOCATIONAL SCHOOLS IN BALI PROVINCE 

WHICH REFERRED TO THE DISCREPANCY MODEL 

Evaluation Components Aspects/Criteria of Evaluation Indicators 
Percentage of 

Effectiveness Standards  

Definition 

C1 

The  legality of 

conducting blended 

learning 

I-1 
Education service regulation regarding 

the needs of blended learning 
88 

I-2 
Principals’ regulation regarding the 

implementation of blended learning 
90 

C2 Academics support 

I-3 Principals’ agreement 88 

I-4 Developer team support 90 

I-5 Teacher enthusiasm 85 

I-6 Students enthusiasm 85 

C3 Community support 
I-7 

Support from board of trustees / school 

committees  
87 

I-8 Support from students’ parents 87 

Installation 

C4 
Management team 
readiness 

I-9 

Suitability of academic qualifications 

and scientific fields of the management 
team 

88 

I-10 Management team competence 88 

C5 
Facility and 

infrastructure readiness 

I-11 
Availability of hardware with adequate 
specifications 

88 

I-12 
Availability of software / platforms 

that suit on the needs 
88 

I-13 Adequate internet access availability 90 

I-14 

Availability of supporting physical 

infrastructure (such as tables, chairs, 

air conditioners, LCD projectors, etc.) 
that are still suitable for use 

87 

C6 
User competency 

readiness 
I-15 

The ability of teachers in operating 

computers and accessing the internet 
86 
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I-16 

The ability of teachers to prepare 

digital teaching materials to support 
blended learning 

86 

I-17 
Students’ expertise in operating 

computers and accessing the internet 
86 

Processes 

C7 

The socialization of the 

procedures for using 
blended learning 

I-18 

There was a socialization to teachers 

about the procedures for making 
digital teaching materials 

87 

I-19 

There was a socialization of the use of 

blended learning to teachers and 
students 

87 

C8 

Implementation of 

learning using blended 

learning 
 

I-20 

The implementation time of learning is 

in accordance with the time agreed 
upon by students and teachers 

88 

I-21 

The quality of material transferred by 

the teacher through blended learning 

can be easily understood by students 

88 

Product 

The effectiveness of implementing 

blended learning from several 
dimensions: 

   

C9 Tangibles 

I-22 

The condition of the classroom/ lab 

that is used in the organization of 
blended learning 

88 

I-23 
The condition of digital teaching 
materials that is used in the learning 

process based on blended learning 

88 

C10 Reliability 

I-24 
Speed in accessing a blended learning 

platform 
88 

I-25 
Ease of operating a blended learning 

platform 
88 

C11 Responsiveness 

I-26 

Platform speed in responding to the 

process of data manipulation (input, 
edit, and delete digital teaching 

materials) into blended learning 

87 

I-27 
The speed of response given by the 
teacher when discussing with students 

through blended learning 

86 

C12 Assurance 

I-28 

Security guarantees questions/tests 

which are provided by teachers in 

blended learning 

90 

I-29 
The security guarantee of each task 
deposited by students into blended 

learning 

90 

C13 Empathy 

I-30 

The availability of facilities for giving 
advice/ complaints from students to the 

learning process through blended 
learning 

90 

I-31 

The availability of feedback facilities 

from teachers on existing suggestions/ 

complaints related to the learning 
process through blended learning 

90 
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TABLE III. FIELD EVALUATION RESULTS REFERRING TO THE 

DISCREPANCY MODEL OF BLENDED LEARNING IMPLEMENTATION IN SEVERAL 

IT VOCATIONAL SCHOOLS IN BALI PROVINCE 

Code of 

Indicators  

Percentage  

of Effectiveness 

Standards  

Percentage of 

Effectiveness in 

Field Evaluation 

(%) 

Discrepancy 

I-1 88.000 91.765 3.765 

I-2 90.000 92.353 2.353 

I-3 88.000 91.176 3.176 

I-4 90.000 90.588 0.588 

I-5 85.000 85.294 0.294 

I-6 85.000 85.882 0.882 

I-7 87.000 88.824 1.824 

I-8 87.000 89.412 2.412 

I-9 88.000 88.235 0.235 

I-10 88.000 88.824 0.824 

I-11 88.000 80.588 -7.412 

I-12 88.000 85.294 -2.706 

I-13 90.000 85.882 -4.118 

I-14 87.000 87.647 0.647 

I-15 86.000 86.471 0.471 

I-16 86.000 80.588 -5.412 

I-17 86.000 87.059 1.059 

I-18 87.000 75.294 -11.706 

I-19 87.000 87.059 0.059 

I-20 88.000 88.235 0.235 

I-21 88.000 86.176 -6.824 

I-22 88.000 86.471 -1.529 

I-23 88.000 82.353 -5.647 

I-24 88.000 88.235 0.235 

I-25 88.000 88.824 0.824 

I-26 87.000 88.235 1.235 

I-27 86.000 84.118 -1.882 

I-28 90.000 91.765 1.765 

I-29 90.000 91.176 1.176 

I-30 90.000 92.353 2.353 

I-31 90.000 92.941 2.941 

Average  87.230  

The data in Table IV shows the weighted value given by 
experts for each evaluation criteria. The weight value given to 
each evaluation criteria refers to the Tat Twam Asi concept. 
Tat Twam Asi was a concept that prioritizes equality/similarity 
of authority for each expert in providing a weighting 
assessment of each evaluation criteria. Therefore an average 
weight score calculation was performed to achieve the same 
authority of each expert. The weighted average results were 
then divided by the total number of weighted average, so we 
got a weight value that refers to Tat Twam Asi for each 
evaluation criteria. There were 14 evaluation criteria that were 
given weight referring to Tat Twam Asi. 

TABLE IV. THE WEIGHTS GIVEN BY THE DECISION-MAKERS TO EACH 

EVALUATION CRITERIA REFERS TO THE TAT TWAM ASI CONCEPT 

Code of 

Criteria  

Weights Given by Experts Average 

of 

Weights  

Weights 

Refers to 

Tat 

Twam 

Asi  

Expert 

1 

Expert 

2 

Expert 

3 

Expert 

4 

C1 5 4 5 5 4.75 0.080 

C2 4 4 5 4 4.25 0.071 

C3 4 5 4 4 4.25 0.071 

C4 5 5 5 4 4.75 0.080 

C5 4 4 4 5 4.25 0.071 

C6 4 5 4 4 4.25 0.071 

C7 4 4 5 4 4.25 0.071 

C8 4 4 5 5 4.50 0.076 

C9 4 3 4 4 3.75 0.063 

C10 4 5 4 4 4.25 0.071 

C11 4 5 5 4 4.50 0.076 

C12 4 5 4 5 4.50 0.076 

C13 4 5 5 5 4.75 0.080 

C14 2 3 3 2 2.50 0.042 

∑     59.50 1.000 

Notes: 

• C1 to C13 were evaluation criteria as mentioned earlier in Table III. 

• C14 was specifically an Discrepancy criteria. 

At the planning stage, activities and time were regulated, as 
well as personnel involved in developing the evaluation model 
design. The details of activities and time needed in developing 
the design of a Tat Twam Asi-based Discrepancy evaluation 
model with a TOPSIS calculation can be seen in Table V. 
Personnel arrangements can be seen in Table VI. 

At the design development stage, was made conceptual 
design and user interface design of the evaluation model. The 
design of the Discrepancy evaluation model based on Tat Twan 
Asi with TOPSIS calculation in finding dominant indicators 
that determine the success of blended learning implementation 
can be seen in Fig. 1 and user interface design in Fig. 2. 

TABLE V. ACTIVITIES DETAILS IN THE DEVELOPMENT OF TAT TWAM 

ASI-BASED ON DISCREPANCY EVALUATION MODEL DESIGN USING TOPSIS 

CALCULATION 

No. Activities Time (Day) 

1 Determination of evaluation components 2 

2 Determination of evaluation criteria/aspects 2 

3 Determination of evaluation indicators 2 

3 Determination of weights for each criteria 2 

4 Making initial design 3 

5 Trial calculation of TOPSIS 2 

6 Revised trial results 2 

7 Making final design 2 

 Total 17 
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TABLE VI. PERSONNEL DETAILS WERE INVOLVED IN THE DEVELOPMENT 

OF TAT TWAM ASI-BASED ON DISCREPANCY EVALUATION MODEL DESIGN 

WITH TOPSIS CALCULATIONS 

No Activities 
Number of 

personnel 
Information 

1 
Determination of 

evaluation components 
3 

1 Research chair and 2 

Research members 

2 

Determination of 

evaluation  
criteria/aspects  

3 
1 Research chair and 2 

Research members 

3 
Determination of 

evaluation indicators 
3 

1 Research chair and 2 

Research members 

3 
Determination of 
weights for each criteria 

4 
2 Education experts and 2 
Informatics experts  

4 Making initial design 3 
1 Research chair and 2 

Research members 

5 
Trial calculation of 
TOPSIS 

34 

2 Education experts, 2 

Informatics expert, and 

30 teachers 

6 Revised trial results  3 
1 Research chair and 2 
Research members 

7 Making final design 3 
1 Research chair and 2 

Research members 

Fig. 1 shows the Discrepancy evaluation model consists of 
four evaluation components, including definition, installation, 
process, and product. From each of the evaluation components, 
there were several indicators used to measure the effectiveness 
of the blended learning implementation at the IT vocational 
schools. In Fig. 1, the evaluation indicators were displayed in 
the form of an indicator code. For more details about the 
description of each indicator’s code can be seen in Table II. 
The results of the effectiveness percentage obtained in the field 
were then compared with the percentage of effectiveness 
standards. The inequality that occurs due to the process of 
comparing the effectiveness percentage, then it was used as 
one of the evaluation criteria from a total of 14 existing 
evaluation criteria. Those fourteen criteria were then given a 
weight value obtained from the weighting process of experts 
referring to the Tat Twam Asi concept. Based on the weight 
value given by the experts to each evaluation criteria, then the 
calculation process can be performed using the TOPSIS 
formula to determine the most dominant indicators as triggers 
for the success or effectiveness of blended learning 
implementation. 

Definition

Installation

Process

Product

I-1

I-2

I-3

I-4

I-5

I-6

I-7

I-8

I-9

I-10

I-11

I-12

I-13

I-14

I-15

I-16

I-17

I-18

I-19

I-20

I-21

I-22

I-23

I-24

I-25

I-26

I-27

I-28

I-29

I-30

I-31

Percentage of 

Effectiveness in 

Field Evaluation

Percentage of 

Effectiveness 

Standards

Imbalance

Socialization of 

the Procedures for 
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Learning

Learning Using 
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Infrastructure 

Readiness

Management 

Team Readiness

User Competency 
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Evaluation Criteria
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the Concept of 
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TOPSIS 
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Causes the Successful 

Implementation of 
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Components

 

Fig. 1. Conceptual Design of Discrepancy Evaluation Model based on Tat Twam Asi with TOPSIS Calculation in Finding Dominant Indicators that Determine 

the Success of Blended Learning Implementation. 
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Fig. 2. User Interface Design of Discrepancy Evaluation Model based on Tat Twam Asi with TOPSIS Calculation in Finding Dominant Indicators that determine 

the Success of Blended Learning Implementation (Indonesian Version). 

In the initial testing phase toward the accuracy of the use of 
the TOPSIS method in the evaluation model design, a 
simulation calculation of the TOPSIS formula was performed 
to determine the dominant indicator. There were two education 
experts, two informatics experts, and 30 teachers involved in 
the TOPSIS calculation simulation process. The data which 
was used in the complete TOPSIS calculation simulation can 
be seen in Table VII. 

From the data shown in Table VII, it can be explained that 
the scores given by the black block in columns C1 to C13 were 
obtained from the percentage value of effectiveness in field 
evaluation for each evaluation indicator (as shown in Table 
III). Unblocked scores were obtained from the average value of 
the percentage of effectiveness in field evaluation (as shown in 
Table III). The score entered in column C14 (indicated by a 
gray block) was obtained from the inequality score also shown 
in Table III. 
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TABLE VII. PRELIMINARY DATA FOR SIMULATION OF TOPSIS CALCULATION 

Code of 

Indicators 

Criteria 

C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12 C13 C14 

I-1 91.765 87.230 87.230 87.230 87.230 87.230 87.230 87.230 87.230 87.230 87.230 87.230 87.230 3.765 

I-2 92.353 87.230 87.230 87.230 87.230 87.230 87.230 87.230 87.230 87.230 87.230 87.230 87.230 2.353 

I-3 87.230 91.176 87.230 87.230 87.230 87.230 87.230 87.230 87.230 87.230 87.230 87.230 87.230 3.176 

I-4 87.230 90.588 87.230 87.230 87.230 87.230 87.230 87.230 87.230 87.230 87.230 87.230 87.230 0.588 

I-5 87.230 85.294 87.230 87.230 87.230 87.230 87.230 87.230 87.230 87.230 87.230 87.230 87.230 0.294 

I-6 87.230 85.882 87.230 87.230 87.230 87.230 87.230 87.230 87.230 87.230 87.230 87.230 87.230 0.882 

I-7 87.230 87.230 88.824 87.230 87.230 87.230 87.230 87.230 87.230 87.230 87.230 87.230 87.230 1.824 

I-8 87.230 87.230 89.412 87.230 87.230 87.230 87.230 87.230 87.230 87.230 87.230 87.230 87.230 2.412 

I-9 87.230 87.230 87.230 88.235 87.230 87.230 87.230 87.230 87.230 87.230 87.230 87.230 87.230 0.235 

I-10 87.230 87.230 87.230 88.824 87.230 87.230 87.230 87.230 87.230 87.230 87.230 87.230 87.230 0.824 

I-11 87.230 87.230 87.230 87.230 80.588 87.230 87.230 87.230 87.230 87.230 87.230 87.230 87.230 -7.412 

I-12 87.230 87.230 87.230 87.230 85.294 87.230 87.230 87.230 87.230 87.230 87.230 87.230 87.230 -2.706 

I-13 87.230 87.230 87.230 87.230 85.882 87.230 87.230 87.230 87.230 87.230 87.230 87.230 87.230 -4.118 

I-14 87.230 87.230 87.230 87.230 87.647 87.230 87.230 87.230 87.230 87.230 87.230 87.230 87.230 0.647 

I-15 87.230 87.230 87.230 87.230 87.230 86.471 87.230 87.230 87.230 87.230 87.230 87.230 87.230 0.471 

I-16 87.230 87.230 87.230 87.230 87.230 80.588 87.230 87.230 87.230 87.230 87.230 87.230 87.230 -5.412 

I-17 87.230 87.230 87.230 87.230 87.230 87.059 87.230 87.230 87.230 87.230 87.230 87.230 87.230 1.059 

I-18 87.230 87.230 87.230 87.230 87.230 87.230 75.294 87.230 87.230 87.230 87.230 87.230 87.230 -11.706 

I-19 87.230 87.230 87.230 87.230 87.230 87.230 87.059 87.230 87.230 87.230 87.230 87.230 87.230 0.059 

I-20 87.230 87.230 87.230 87.230 87.230 87.230 87.230 88.235 87.230 87.230 87.230 87.230 87.230 0.235 

I-21 87.230 87.230 87.230 87.230 87.230 87.230 87.230 86.176 87.230 87.230 87.230 87.230 87.230 -6.824 

I-22 87.230 87.230 87.230 87.230 87.230 87.230 87.230 87.230 86.471 87.230 87.230 87.230 87.230 -1.529 

I-23 87.230 87.230 87.230 87.230 87.230 87.230 87.230 87.230 82.353 87.230 87.230 87.230 87.230 -5.647 

I-24 87.230 87.230 87.230 87.230 87.230 87.230 87.230 87.230 87.230 88.235 87.230 87.230 87.230 0.235 

I-25 87.230 87.230 87.230 87.230 87.230 87.230 87.230 87.230 87.230 88.824 87.230 87.230 87.230 0.824 

I-26 87.230 87.230 87.230 87.230 87.230 87.230 87.230 87.230 87.230 87.230 88.235 87.230 87.230 1.235 

I-27 87.230 87.230 87.230 87.230 87.230 87.230 87.230 87.230 87.230 87.230 84.118 87.230 87.230 -1.882 

I-28 87.230 87.230 87.230 87.230 87.230 87.230 87.230 87.230 87.230 87.230 87.230 91.765 87.230 1.765 

I-29 87.230 87.230 87.230 87.230 87.230 87.230 87.230 87.230 87.230 87.230 87.230 91.176 87.230 1.176 

I-30 87.230 87.230 87.230 87.230 87.230 87.230 87.230 87.230 87.230 87.230 87.230 87.230 92.353 2.353 

I-31 87.230 87.230 87.230 87.230 87.230 87.230 87.230 87.230 87.230 87.230 87.230 87.230 92.941 2.941 

Based on the data shown in Table VII, the TOPSIS 
calculation process was then performed by following the steps 
as follows: 

 

1) Determine the normalized matrix using the formula 

shown earlier in equation (1) 

|x1|=√91.7652 + 92.3532 + 29(87.230)2 = 487.454 

r11  = 
x11 

= 
91.765 

= 0.1883 
|x1| 487.454 

 

r21 = 
x21 

= 
92.353 

= 0.1895 
|x1| 487.454 

 

r31 = 
x31 

= 
87.230 

= 0.1789 
|x1| 487.454 

 

r41 = 
x41 

= 
87.230 

= 0.1789 
|x1| 487.454 

 

r51 = 
x51 

= 
87.230 

= 0.1789 
|x1| 487.454 

 

r61 = 
x61 

= 
87.230 

= 0.1789 
|x1| 487.454 

 

r71 = 
x71 

= 
87.230 

= 0.1789 
|x1| 487.454 

 

r81 = 
x81 

= 
87.230 

= 0.1789 
|x1| 487.454 

 

r91 = 
x91 

= 
87.230 

= 0.1789 
|x1| 487.454 

 

r101 = 
x101 

= 
87.230 

= 0.1789 
|x1| 487.454 

 

r111 = 
x111 

= 
87.230 

= 0.1789 
|x1| 487.454 

 

r121 = 
x121 

= 
87.230 

= 0.1789 
|x1| 487.454 
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r131 = 
x131 

= 
87.230 

= 0.1789 
|x1| 487.454 

 

r141 = 
x141 

= 
87.230 

= 0.1789 
|x1| 487.454 

 

r151 = 
x151 

= 
87.230 

= 0.1789 
|x1| 487.454 

 

r161 = 
x161 

= 
87.230 

= 0.1789 
|x1| 487.454 

 

r171 = 
x171 

= 
87.230 

= 0.1789 
|x1| 487.454 

 

r181 = 
x181 

= 
87.230 

= 0.1789 
|x1| 487.454 

 

r191 = 
x191 

= 
87.230 

= 0.1789 
|x1| 487.454 

 

r201 = 
x201 

= 
87.230 

= 0.1789 
|x1| 487.454 

 

r211 = 
x211 

= 
87.230 

= 0.1789 
|x1| 487.454 

 

r221 = 
x221 

= 
87.230 

= 0.1789 
|x1| 487.454 

 

r231 = 
x231 

= 
87.230 

= 0.1789 
|x1| 487.454 

 

r241 = 
x241 

= 
87.230 

= 0.1789 
|x1| 487.454 

 

r251 = 
x251 

= 
87.230 

= 0.1789 
|x1| 487.454 

 

r261 = 
x261 

= 
87.230 

= 0.1789 
|x1| 487.454 

 

r271 = 
x271 

= 
87.230 

= 0.1789 
|x1| 487.454 

 

r281 = 
x281 

= 
87.230 

= 0.1789 
|x1| 487.454 

 

r291 = 
x291 

= 
87.230 

= 0.1789 
|x1| 487.454 

 

r301 = 
x301 

= 
87.230 

= 0.1789 
|x1| 487.454 

 

r311 = 
x311 

= 
87.230 

= 0.1789 
|x1| 487.454 

 
 same calculation up to |x14| 

 

|x14|=√3.7652 + 2.3532 + 3.1762 + 0.5882 + 0.2942 + 0.8822 + 1.8242 + 

√+2.4122 + 0.2352 + 0.8242 + (−7.412)2 + (−2.706)2 + (−4.118)2 + 

√+0.6472 + 0.4712 + (−5.412)2 + 1.0592 + (−11.706)2 + 0.0592 + 

√+0.2352 + (−6.824)2 + (−1.529)2 + (−5.647)2 + 0.2352 + 0.8242 + 

√+1.2352 + (−1.882)2 + 1.7652 + +1.1762 + 2.3532 + (2.941)2 =19.837 

r114 = 
x114 

= 
3.765 

= 0.1898 
|x14| 19.837 

 

r214 = 
x214 

= 
2.353 

= 0.1186 
|x14| 19.837 

 

r314 = 
x314 

= 
3.176 

= 0.1601 
|x14| 19.837 

 

r414 = 
x414 

= 
0.588 

= 0.0296 
|x14| 19.837 

 

r514 = 
x514 

= 
0.294 

= 0.0148 
|x14| 19.837 

 

r614 = 
x614 

= 
0.882 

= 0.0445 
|x14| 19.837 

 

r714 = 
x714 

= 
1.824 

= 0.0919 
|x14| 19.837 

 

r814 = 
x814 

= 
2.412 

= 0.1216 
|x14| 19.837 

 

r914 = 
x914 

= 
0.235 

= 0.0118 
|x14| 19.837 

 

r1014 = 
x1014 

= 
0.824 

= 0.0415 
|x14| 19.837 

 

r1114 = 
x1114 

= 
-7.412 

= -0.3736 
|x14| 19.837 

 

r1214 = 
x1214 

= 
-2.706 

= -0.1364 
|x14| 19.837 

 

r1314 = 
x1314 

= 
-4.118 

= -0.2076 
|x14| 19.837 

 

r1414 = 
x1414 

= 
0.647 

= 0.0326 
|x14| 19.837 

 

r1514 = 
x1514 

= 
0.471 

= 0.0237 
|x14| 19.837 

 

r1614 = 
x1614 

= 
-5.412 

= -0.2728 
|x14| 19.837 

 

r1714 = 
x1714 

= 
1.059 

= 0.0534 
|x14| 19.837 

 

r1814 = 
x1814 

= 
-11.706 

= -0.5901 
|x14| 19.837 

 

r1914 = 
x1914 

= 
0.059 

= 0.0030 
|x14| 19.837 

 

r2014 = 
x2014 

= 
0.235 

= 0.0118 
|x14| 19.837 

 

r2114 = 
x2114 

= 
-6.824 

= -0.3440 
|x14| 19.837 

 

r2214 = 
x2214 

= 
-1.529 

= -0.0771 
|x14| 19.837 

 

r2314 = 
x2314 

= 
-5.647 

= -0.2847 
|x14| 19.837 

 

r2414 = 
x2414 

= 
0.235 

= 0.0118 
|x14| 19.837 
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r2514 = 
x2514 

= 
0.824 

= 0.0415 
|x14| 19.837 

 

r2614 = 
x2614 

= 
1.235 

= 0.0623 
|x14| 19.837 

 

r2714 = 
x2714 

= 
-1.882 

= -0.0949 
|x14| 19.837 

 

r2814 = 
x2814 

= 
1.765 

= 0.0890 
|x14| 19.837 

 

r2914 = 
x2914 

= 
1.176 

= 0.0593 
|x14| 19.837 

 

r3014 = 
x3014 

= 
2.353 

= 0.1186 
|x14| 19.837 

 

r3114 = 
x3114 

= 
2.941 

= 0.1483 
|x14| 19.837 

2) Determine the R matrix: The results of the 

normalization were plotted into the 31 × 14. R matrix with the 

intended normalized matrix can be seen in Figure 3. 
 

 0.1883 0.1793 0.1794 0.1794 0.1802 0.1801 0.1804 0.1796 0.1800 0.1794 0.1797 0.1790 0.1789 0.1898 

 0.1895 0.1793 0.1794 0.1794 0.1802 0.1801 0.1804 0.1796 0.1800 0.1794 0.1797 0.1790 0.1789 0.1186 
 0.1789 0.1874 0.1794 0.1794 0.1802 0.1801 0.1804 0.1796 0.1800 0.1794 0.1797 0.1790 0.1789 0.1601 

 0.1789 0.1862 0.1794 0.1794 0.1802 0.1801 0.1804 0.1796 0.1800 0.1794 0.1797 0.1790 0.1789 0.0296 

 0.1789 0.1753 0.1794 0.1794 0.1802 0.1801 0.1804 0.1796 0.1800 0.1794 0.1797 0.1790 0.1789 0.0148 
 0.1789 0.1766 0.1794 0.1794 0.1802 0.1801 0.1804 0.1796 0.1800 0.1794 0.1797 0.1790 0.1789 0.0445 

 0.1789 0.1793 0.1826 0.1794 0.1802 0.1801 0.1804 0.1796 0.1800 0.1794 0.1797 0.1790 0.1789 0.0919 

 0.1789 0.1793 0.1838 0.1794 0.1802 0.1801 0.1804 0.1796 0.1800 0.1794 0.1797 0.1790 0.1789 0.1216 

 0.1789 0.1793 0.1794 0.1815 0.1802 0.1801 0.1804 0.1796 0.1800 0.1794 0.1797 0.1790 0.1789 0.0118 

 0.1789 0.1793 0.1794 0.1827 0.1802 0.1801 0.1804 0.1796 0.1800 0.1794 0.1797 0.1790 0.1789 0.0415 

 0.1789 0.1793 0.1794 0.1794 0.1665 0.1801 0.1804 0.1796 0.1800 0.1794 0.1797 0.1790 0.1789 - 0.3736 

 0.1789 0.1793 0.1794 0.1794 0.1762 0.1801 0.1804 0.1796 0.1800 0.1794 0.1797 0.1790 0.1789 - 0.1364 

 0.1789 0.1793 0.1794 0.1794 0.1774 0.1801 0.1804 0.1796 0.1800 0.1794 0.1797 0.1790 0.1789 - 0.2076 

 0.1789 0.1793 0.1794 0.1794 0.1811 0.1801 0.1804 0.1796 0.1800 0.1794 0.1797 0.1790 0.1789 0.0326 

R= 0.1789 0.1793 0.1794 0.1794 0.1802 0.1785 0.1804 0.1796 0.1800 0.1794 0.1797 0.1790 0.1789 0.0237 

 0.1789 0.1793 0.1794 0.1794 0.1802 0.1664 0.1804 0.1796 0.1800 0.1794 0.1797 0.1790 0.1789 - 0.2728 

 0.1789 0.1793 0.1794 0.1794 0.1802 0.1797 0.1804 0.1796 0.1800 0.1794 0.1797 0.1790 0.1789 0.0534 

 0.1789 0.1793 0.1794 0.1794 0.1802 0.1801 0.1557 0.1796 0.1800 0.1794 0.1797 0.1790 0.1789 - 0.5901 

 0.1789 0.1793 0.1794 0.1794 0.1802 0.1801 0.1800 0.1796 0.1800 0.1794 0.1797 0.1790 0.1789 0.0030 

 0.1789 0.1793 0.1794 0.1794 0.1802 0.1801 0.1804 0.1817 0.1800 0.1794 0.1797 0.1790 0.1789 0.0118 

 0.1789 0.1793 0.1794 0.1794 0.1802 0.1801 0.1804 0.1774 0.1800 0.1794 0.1797 0.1790 0.1789 - 0.3440 

 0.1789 0.1793 0.1794 0.1794 0.1802 0.1801 0.1804 0.1796 0.1784 0.1794 0.1797 0.1790 0.1789 - 0.0771 

 0.1789 0.1793 0.1794 0.1794 0.1802 0.1801 0.1804 0.1796 0.1699 0.1794 0.1797 0.1790 0.1789 - 0.2847 

 0.1789 0.1793 0.1794 0.1794 0.1802 0.1801 0.1804 0.1796 0.1800 0.1815 0.1797 0.1790 0.1789 0.0118 

 0.1789 0.1793 0.1794 0.1794 0.1802 0.1801 0.1804 0.1796 0.1800 0.1827 0.1797 0.1790 0.1789 0.0415 

 0.1789 0.1793 0.1794 0.1794 0.1802 0.1801 0.1804 0.1796 0.1800 0.1794 0.1818 0.1790 0.1789 0.0623 

 0.1789 0.1793 0.1794 0.1794 0.1802 0.1801 0.1804 0.1796 0.1800 0.1794 0.1733 0.1790 0.1789 - 0.0949 

 0.1789 0.1793 0.1794 0.1794 0.1802 0.1801 0.1804 0.1796 0.1800 0.1794 0.1797 0.1883 0.1789 0.0890 

 0.1789 0.1793 0.1794 0.1794 0.1802 0.1801 0.1804 0.1796 0.1800 0.1794 0.1797 0.1871 0.1789 0.0593 

 0.1789 0.1793 0.1794 0.1794 0.1802 0.1801 0.1804 0.1796 0.1800 0.1794 0.1797 0.1790 0.1894 0.1186 

 0.1789 0.1793 0.1794 0.1794 0.1802 0.1801 0.1804 0.1796 0.1800 0.1794 0.1797 0.1790 0.1906 0.1483 

Fig. 3. R Matrix. 

3) Determine the Y matrix: After the R matrix was 

obtained, then calculation was performed to determine the Y 

matrix. The Y matrix was the weighted normalized matrix. 

The way to get the Y matrix was to do a multiplication of the 

R matrix with expert weights referring to the Tat Twam Asi 

concept shown in Table IV. In general, the matrix 

multiplication to determine the Y matrix can be written as 

follows. 

Y = [R] × [0.080  0.071  0.071  0.080  0.071  0.071  0.076 

0.063  0.076  0.076  0.076  0.080  0.042] 

The complete results of the calculation of determining the 
Y matrix can be seen in Fig. 4. 
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Fig. 4. Y Matrix. 

4) Determine the matrix for positive ideal solutions and 

the matrix for negative ideal solutions. 

The matrix for positive and negative ideal solutions was 
strongly influenced by the classification of each evaluation 
criteria. The fourteen evaluation criteria in this research were 

classified as profit attributes. Based on those, it can be 
calculated the matrix for positive ideal solutions and the matrix 
for negative ideal solutions as follows. 

a) The Matrix for Positive Ideal Solutions 
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y1
+=  max{0.01506; 0.01516; 0.01431; 0.01431; 0.01431; 

0.01431; 0.01431; 0.01431; 0.01431; 0.01431; 0.01431; 
0.01431; 0.01431; 0.01431; 0.01431; 0.01431; 0.01431; 
0.01431; 0.01431; 0.01431; 0.01431; 0.01431; 0.01431; 
0.01431; 0.01431; 0.01431; 0.01431; 0.01431; 0.01431; 
0.01431; 0.01431} = 0.01506 

 

 same calculation up to y14
+ 

 

y14
+= max{0.00797; 0.00498; 0.00672; 0.00124; 0.00062; 

0.00187; 0.00386; 0.00511; 0.00050; 0.00174; -0.01569; -
0.00573; -0.00872; 0.00137; 0.00100; -0.01146; 0.00224; -
0.02478; 0.00013; 0.00050; -0.01445; -0.00324; -0.01196; 
0.00050; 0.00174; 0.00262; -0.00399; 0.00374; 0.00249; 
0.00498; 0.00623} = 0.00797 

A+ = {0.01516; 0.01331; 0.01305; 0.01462; 0.01286; 
0.01279; 0.01281; 0.01381; 0.01134; 0.01297; 0.01382; 
0.01431; 0.01525; 0.00797} 

b) The Matrix for Negative Ideal Solutions 

y1
- =  min{0.01506; 0.01516; 0.01431; 0.01431; 0.01431; 

0.01431; 0.01431; 0.01431; 0.01431; 0.01431; 0.01431; 
0.01431; 0.01431; 0.01431; 0.01431; 0.01431; 0.01431; 

0.01431; 0.01431; 0.01431; 0.01431; 0.01431; 0.01431; 
0.01431; 0.01431; 0.01431; 0.01431; 0.01431; 0.01431; 
0.01431; 0.01431} = 0.01431 

y2
- =  min{0.01273; 0.01273; 0.01331; 0.01322; 0.01245; 

0.01254; 0.01273; 0.01273; 0.01273; 0.01273; 0.01273; 
0.01273; 0.01273; 0.01273; 0.01273; 0.01273; 0.01273; 
0.01273; 0.01273; 0.01273; 0.01273; 0.01273; 0.01273; 
0.01273; 0.01273; 0.01273; 0.01273; 0.01273; 0.01273; 
0.01273; 0.01273} = 0.01245 

 

 same calculation up to y14
- 

 

y14
- = min{0.00797; 0.00498; 0.00672; 0.00124; 0.00062; 

0.00187; 0.00386; 0.00511; 0.00050; 0.00174; -0.01569; -
0.00573; -0.00872; 0.00137; 0.00100; -0.01146; 0.00224; -
0.02478; 0.00013; 0.00050; -0.01445; -0.00324; -0.01196; 
0.00050; 0.00174; 0.00262; -0.00399; 0.00374; 0.00249; 
0.00498; 0.00623} = -0.02478 

A-  = {0.01431; 0.01245; 0.01274; 0.01435; 0.01182; 
0.01181; 0.01105; 0.01348; 0.01070; 0.01274; 0.01317; 
0.01360; 0.01431; -0.02478} 

5) Determine the distance between the scores of each indicator with the matrix for a positive ideal solution and a negative 

ideal solution. 

a) The distance between the scores of each indicator and the matrix for a positive ideal solution. 

D1
+ =  √(0.01506 − 0.01516)2 + (0.01273 − 0.01331)2 + (0.01274 − 0.01305)2 + (0.01435 − 0.01462)2 + … 

√. . +(0.01279 − 0.01286)2 + (0.01279 − 0.01279)2 + (0.01281 − 0.01281)2 + (0.01365 − 0.01381)2 + … 

√. . +(0.01134 − 0.01134)2 + (0.01274 − 0.01297)2 + (0.01366 − 0.01382)2 + (0.01360 − 0.01431)2 + ... 

√. . +(0.01431 − 0.01525)2 + (0.00797 − 0.00797)2 

 =  0.00141 

 

 same calculation up to D31
+ 

 

D31
+ =  √(0.01431 − 0.01516)2 + (0.01273 − 0.01331)2 + (0.01274 − 0.01305)2 + (0.01435 − 0.01462)2 + … 

√. . +(0.01279 − 0.01286)2 + (0.01279 − 0.01279)2 + (0.01281 − 0.01281)2 + (0.01365 − 0.01381)2 + … 

√. . +(0.01134 − 0.01134)2 + (0.01274 − 0.01297)2 + (0.01366 − 0.01382)2 + (0.01360 − 0.01431)2 + ... 

          √. . +(0.01525 − 0.01525)2 + (0.00623 − 0.00797)2 

 =  0.00221 

b) The distance between the scores of each indicator and the matrix for negative ideal solutions 

D1
- =  √(0.01506 − 0.01431)2 + (0.01273 − 0.01245)2 + (0.01274 − 0.01274)2 + (0.01435 − 0.01435)2 + … 

             √. . +(0.01279 − 0.01182)2 + (0.01279 − 0.01181)2 + (0.01281 − 0.01105)2 + (0.01365 − 0.01348)2 +  … 

√. . +(0.01134 − 0.01070)2 + (0.01274 − 0.01274)2 + (0.01366 − 0.01317)2 + (0.01360 − 0.01360)2 + ... 

√. . +(0.01431 − 0.01431)2 + (0.00797 − (−0.02478))2 

 = 0.03285 
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 same calculation up to D31
- 

D31
- =  √(0.01431 − 0.01431)2 + (0.01273 − 0.01245)2 + (0.01274 − 0.01274)2 + (0.01435 − 0.01435)2 + … 

         √. . +(0.01279 − 0.01182)2 + (0.01279 − 0.01181)2 + (0.01281 − 0.01105)2 + (0.01365 − 0.01348)2 + … 

         √. . +(0.01134 − 0.01070)2 + (0.01274 − 0.01274)2 + (0.01366 − 0.01317)2 + (0.01360 − 0.01360)2 + ... 

         √. . +(0.01525 − 0.01431)2 + (0.00623 − (−0.02478))2 

 = 0.03112 

6) Determine the preference score for each indicator. 

V1  = 
D1

- 

D1
- + D1

+ 
   

 = 
0.03285 

0.03285+0.00141 
   

 = 0.95880 
 

 same calculation up to V31 

 

V31  = 
D31

- 

D31
- + D31

+ 
   

 = 
0.03112 

0.03112+0.00221 
   

 = 0.93381 

7) Make decisions based on preference scores: Based on 

the results of the preference score, the most dominant 

indicator as a trigger for the success of blended learning 

implementation at IT vocational schools was V1, namely, I1 

(the education service regulation regarding the need for 

blended learning). 

At the revision stage of the initial trial results, there was 
nothing that needs to be revised in major related to the TOPSIS 
calculation process used in the design of the evaluation model. 
In addition, based on the results of the field evaluation shown 
in Table III, the effectiveness percentage was 87.230%. If that 
effectiveness percentage was matched with eleven’s scale 
categorization (as shown in Table I) shows that the evaluation 
model design was included in the excellent category. So, In 
general, there was nothing that needs to revise in the evaluation 
model design. Therefore it can be concluded in general that the 
evaluation model design has been made optimally and the 
calculation simulation of the TOPSIS formula has been able to 
show an accurate calculation in determining the most dominant 
indicator as a trigger for the success of blended learning 
implementation at IT vocational schools. 

Ma and Lee’s research has similarities with this study in 
evaluating the effectiveness of blended learning 
implementation. However, the difference is in the uses of the 
evaluation model. Ma and Lee’s research [38] used the ARCS 
(Attention, Relevance, Confidence, and Satisfaction) model, 
while this study in principle used the Discrepancy model. The 
limitation of Ma and Lee’s research was it had not shown an 

accurate calculation process in determining the trigger 
indicators for the effectiveness of the blended learning 
implementation. Martín-Martínez et al.’s research have 
similarities with this study related to the object being 
evaluated, the difference is the evaluation mechanism. This 
study used a combination of the Discrepancy model, the 
TOPSIS method, and the Tat Twam Asi concept to determine 
the trigger indicators for the effectiveness of the blended 
learning implementation. The research of Martín-Martínez et 
al. [39] used a matrix of rotated factors to determine the level 
of effectiveness of the blended learning implementation. 
Sukirman et al.’s research have similarities with this study 
related to measuring the effectiveness of the blended learning 
implementation. The difference is the research approach. This 
study used an evaluative approach, while Sukirman et al.’s 
research [40] used an experimental study approach. 

In general, this research has been able to give contributions 
to answering some of the limitations previously found in Embi 
et al.’s research, Istanbul and Supriadi’s research, Agustina and 
Mukhtaruddin’s research, Ngala et al.’s research, Siswadi et 
al.’s research, and Sugianto’s research, through showing the 
dominant indicators that were the main cause of the successful 
implementation of the program (in this case blended learning at 
IT vocational schools in Bali Province) using the Discrepancy 
evaluation model based on Tat Twam Asi with TOPSIS 
calculation. Although this research was felt to solve the 
limitations of some previous studies, this research was also not 
perfect. There were several things found as limitations in this 
research, including 1) the indicators related to the readiness of 
funds in realizing blended learning have not been discussed in 
detail and 2) indicators related to the governance of the use of 
funds incurred in the blended learning administration have not 
been discussed in detail  

V. CONCLUSION 

The design of the Discrepancy evaluation model based on 
Tat Twam Asi with the TOPSIS calculation developed through 
this research was able to show the stages of structured 
evaluation and through an accurate calculation process in 
determining the dominant indicators that trigger the 
effectiveness/success of blended learning implementation in IT 
vocational schools in Bali Province. The evaluation stages used 
in this model were based on the Discrepancy model which has 
four evaluation components, including definition, installation, 
process, and product. The calculation process to determine the 
dominant indicators in this evaluation model uses the TOPSIS 
formula with the average weight given by experts for each 
criteria referring to the Tat Twam Asi concept that prioritizes 
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equality of rights/authority. Future work that can be done to 
overcome the limitations found in this research is to include 
indicators of the readiness of funds in the installation 
component and include indicators of funding governance in the 
process components contained in the evaluation model. 
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Abstract—The industry is subject to strong competition, and 

customer requirements which are increasingly strong in terms of 

quality, cost, and deadlines. Consequently, the companies must 

improve their competitiveness. Scheduling is an essential tool for 

improving business performance. The production scheduling 

problem is usually an NP-hard problem, its resolution requires 

optimization methods dedicated to its degree of difficulty. This 

paper aims to develop multi-hybridization of swarm intelligence 

techniques to solve job shop scheduling problems. The 

performance of recommended techniques is evaluated by 

applying them to all well-known benchmark instances and 

comparing their results with the results of other techniques 

obtainable in the literature. The experiment results are 

concordant with other studies that have shown that the multi 

hybridization of swarm intelligence techniques improve the 

effectiveness of the method and they show how these 

recommended techniques affect the resolution of the job shop 

scheduling problem. 

Keywords—Scheduling; Job shop; Multi-hybridization; Swarm 

intelligence 

I. INTRODUCTION 

The profitability of a manufacturing company is generally 
achieved by minimizing production lead times, reducing stock 
costs, meeting deadlines, maximizing customer satisfaction and 
maximizing the use of machinery. These key performance 
indicators are dependent on effective scheduling. 

Scheduling is the process of deciding how to allocate 
resources among the various potential job categories. The 
objective is to allocate resources over a period of time to 
complete a series of jobs. It has been the topic of a numerous 
publications in the area of operational research [1-4]. This is an 
important decision-making process in most sectors of 
manufacturing and services [5]. It may also be described as a 
decision-making process in order to optimize goals such as 
achieving and reducing makespan. 

Scheduling problems may be modelled as allocation issues 
that represent a broad class of combinatorial optimization 
issues. In most such cases, it is very hard to come up with the 
optimum solution. 

Job shop scheduling problem (JSSP) is a classic problem of 
operational search which has been regarded as a problem of 
combinatorial optimization difficult since the 1950s. As for the 

complexity of the calculations, the JSSP is an NP-hard in the 
strong sense of the term [6]. As a result, even in the case of 
very small JSSP instances, an optimum solution cannot be 
ensured. 

In the general, job shop scheduling problem can be 
formulated as follows: 

 There is a set of n jobs to be treated over a set of m 
machines. 

 A job should not go on the same machine more than 
once. 

 There are no constraints of precedence over the 
operations of the various jobs. 

 The operations cannot be halted. 

 Each machine can handle only one job at a time. 

 Every job must pass through a specific sequence of 
predefined operations. 

Every optimization issue should have an objective function 
that must be kept to a minimum or maximized in order to 
achieve a solution. In this case, the purpose of this paper is to 
reduce to a minimum the total time required to complete all 
jobs (makespan). 

For job shop scheduling problems, there are numerous 
reference instances for the makespan minimization case: 

1) FT (3) [7]: It is a collection of three instances of the 

combinations (n, m) ∈ {(6, 6), (10, 10), (20, 5)}.  

2) LA (40) [8]: It is a collection of forty instances of which 

five instances of combinations (n, m) ∈ {(10, 5), (15, 5), (20, 

5), (10, 10), (15, 10), (20, 10), (30, 10), (15, 15)}. 

3) ABZ (5) [9]: It is a collection of five instances of the 

combinations (n, m) ∈ {(10, 10), (20, 15)}. 

4) ORB (10) [10]: It is a collection of ten instances of the 

format (n, m) = (10, 10). 

5) YN (4) [11]: It is a collection of four instances of the 

format (n, m) = (20, 20). 

6) SWV (20) [12]: It is a collection of twenty instances of 

the combinations (n, m) ∈ {(20, 10), (20, 15), (50, 10), (50, 

10)}. 
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7) TA (80) [13]: It is a collection of eighty instances with 

ten instances for each of the formats (n, m) ∈ {(15, 15), (20, 

15), (20, 20), (30, 15), (30, 30), (50, 15), (50, 20), (100, 20)}. 

8) DMU (80) [14]: It is a collection of eighty instances of 

which ten instances for each of the combinations (n, m) ∈ {(20, 

15), (20, 20), (30, 15), (30, 20), (40, 15), (40, 20), (50, 15), (50, 

20)}. 

Because of the NP-hard kind of job shop scheduling 
problems, the development of an optimum schedule is very 
expensive and impracticable. Hence, numerous techniques are 
developed for this problem. 

A few contributions that have been made to solve the job 
shop scheduling problem are summarized in Fig. 1. 

Several disadvantages have been encountered in solving the 
job shop scheduling problem, therefore, it became evident that 
concentrating on a single metaheuristic to solve the JSSP is 
rather limited. 

A metaheuristic is rarely as powerful in diversification as it 
is in intensification, the solution consists in combining a 
technique characterized by a high exploration capability with a 
technique characterized by a good exploitation of the search 
space. 

A good balance between diversification and intensification 
is required to obtain the optimum performance of a hybrid 
optimization method, hence its efficiency and success. 

However, to the authors' best knowledge, very few articles 
can be found in the literature which investigate the multi 
hybridization of swarm intelligence techniques and conduct a 
thorough analysis. 

The remainder of the paper is organized as follows: The 
material and method will be described in section II. The 
experimental findings and discussion are discussed in Section 
III. The conclusion is presented under Section IV. 

 

BKS Resolution Method Reference BKS Resolution Method Reference BKS Resolution Method Reference

FT06 (6*6) 55 BB [18] TA01 (15*15) 1231 EA+SS / EA+TS [20] DMU01 (20*15) 2563 EA+SS / EA+TS [20]

FT10 (10*10) 930 BB [18] TA02 (15*15) 1244 SA+TS /  SA [21] DMU02 (20*15) 2706 EA+SS / EA+TS [20]

FT20 (20*5) 1165 BB [18] TA03 (15*15) 1218 EA+SS / EA+TS [20] DMU03 (20*15) 2731 EA+SS / EA+TS [20]

LA01 (10*5) 666 heuristics+BB / heuristics [10] TA04 (15*15) 1175 TS+SBP [25] DMU04 (20*15) 2669 EA+SS / EA+TS [20]

LA02 (10*5) 655 heuristics+BB / heuristics [10] TA05 (15*15) 1224 EA+SS / EA+TS [20] DMU05 (20*15) 2749 EA+SS / EA+TS [20]

LA03 (10*5) 597 heuristics+BB / heuristics [10] TA06 (15*15) 1238 EA+SS / EA+TS [20] DMU06 (20*20) 3244 SA [23]

LA04 (10*5) 590 heuristics+BB / heuristics [10] TA07 (15*15) 1227 EA+SS / EA+TS [20] DMU07 (20*20) 3046 SA [23]

LA05 (10*5) 593 heuristics+BB / heuristics [10] TA08 (15*15) 1217 EA+SS / EA+TS [20] DMU08 (20*20) 3188 SA [23]

LA06 (15*5) 926 heuristics+BB / heuristics [10] TA09 (15*15) 1274 EA+SS / EA+TS [20] DMU09 (20*20) 3092 EA+SS / EA+TS [20]

LA07 (15*5) 890 heuristics+BB / heuristics [10] TA10 (15*15) 1241 EA+SS / EA+TS [20] DMU10 (20*20) 2984 SA [23]

LA08 (15*5) 863 heuristics+BB / heuristics [10] TA11 (20*15) 1357 TS+CP [16] DMU11 (30*15) 3430 EA+TS [24]

LA09 (15*5) 951 heuristics+BB / heuristics [10] TA12 (20*15) 1367 EA+SS / EA+TS [20] DMU12 (30*15) 3492 TS guided by logistic regression model / TS [26]

LA10 (15*5) 958 heuristics+BB / heuristics [10] TA13 (20*15) 1342 EA+SS / EA+TS [20] DMU13 (30*15) 3681 EA+TS+Akers method [19]

LA11 (20*5) 1222 heuristics+BB / heuristics [10] TA14 (20*15) 1345 SA+TS /  SA [21] DMU14 (30*15) 3394 EA+SS / EA+TS [20]

LA12 (20*5) 1039 heuristics+BB / heuristics [10] TA15 (20*15) 1339 SA [23] DMU15 (30*15) 3343 EA+SS / EA+TS [20]

LA13 (20*5) 1150 heuristics+BB / heuristics [10] TA16 (20*15) 1360 EA+SS / EA+TS [20] DMU16 (30*20) 3751 EA+TS+Akers method [19]

LA14 (20*5) 1292 heuristics+BB / heuristics [10] TA17 (20*15) 1462 EA+SS / EA+TS [20] DMU17 (30*20) 3814 TS guided by logistic regression model / TS [26]

LA15 (20*5) 1207 heuristics+BB / heuristics [10] TA18 (20*15) 1396 EA+SS / EA+TS [20] DMU18 (30*20) 3844 EA+TS+Akers method [19]

LA16 (10*10) 945 heuristics+BB / heuristics [10] TA19 (20*15) 1332 SA [23] DMU19 (30*20) 3765 TS guided by logistic regression model / TS [26]

LA17 (10*10) 784 heuristics+BB / heuristics [10] TA20 (20*15) 1348 SA [23] DMU20 (30*20) 3710 EA+TS [24]

LA18 (10*10) 848 heuristics+BB / heuristics [10] TA21 (20*20) 1642 TS+CP [16] DMU21 (40*15) 4380 EA+SS / EA+TS [20]

LA19 (10*10) 842 heuristics+BB / heuristics [10] TA22 (20*20) 1600 EA+SS / EA+TS [20] DMU22 (40*15) 4725 EA+SS / EA+TS [20]

LA20 (10*10) 902 heuristics+BB / heuristics [10] TA23 (20*20) 1557 EA+SS / EA+TS [20] DMU23 (40*15) 4668 EA+SS / EA+TS [20]

LA21 (15*10) 1046 EA+LS+Crossover [28] TA24 (20*20) 1644 FDS+LNS [27] DMU24 (40*15) 4648 EA+SS / EA+TS [20]

LA22 (15*10) 927 heuristics+BB / heuristics [10] TA25 (20*20) 1595 INSA+NIS+TS [22] DMU25 (40*15) 4164 EA+SS / EA+TS [20]

LA23 (15*10) 1032 heuristics+BB / heuristics [10] TA26 (20*20) 1643 EA+TS+Akers method [19] DMU26 (40*20) 4647 EA+TS+Akers method [19]

LA24 (15*10) 935 heuristics+BB / heuristics [10] TA27 (20*20) 1680 EA+SS / EA+TS [20] DMU27 (40*20) 4848 EA+SS / EA+TS [20]

LA25 (15*10) 977 heuristics+BB / heuristics [10] TA28 (20*20) 1603 SA [23] DMU28 (40*20) 4692 EA+SS / EA+TS [20]

LA26 (20*10) 1218 heuristics+BB / heuristics [10] TA29 (20*20) 1625 EA+SS / EA+TS [20] DMU29 (40*20) 4691 EA+SS / EA+TS [20]

LA27 (20*10) 1235 EA+LS+Crossover [28] TA30 (20*20) 1584 EA+SS / EA+TS [20] DMU30 (40*20) 4732 EA+SS / EA+TS [20]

LA28 (20*10) 1216 heuristics+BB / heuristics [10] TA31 (30*15) 1764 EA+SS / EA+TS [20] DMU31 (50*15) 5640 EA+SS / EA+TS [20]

LA29 (20*10) 1152 EA+SS / EA+TS [20] TA32 (30*15) 1774 Parallel TS [13] DMU32 (50*15) 5927 EA+SS / EA+TS [20]

LA30 (20*10) 1355 heuristics+BB / heuristics [10] TA33 (30*15) 1791 SA [23] DMU33 (50*15) 5728 EA+SS / EA+TS [20]

LA31 (30*10) 1784 heuristics+BB / heuristics [10] TA34 (30*15) 1829 EA+SS / EA+TS [20] DMU34 (50*15) 5385 EA+SS / EA+TS [20]

LA32 (30*10) 1850 heuristics+BB / heuristics [10] TA35 (30*15) 2007 TS+SBP [25] DMU35 (50*15) 5635 EA+SS / EA+TS [20]

LA33 (30*10) 1719 heuristics+BB / heuristics [10] TA36 (30*15) 1819 EA+SS / EA+TS [20] DMU36 (50*20) 5621 EA+SS / EA+TS [20]

LA34 (30*10) 1721 heuristics+BB / heuristics [10] TA37 (30*15) 1771 EA+TS+Akers method [19] DMU37 (50*20) 5851 EA+SS / EA+TS [20]

LA35 (30*10) 1888 heuristics+BB / heuristics [10] TA38 (30*15) 1673 EA+SS / EA+TS [20] DMU38 (50*20) 5713 EA+SS / EA+TS [20]

LA36 (15*15) 1268 heuristics+BB / heuristics [10] TA39 (30*15) 1795 EA+SS / EA+TS [20] DMU39 (50*20) 5747 EA+SS / EA+TS [20]

LA37 (15*15) 1397 heuristics+BB / heuristics [10] TA40 (30*15) 1669 EA+TS+Akers method [19] DMU40 (50*20) 5577 EA+SS / EA+TS [20]

LA38 (15*15) 1196 SA+TS /  SA [21] TA41 (30*20) 2005 FDS+LNS [27] DMU41 (20*15) 3248 EA+TS [24]

LA39 (15*15) 1233 heuristics+BB / heuristics [10] TA42 (30*20) 1937 EA+TS+Akers method [19] DMU42 (20*15) 3390 EA+TS [24]

LA40 (15*15) 1222 heuristics+BB / heuristics [10] TA43 (30*20) 1846 EA+TS [24] DMU43 (20*15) 3441 EA+TS+Akers method [19]

TA DMU

Instances Instances Instances

FT

LA
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Fig. 1. The Proposed Methods for Solving Job Shop Scheduling Problem in the Literature. 

II. THE MATERIAL AND METHOD 

Swarm Intelligence (SI) is considered to be one of the most 
important research fields that is applied by various scientists 
for problem-solving, computation, and solution optimization 
[4]. 

Swarm Intelligence is based on natural swarm systems and 
is defined as the collective problem resolution abilities of 
social animals. [30]. 

Swarm Intelligence is a direct outcome of self-organization 
in which the interactions of lower-level components establish 
an overall-level dynamic structure that can be considered 
intelligence [31]. 

Self-organization is established by four elements [30]: 

1) Multiple interactions [31]: Information about food 

sources is shared between the employed bees and the onlooker 

bees on the dance floor to harvest and retrieve the food. 

2) Positive feedback [31]: It is essentially a set of simple 

rules that assist in generating the complex structure. One 

example of this process is the recruitment of honeybees in a 

promising flower field. 

3) Negative feedback [31]: Minimizes the impact of 

positive feedback and contributes to the creation of a 

counterbalance mechanism. 

4) Fluctuation [31]: The scouts conduct research in the 

environment to randomly find the food source. 

Various swarm intelligence methods have been proposed in 
the literature: Artificial Bee Colony (ABC) [32-35], Genetic 
Algorithm (GA) [36], Ant Colony Optimization (ACO) [37–
40], Particle Swarm Optimization (PSO) [41], Cat Swarm 
(CSO) [42], Artificial Immune System [43], Bacterial Foraging 
[44], and Glowworm Swarm Optimization [45] and many 
more. 

Swarm intelligence approaches are successfully used to 
solve many real issues and have yielded excellent results in 
comparison with other methods. 

In this paper, the authors concentrate on two of the most 
popular swarm intelligence techniques, namely, Artificial Bee 
Colony (ABC) and Ant Colony Optimization (ACO). 

A. Fundamentals of Artificial Bee Colony Algorithm (ABC) 

The Artificial Bee Colony (ABC) is a population-based 
approach suggested by Karaboga and Basturk in 2007 [46] and 
an evolutionary algorithm based on the intelligent behavior of 
honeybees looking for food (nectar) [47, 48], which works by 
sharing information about food sources among bees in the nest. 

ORB01 (10*10) 1059 heuristics+BB / heuristics [10] TA44 (30*20) 1979 FDS+LNS [27] DMU44 (20*15) 3475 TS guided by logistic regression model / TS [26]

ORB02 (10*10) 888 heuristics+BB / heuristics [10] TA45 (30*20) 2000 EA+SS / EA+TS [20] DMU45 (20*15) 3272 EA+TS+Akers method [19]

ORB03 (10*10) 1005 heuristics+BB / heuristics [10] TA46 (30*20) 2004 EA+TS+Akers method [19] DMU46 (20*20) 4035 EA+TS+Akers method [19]

ORB04 (10*10) 1005 heuristics+BB / heuristics [10] TA47 (30*20) 1889 EA+TS, FDS+LNS [24], [27] DMU47 (20*20) 3939 EA+TS+Akers method [19]

ORB05 (10*10) 887 heuristics+BB / heuristics [10] TA48 (30*20) 1937 TS guided by logistic regression model / TS [26] DMU48 (20*20) 3763 TS guided by logistic regression model / TS [26]

ORB06 (10*10) 1010 Shifting Bottleneck using Guided LS / LS [15] TA49 (30*20) 1961 FDS+LNS [27] DMU49 (20*20) 3710 EA+TS [24]

ORB07 (10*10) 397 EA+SS / EA+TS [20] TA50 (30*20) 1923 EA+TS, FDS+LNS [24], [27] DMU50 (20*20) 3729 EA+TS [24]

ORB08 (10*10) 899 Shifting Bottleneck using Guided LS / LS [15] TA51 (50*15) 2760 TS+SBP [25] DMU51 (30*15) 4156 TS guided by logistic regression model / TS [26]

ORB09 (10*10) 934 Shifting Bottleneck using Guided LS / LS [15] TA52 (50*15) 2756 TS+SBP [25] DMU52 (30*15) 4311 EA+TS [24]

ORB10 (10*10) 944 Shifting Bottleneck using Guided LS / LS [15] TA53 (50*15) 2717 TS+SBP [25] DMU53 (30*15) 4390 TS guided by logistic regression model / TS [26]

SWV01 (20*10) 1407 EA+SS / EA+TS [20] TA54 (50*15) 2839 TS+SBP [25] DMU54 (30*15) 4362 TS guided by logistic regression model / TS [26]

SWV02 (20*10) 1475 EA+SS / EA+TS [20] TA55 (50*15) 2679 SA+TS /  SA [21] DMU55 (30*15) 4270 TS guided by logistic regression model / TS [26]

SWV03 (20*10) 1398 EA+SS / EA+TS [20] TA56 (50*15) 2781 TS+SBP [25] DMU56 (30*20) 4941 EA+TS [24]

SWV04 (20*10) 1464 FDS+LNS [27] TA57 (50*15) 2943 TS+SBP [25] DMU57 (30*20) 4663 EA+TS [24]

SWV05 (20*10) 1424 EA+SS / EA+TS [20] TA58 (50*15) 2885 TS+SBP [25] DMU58 (30*20) 4708 EA+TS [24]

SWV06 (20*15) 1671 EA+TS, FDS+LNS [24], [27] TA59 (50*15) 2655 TS+SBP [25] DMU59 (30*20) 4619 TS guided by logistic regression model / TS [26]

SWV07 (20*15) 1594 EA+TS+Akers method [19] TA60 (50*15) 2723 TS+SBP [25] DMU60 (30*20) 4739 TS guided by logistic regression model / TS [26]

SWV08 (20*15) 1752 EA+TS, FDS+LNS [24], [27] TA61 (50*20) 2868 SA+TS /  SA [21] DMU61 (40*15) 5172 TS guided by logistic regression model / TS [26]

SWV09 (20*15) 1655 EA+TS, FDS+LNS [24], [27] TA62 (50*20) 2869 EA+TS [17] DMU62 (40*15) 5251 TS guided by logistic regression model / TS [26]

SWV10 (20*15) 1743 EA+TS+Akers method [19] TA63 (50*20) 2755 SA+TS /  SA [21] DMU63 (40*15) 5323 TS guided by logistic regression model / TS [26]

SWV11 (50*10) 2983 INSA+NIS+TS [22] TA64 (50*20) 2702 SA+TS /  SA [21] DMU64 (40*15) 5240 TS guided by logistic regression model / TS [26]

SWV12 (50*10) 2977 EA+TS [24] TA65 (50*20) 2725 SA+TS /  SA [21] DMU65 (40*15) 5190 TS guided by logistic regression model / TS [26]

SWV13 (50*10) 3104 EA+SS / EA+TS [20] TA66 (50*20) 2845 SA+TS /  SA [21] DMU66 (40*20) 5717 EA+TS [24]

SWV14 (50*10) 2968 EA+SS / EA+TS [20] TA67 (50*20) 2825 EA+SS / EA+TS [20] DMU67 (40*20) 5779 TS guided by logistic regression model / TS [26]

SWV15 (50*10) 2885 EA+TS [24] TA68 (50*20) 2784 SA+TS /  SA [21] DMU68 (40*20) 5765 TS guided by logistic regression model / TS [26]

SWV16 (50*10) 2924 EA+SS / EA+TS [20] TA69 (50*20) 3071 SA+TS /  SA [21] DMU69 (40*20) 5709 EA+TS [24]

SWV17 (50*10) 2794 EA+SS / EA+TS [20] TA70 (50*20) 2995 SA+TS /  SA [21] DMU70 (40*20) 5889 TS guided by logistic regression model / TS [26]

SWV18 (50*10) 2852 EA+SS / EA+TS [20] TA71 (100*20) 5464 TS+SBP [25] DMU71 (50*15) 6223 EA+TS [24]

SWV19 (50*10) 2843 EA+SS / EA+TS [20] TA72 (100*20) 5181 TS+SBP [25] DMU72 (50*15) 6463 TS guided by logistic regression model / TS [26]

SWV20 (50*10) 2823 EA+SS / EA+TS [20] TA73 (100*20) 5568 TS+SBP [25] DMU73 (50*15) 6153 TS guided by logistic regression model / TS [26]

ABZ5 (10*10) 1234 heuristics+BB / heuristics [10] TA74 (100*20) 5339 TS+SBP [25] DMU74 (50*15) 6196 TS guided by logistic regression model / TS [26]

ABZ6 (10*10) 943 heuristics+BB / heuristics [10] TA75 (100*20) 5392 TS+SBP [25] DMU75 (50*15) 6189 TS guided by logistic regression model / TS [26]

ABZ7 (20*15) 656 EA+SS / EA+TS [20] TA76 (100*20) 5342 TS+SBP [25] DMU76 (50*20) 6807 TS guided by logistic regression model / TS [26]

ABZ8 (20*15) 665 EA+SS / EA+TS [20] TA77 (100*20) 5436 TS+SBP [25] DMU77 (50*20) 6792 TS guided by logistic regression model / TS [26]

ABZ9 (20*15) 678 EA+LS / TS+SA [29] TA78 (100*20) 5394 TS+SBP [25] DMU78 (50*20) 6770 EA+TS [24]

YN1 (20*20) 884 EA+LS / TS+SA [29] TA79 (100*20) 5358 TS+SBP [25] DMU79 (50*20) 6952 TS guided by logistic regression model / TS [26]

YN2 (20*20) 904 EA+TS+Akers method [19] TA80 (100*20) 5183 SA+TS /  SA [21] DMU80 (50*20) 6673 TS guided by logistic regression model / TS [26]

YN3 (20*20) 892 INSA+NIS+TS [22]

YN4 (20*20) 968 EA+SS / EA+TS [20]

YN

TA DMU

ORB

SWV

ABZ
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Each position of the food source corresponds to one solution, 
the bees are ranked according to how they choose the food 
source to use. The phase of employed bee, onlooker bee and 
scout bee phase are the steps used in the suggested method. 

The Artificial Bee Colony (ABC) algorithm has shown that 
it provides optimum solutions in the continuous and discreet 
field [1-4] [49-52] when it is confronted with noisy and 
multimodal optimization issues. A full overview of the use of 
the ABC technique is available in [47]. 

Analogous to other swarm techniques, the Artificial Bee 
Colony (ABC) method is a repetitive process. 

The artificial bee colony technique (ABC) comes up with 
the best solution by applying four stages [53], until an end 
criterion is satisfied [54], these key steps of the ABC algorithm 
are outlined below: 

1) Initialization step: It begins with a population of 

randomized solutions or food sources. The value of food 

sources determines by many factors such as their wealth, the 

ability to extract energy, the closeness of the nest and the 

amount of energy that's going to be collected from that food 

source. 

2) Employed bee step: Every bee employed is given a 

source of food that it currently uses or operates. They bring 

together information about that particular source, their distance 

and direction from the nest, the cost-effectiveness of the source 

and they're sharing that information with some degree of 

probability. The number of employed honeybees will 

correspond to the number of food sources surrounding their 

beehives. 

Unemployed bees wait in the nest and are seeking a source 
of food to explore, there are two kinds of bees unemployed: 

a) Onlooker bee step: The Curious bees or Onlooker 

bees must look at the dance of the employed bees and then 

develop a source of food via information shared by the 

employed bees. 

b) Scout bee step: Explorer or Scout bees are the ones 

whose source of food is abandoned and are seeking new food 

sources in the nesting environment. Once an adequate food 

source is found, scout bees become employed bees. 

Register the best food source reached up to now. 

From this algorithm, a colony of artificial bees (ABC) is 
established. 

The Artificial Bee Colony (ABC) is also the same as other 
algorithms because it has pros and cons [55]: 

1) The ABC method has a force in both local and global 

searches and it has been implemented with a number of 

optimization issues. 

2) However, it has a number of parameters that need to be 

adjusted, randomly initialized and its local search are 

probabilistic. 

B. Fundamentals of Ant Colony Optimization (ACO) 

The Ant Colony Optimization technique (ACO) is another 
swarm intelligence approach based on ants' behavior looking 
for a food source from their nest with no visual information 
and using shortest pathways [56]. 

ACO is an optimization technique based on the population 
that Dorigo developed in 1992 [57] and has been successfully 
implemented to resolve various NP-hard combinatorial 
optimization issues that require to provide approximate 
solutions to the defined issue [58]. Algorithmically, the process 
of evaporating pheromones is helpful to prevent convergence 
towards a local optimal solution. 

The steps involved in obtaining the best solution using the 
ant colony optimization technique are listed below [38]: 

1) Building the solution space is made up of potential 

solutions with the help of the pheromone model. 

2) These potential solutions are employed to update 

pheromone values in a manner that is considered to skew 

future sampling towards high quality solutions [59]. 

Ant behavior results in a self-reinforcement process: A 
pathway created by ants using the high level of pheromone is 
more followed by ants than the pathway with the low level of 
pheromone. 

Numerous variations of ACO algorithms have been 
implemented in the literature [60]. 

C. The Proposed Methods 

To enhance the original algorithms based on Swarm 
Intelligence, the researchers have generally hybridized them 
with other metaheuristics. 

The Artificial Bee Colony (ABC) algorithm has the 
capacity to emerge from a local minimum and has a great 
ability to explore the global optimum which it is not 
immediately used, because the artificial bee colony (ABC) 
stocks it at every iteration. 

The artificial bee colony (ABC) has been hybridized to 
increase its yields and effectiveness by balancing exploration 
and exploitation processes. 

Swarm Intelligence's algorithms effectiveness is driven by 
two processes: exploration and exploitation [61]: 

1) The exploration process: Allows the exploration of the 

search area in a more efficient way, and it can generate 

solutions that are sufficiently diverse. 

2) The exploitation process: Utilizes all the information 

gathered from a defined problem to assist in finding new 

solutions that are better than the existing solutions. 

An extensive exploitation and an insufficient exploration 
means that the system can have converge more quickly, but the 
likelihood of reaching the effective global optimum may be 
low. In addition, under-exploitation and over-exploration may 
result in very slow search paths to converge. Therefore, the 
balance between exploration and exploitation processes is 
crucial for achieving the optimum performance of the Swarm 
Intelligence method. In the literature, no non-hybridized 
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Swarm Intelligence algorithm is able to achieve this optimum 
equilibrium. 

The multi-hybridization of ABC technique with ACO 
technique is proposed in this paper for getting a more powerful 
method that balances both processes, exploration and 
exploitation, harnesses and combines the benefits of Swarm 
Intelligence algorithms. The synchronous parallel hybridization 
[62] is applied in the proposed approach. 

This approach, denoted as HABCACO involves integrating 
the ant colony optimization technique (ACO) into the 
employed bees step and/or in the onlooker bees step and/or in 
the scout bees step. 

The HABCACO approach is described in Fig. 2. 

 

Fig. 2. The HABCACO Approach. 

Table I shown the configuration of the HABCACO 
techniques. 

TABLE I. THE CONFIGURATION OF THE HABCACO TECHNIQUES 

 
ABC 

Hybrid ABC + ACO 
Employed bee 

phase 

Onlooker bee 

phase 

Scout bee 

phase 

HABCACO1 ACO 
  

HABCACO2 ACO ACO 
 

HABCACO3 ACO ACO ACO 

HABCACO4 
 

ACO 
 

HABCACO5 
 

ACO ACO 

HABCACO6 
  

ACO 

HABCACO7 ACO 
 

ACO 

The suggested approaches HABCACO has ABC technique 
as the primary algorithm that in its flow will call ACO 
technique for enhancement. ACO method refines the solution 
generated by the steps of ABC method (employed bees step 
and/or onlooker bees step and/or scout bees step) and produces 
a better solution to be used in the process of HABCACO. 

The population of candidate solutions for these new 
approaches is initialized using the uniform random generation 
between a lower bound LB and an upper bound UB [63], this 
means that the potential solution frequently takes the form: 

CS =  LB +  𝛼 (UB −  LB), where 𝛼 ∈  [0, 1]            (1) 

The means to generate the candidate solution population 
affect an algorithm's efficiency. 

Hence, the stepwise implementation of HABCACO2 and 
HABCACO7 are explained respectively in Fig. 3 and Fig. 4. 

 

Fig. 3. The Procedure of HABCACO2. 

Initialization step
Uniform Random 

Generation 

Employed bee step
Add or do not add ACO 

method

Onlooker bee step
Add or do not add ACO 

method

Scout bee step
Add or do not add ACO 

method

ABC

HABCACO 
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Fig. 4. The Procedure of HABCACO7. 

The ant colony optimization technique (ACO) is primarily 
made up of two phases: construction of the solution and 
updating of pheromone. The algorithm of ant colony 
optimization (ACO) technique is described in Fig. 5: 

 

Fig. 5. The Procedure of ACO. 

III. RESULTS AND DISCUSSION 

In order to justify the effectiveness of the proposed 
approaches HABCACO, they were simulated across a set of 
250 benchmark instances from the job shop scheduling 
literature: FT [7], LA [8], ABZ [9], ORB [10], YN [11], SWV 
[12], TA [13], DMU [14], CAR [18], and compared with the 
best-known solution (BKS) obtained through other 
Techniques. 

The performance of the HABCACO methods was also 
compared to two other advanced techniques available in the 
literature: HABCGA [2] and HABCPSOGA [3] to demonstrate 
the efficiency of HABCACO techniques in resolving job shop 
scheduling issues. 
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The HABCACO approaches have been implemented 
within Java and all calculation experiments were carried out on 
an Intel Core i7 computer with a speed of 2.5 GHz and 8 GB 
RAM memory under Windows 10. 

All simulation and test processes were performed with the 
same configuration settings. 

The results of the benchmark instances simulation are 
summarized in Table II. 

The calculation results demonstrate that only the proposed 
HABCACO3 technique produced 100% of the best-known 
solution in all benchmark instances: FT (3), LA (40), ORB 
(10), SWV (20), ABZ (5), YN (4), TA (80), DMU (80) and 
CAR (8). 

As shown in Table II: 

1) All the suggested techniques HABCACO have given 

results that are 100% equal to the best-known solutions in FT 

(3), LA (40), ORB (10), SWV (20), ABZ (5), YN (4), and 

CAR (8). 

2) Only the suggested techniques HABCACO3 and 

HABCACO7 produced 100% of the results equal to the best-

known solutions in TA (80). 

3) Only the suggested technique HABCACO3 produced 

100% of the results equal to the best-known solutions in DMU 

(80). 

The classification of the suggested HABCACO methods in 
terms of performance according to the hybridization number is 
illustrated in Table III. 

From Table III, it can be concluded that: 

1) The suggested HABCACO techniques provided the best 

results in comparison to the results achieved through other 

methods. 

2) The suggested technique HABCACO hybridized in its 

three steps provided the best result. 

3) The suggested techniques HABCACO hybridized in its 

two steps provided better results in comparison to the results 

achieved through the suggested techniques HABCACO 

hybridized in only one step. 

4) The suggested technique HABCACO hybridized in its 

two steps (employed bees step and scout bees step) provided 

better results in comparison to the results achieved through the 

suggested techniques HABCACO hybridized in its two steps 

(onlooker bees step and scout bees step). 

5) The suggested technique HABCACO hybridized in its 

two steps (employed bees step and scout bees step) provided 

better results in comparison to the results achieved through the 

suggested techniques HABCACO hybridized in its two steps 

(employed bees step and onlooker bees step). 

6) The suggested technique HABCACO hybridized in its 

scout bees step provided better results in comparison to the 

results achieved through the suggested techniques HABCACO 

hybridized in its employed bees step or onlooker bees step. 

7) The suggested technique HABCACO hybridized in its 

scout bees step provided better results in comparison with the 

results achieved through the suggested techniques HABCACO 

hybridized in its onlooker bees step. 

The figures showed that the suggested techniques surpassed 
other methods with regard to the total number of benchmark 
instances successfully resolved and the quality of the solutions. 

In order to confirm also the performance of the HABCACO 
technique in resolving job shop scheduling problems, it was 
compared to the HABCGA and HABCPSOGA methods 
available in the literature. 

TABLE II. THE RESULTS OF BENCHMARK INSTANCES SIMULATION 

HABCA

CO 

Benchmark Instances 
T

o
ta

l 
N

u
m

b
er

  

o
f 

B
e
n

c
h

m
a
r
k

 I
n

st
a

n
c
e
s   

  

 FT (3)    LA (40)  ORB (10)  SWV (20)  ABZ (5)  YN (4)  TA (80)  DMU (80)  CAR (8)  250   

HABCA

CO1 
3 

100,0

0% 

4

0 

100,0

0% 

1

0 

100,0

0% 

2

0 

100,0

0% 
5 

100,0

0% 
4 

100,0

0% 

7

3 

91,25

% 

7

4 

92,50

% 
8 

100,0

0% 
237 

94,80

% 

HABCA
CO2 

3 
100,0
0% 

4
0 

100,0
0% 

1
0 

100,0
0% 

2
0 

100,0
0% 

5 
100,0
0% 

4 
100,0
0% 

7
7 

96,25
% 

7
8 

97,50
% 

8 
100,0
0% 

245 
98,00
% 

HABCA

CO3 
3 

100,0

0% 

4

0 

100,0

0% 

1

0 

100,0

0% 

2

0 

100,0

0% 
5 

100,0

0% 
4 

100,0

0% 

8

0 

100,0

0% 

8

0 

100,0

0% 
8 

100,0

0% 
250 

100,0

0% 

HABCA
CO4 

3 
100,0
0% 

4
0 

100,0
0% 

1
0 

100,0
0% 

2
0 

100,0
0% 

5 
100,0
0% 

4 
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0% 

7
4 
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% 

7
6 
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% 

8 
100,0
0% 
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% 

HABCA

CO5 
3 

100,0

0% 

4

0 

100,0

0% 

1

0 

100,0

0% 

2

0 

100,0

0% 
5 

100,0

0% 
4 

100,0

0% 

7

7 

96,25

% 

7

9 

98,75

% 
8 

100,0

0% 
246 

98,40

% 

HABCA
CO6 

3 
100,0
0% 

4
0 

100,0
0% 

1
0 

100,0
0% 

2
0 

100,0
0% 

5 
100,0
0% 

4 
100,0
0% 

7
6 

95,00
% 

7
6 

95,00
% 

8 
100,0
0% 

242 
96,80
% 

HABCA

CO7 
3 

100,0

0% 

4

0 

100,0

0% 

1

0 

100,0

0% 

2

0 

100,0

0% 
5 

100,0

0% 
4 

100,0

0% 

8

0 

100,0

0% 

7

8 

97,50

% 
8 

100,0

0% 
248 

99,20

% 
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TABLE III. THE RANKING OF THE PROPOSED TECHNIQUES HABCACO 

R
a

n
k

in
g
 

H
y

b
ri

d
a

ti
o

n
 

 n
u

m
b

er
 

HABCACO 

ABC 

Employed 

bee step 

Onlooker 

bee step 

Scout bee 

step 

7 1 HABCACO1 ACO 
  

4 2 HABCACO2 ACO ACO 
 

1 3 HABCACO3 ACO ACO ACO 

6 1 HABCACO4 
 

ACO 
 

3 2 HABCACO5 
 

ACO ACO 

5 1 HABCACO6 
  

ACO 

2 2 HABCACO7 ACO 
 

ACO 

As shown in Table IV: 

1) The suggested technique HABCACO hybridized in its 

three phases with ACO method provided similar result in 

comparison to the results achieved through HABCGA methods 

hybridized in its three phases with GA method. 

2) The suggested technique HABCACO hybridized in its 

three steps with ACO method provided better result in 

comparison to the results achieved through HABCGA methods 

hybridized in its two steps with GA method. 

3) The suggested technique HABCACO hybridized in its 

three steps with ACO method provided better result in 

comparison to the results achieved through HABCGA methods 

hybridized in its one step with GA method. 

4) The suggested technique HABCACO hybridized in its 

two steps with ACO method (employed bee step and scout bee 

step) provided better result in comparison to the results 

achieved through HABCGA methods hybridized in its two 

steps (employed bee step and scout bee step) with GA method. 

5) The suggested technique HABCACO hybridized in its 

two steps with ACO method (onlooker bee step and scout bee 

step) provided better result in comparison with the results 

achieved through HABCGA methods hybridized in its two 

steps (onlooker bee step and scout bee step) with GA method. 

6) The suggested technique HABCACO hybridized in it 

scout bee step with ACO method provided better result in 

comparison to the results achieved through HABCGA methods 

hybridized in its scout bee step with GA method. 

7) The suggested technique HABCACO hybridized in it 

onlooker bee step with ACO method provided better result in 

comparison with the results achieved through HABCGA 

methods hybridized in its onlooker bee step with GA method. 

8) The HABCGA methods hybridized in its two steps with 

GA method (employed bee step and onlooker bee step) 

provided better result in comparison to the results achieved 

through the suggested technique HABCACO hybridized in its 

two steps (employed bee step and onlooker bee step) with 

ACO method. 

9) The HABCGA methods hybridized in its employed bee 

steps with GA method provided better result in comparison to 

the results achieved through the suggested technique 

HABCACO hybridized in employed bee step with ACO 

method. 

The classification of the suggested methods HABCACO 
and the HABCGA methods in terms of performance according 
to the hybridization number and the algorithm type hybridized 
is tabulated in Table V. 

TABLE IV. THE PERFORMANCE COMPARISON OF PROPOSED METHODS HABCACO WITH THE OTHER OPTIMIZATION ALGORITHMS HABCGA 

  Hybrid ABC (ACO) Hybrid ABC (GA) 

H
y

b
ri

d
a

ti
o

n
 

 n
u

m
b

er
 

HABCACO 

ABC 

  

R
a

n
k

in
g
 

HABCGA 

ABC 

  

R
a

n
k

in
g
 

Employed 

bee step 

Onlooker 

bee step 

Scout 

bee step 

Employed 

bee step 

Onlooker 

bee step 

Scout 

bee step 

1 HABCACO1 ACO     94,80% 7 HABCGA1 GA     95,48% 5 

2 HABCACO2 ACO ACO   98,00% 4 HABCGA2 GA GA   99,80% 2 

3 HABCACO3 ACO ACO ACO 100,00% 1 HABCGA3 GA GA GA 100,00% 1 

1 HABCACO4   ACO   96,00% 6 HABCGA4   GA   94,03% 7 

2 HABCACO5   ACO ACO 98,40% 3 HABCGA5   GA GA 96,93% 4 

1 HABCACO6     ACO 96,80% 5 HABCGA6     GA 95,35% 6 

2 HABCACO7 ACO   ACO 99,20% 2 HABCGA7 GA   GA 98,40% 3 
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TABLE V. THE RANKING OF THE PROPOSED TECHNIQUES HABCACO 

AND HABCGA 

R
a

n
k

in
g
 

Hybrid ABC (ACO) / 

Hybrid ABC (GA) 

ABC 
 

H
y

b
ri

d
a

ti
o

n
 

 n
u

m
b

er
 

Emplo

yed 

bee 

step 

Onloo

ker 

bee 

step 

Sco

ut 

bee 

ste

p 

1 HABCACO3 ACO ACO 
AC

O 

100,0

0% 
3 

1 HABCGA3 GA GA GA 
100,0

0% 
3 

2 HABCGA2 GA GA 
 

99,80

% 
2 

3 HABCACO7 ACO 
 

AC
O 

99,20
% 

2 

4 HABCACO5 
 

ACO 
AC

O 

98,40

% 
2 

4 HABCGA7 GA 
 

GA 
98,40

% 
2 

5 HABCACO2 ACO ACO 
 

98,00

% 
2 

6 HABCGA5 
 

GA GA 
96,93
% 

2 

7 HABCACO6 
  

AC

O 

96,80

% 
1 

8 HABCACO4 
 

ACO 
 

96,00
% 

1 

9 HABCGA1 GA 
  

95,48

% 
1 

1
0 

HABCGA6 
  

GA 
95,35
% 

1 

1

1 
HABCACO1 ACO 

  

94,80

% 
1 

1
2 

HABCGA4 
 

GA 
 

94,03
% 

1 

From Table VI it can be concluded that: 

1) The suggested technique HABCACO hybridized in its 

three steps with ACO method provided similar result in 

comparison to the results achieved through HABCPSOGA 

methods hybridized in its three steps with GA and PSO 

methods. 

2) The suggested technique HABCACO hybridized in its 

three steps with ACO method provided better result in 

comparison to the results achieved through HABCPSOGA 

methods hybridized in its two steps with GA and PSO 

methods. 

3) The suggested technique HABCACO hybridized in its 

two steps with ACO method (employed bee step and scout bee 

step) provided equal result in comparison to the results 

achieved through HABCPSOGA methods hybridized in its two 

steps (employed bee step by GA method and scout bee step 

PSO method). 

4) The suggested technique HABCACO hybridized in its 

two steps with ACO method (employed bee step and scout bee 

step) provided better result in comparison to the results 

achieved through HABCPSOGA methods hybridized in its two 

steps (employed bee step by PSO method and scout bee step 

GA method). 

5) The suggested technique HABCACO hybridized in its 

two steps with ACO method (onlooker bee step and scout bee 

step) provided better result in comparison to the results 

achieved through HABCPSOGA methods hybridized in its two 

steps (onlooker bee step by GA method and scout bee step by 

PSO method). 

6) The suggested technique HABCACO hybridized in its 

two steps with ACO method (onlooker bee step and scout bee 

step) provided better result in comparison to the results 

achieved through HABCPSOGA methods hybridized in its two 

steps (onlooker bee step by PSO method and scout bee step by 

GA method). 

7) The suggested technique HABCACO hybridized in its 

two steps with ACO method (employed bee step and onlooker 

bee step) provided better result in comparison to the results 

achieved through the suggested methods HABCPSOGA 

hybridized in its two steps (employed bee step by GA method 

and onlooker bee step by PSO method). 

TABLE VI. THE PERFORMANCE COMPARISON OF PROPOSED METHODS HABCACO WITH THE OTHER OPTIMIZATION ALGORITHMS HABCPSOGA 

  Hybrid ABC (ACO) Hybrid ABC (GA // PSO) 

H
y

b
ri

d
a

ti
o

n
 

 n
u

m
b

er
 

HABCACO 

ABC 

  

R
a

n
k

in
g
 

HABCPSOGA 

ABC 

  
R

a
n

k
in

g
 

Employed 

bee step 

Onlooker 

bee step 

Scout 

bee 

step 

Employed 

bee step 

Onlooker 

bee step 

Scout 

bee 

step  

2 HABCACO2 ACO ACO   98,00% 4 HABCPSOGA4 GA PSO   97,50% 7 
 

2 HABCACO2 ACO ACO   98,00% 4 HABCPSOGA7 PSO GA   98,48% 3 
 

3 HABCACO3 ACO ACO ACO 100,00% 1 HABCPSOGA2 GA GA PSO 100,00% 1 
 

3 HABCACO3 ACO ACO ACO 100,00% 1 HABCPSOGA6 GA PSO GA 100,00% 1 
 

3 HABCACO3 ACO ACO ACO 100,00% 1 HABCPSOGA9 PSO GA GA 100,00% 1 
 

2 HABCACO5   ACO ACO 98,40% 3 HABCPSOGA1   GA PSO 97,90% 5 
 

2 HABCACO5   ACO ACO 98,40% 3 HABCPSOGA5   PSO GA 97,85% 6 
 

2 HABCACO7 ACO   ACO 99,20% 2 HABCPSOGA3 GA   PSO 99,20% 2 
 

2 HABCACO7 ACO   ACO 99,20% 2 HABCPSOGA8 PSO   GA 98,40% 4 
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8) The HABCPSOGA methods hybridized in its two steps 

(employed bee step by GA method and onlooker bee step by 

PSO method) provided better result in comparison to the 

results achieved through the suggested technique HABCACO 

hybridized in its two steps with ACO method (employed bee 

step and onlooker bee step). 

The classification of the suggested methods HABCACO 
and the HABCPSOGA methods in terms of performance 
according to the hybridization number and the algorithm type 
hybridized is tabulated in Table VII. 

As a result, it clearly demonstrated that HABCACO has the 
best performance compared to other methods HABCGA and 
HABCPSOGA. 

The proposed approaches HABCACO are robust 
techniques that have the potential to solve job shop scheduling 
problems. 

One of the main limitations of this research is that it only 
addresses the minimization of the total time required to 
perform all the jobs (makespan). 

TABLE VII. THE RANKING OF THE PROPOSED TECHNIQUES HABCACO 

AND HABCPSOGA 

R
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n
k
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Hybrid ABC (ACO) / Hybrid 

ABC (GA // PSO) 
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a
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 n
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Empl

oyed 

bee 
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bee 

step 

Sc

out 

bee 

ste
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1 HABCACO3 ACO ACO 
AC
O 

100,
00% 

3 

1 HABCPSOGA2 GA GA 
PS

O 

100,

00% 
3 

1 HABCPSOGA6 GA PSO GA 
100,
00% 

3 

1 HABCPSOGA9 PSO GA GA 
100,

00% 
3 

2 HABCACO7 ACO 
 

AC

O 

99,2

0% 
2 

2 HABCPSOGA3 GA 
 

PS
O 

99,2
0% 

2 

3 HABCPSOGA7 PSO GA 
 

98,4

8% 
2 

4 HABCACO5 
 

ACO 
AC

O 

98,4

0% 
2 

4 HABCPSOGA8 PSO 
 

GA 
98,4

0% 
2 

5 HABCACO2 ACO ACO 
 

98,0

0% 
2 

6 HABCPSOGA1 
 

GA 
PS

O 

97,9

0% 
2 

7 HABCPSOGA5 
 

PSO GA 
97,8
5% 

2 

8 HABCPSOGA4 GA PSO 
 

97,5

0% 
2 

IV. CONCLUSION 

Because of the high level of complexity of the job shop 
scheduling problems, powerful and hybrid approaches are 
essential to address these challenging NP issues. 

A robust swarm intelligence multi-hybridization technique 
is the key to achieving maximum efficiency in the resolution of 
job shop scheduling issues. 

In this article, the authors develop novel multi-
hybridization approaches of swarm intelligence methods called 
HABCACO through hybridization of artificial bee colony 
(ABC) algorithm and ant colony optimization (ACO) 
technique in various ways to provide optimal or near optimal 
solutions to job shop scheduling problems. 

In this new approach, HABCACO adjusts the standard 
artificial bee colony techniques (ABC) to balance the impact of 
exploration and exploitation processes in algorithm 
performance. 

Balanced exploration and exploitation capacities can 
improve method performance in terms of solutions quality. 

The assessment of HABCACO's performance was analyzed 
on 250 well-known benchmark instances of the classical OR-
library of job shop scheduling problems. 

The overall experimental findings clearly demonstrated that 
the proposed new technique surpassed other compared 
optimization algorithms in terms of the total number of 
successfully resolved benchmark instances and the global 
optimum attainment. 

Furthermore, the experimental results clearly demonstrated 
that the approaches are robust, effective and reliable for solving 
job shop scheduling problems. 

More importantly, the results showed that the suggested 
techniques HABCACO produced the best results in 
comparison to other optimization methods HABCGA and 
HABCPSOGA available in the literature. 

Therefore, the suggested approaches are solid techniques 
which have the potential to solve the scheduling problem and 
can be applied to solve complex optimization issues. 

As future research, the authors intend to apply these 
approaches developed in this article to another type of 
scheduling problems and complex optimization problems. 
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Abstract—Safety is a serious concern that should be addressed
carefully in different locations including homes, workplaces and
educational buildings. The risk of fire is the most significant
threat in many educational facilities such as schools, universities,
offices, etc. The main goal of this work is developing an effective
system that allows early managing of fires to avoid material and
human losses. With the advent of the Internet of Things (IoT),
the implementation of such system became possible. A low-cost
system incorporating IoT sensors is constructed in this study to
collect data (heat, the number of people at the fire scene, ...) in real
time. The system provides a control panel that displays readings
from all sensors on a single web page. When the collected values
exceed a particular threshold, the system sends a message to the
building keeper’s phone, allowing him to notify the authorities or
dispatch firemen in real time. One of the system’s most important
characteristics is that it keeps track of how many people are at the
fire scene, simplifying the evacuation process and allowing civil
defense authorities to efficiently manage resources. The system
has been successfully tested in a variety of circumstances in an
educational building (Al-Faisaliah female campus, University of
Jeddah, Saudi Arabia).

Keywords—Safety; fire; Internet of Things (IoT); sensors; cloud
based platform; ThingSpeak

I. INTRODUCTION

Safety is defined as the condition of being protected from
or unlikely to cause danger, risk, or injury. People are contin-
uously exposed to dangers in their homes, workplace or roads.
Occupants of Educational buildings such as students, educators
and administrative staff have different awareness levels regard-
ing safety practices and beliefs. Since educational buildings
are continuously occupied, safety issues should be addressed
properly and procedures used to reduce risks have to be
implemented prior to unexpected accidents. The main objective
of the present paper is to develop and implement a complete
management system for monitoring safety. This can improve
the safe conditions in educational buildings especially in Al-
Faisaliah female campus, University of Jeddah, Saudi Arabia.
To achieve the research objectives, a procedure including
several steps will be implemented. The first step is dedicated to
the study of safety requirements in educational buildings issued
in official documents provided by civil defense authorities [1].

In the second step, to assess the commitment and awareness
of the users of Al-Faisaliah Campus with health and safety
conditions, an online survey was chosen to collect data because
it can reach a large number of individuals and has a minimal
risk of data inaccuracies.

Results of the survey conducted have shown that the safety
culture inside Al-Faisaliah Campus is very poor. The results
showed also that fire is the most dangerous threat that can
occur. The official records have verified that fact. According
to Saudi Civil Defense statistics [1], for the year 1440-1441 H,
the number of firefighting operations was more than 42,000,
equivalent to 119 firefighting operations per day. More than
14,000 were fires in the workplace, at a rate of 35.41%. The
region of Mecca occupied the first place in the number of
operations. Human losses are about 2000 cases, between 149
deaths and 1,809 injuries, and financial losses are more than
49 million Saudi Riyals (1 USD = 3.76 SAR).

The previous statistics have clearly indicated a rise in the
daily rate of fires in workplaces such as schools and offices.
The average rate of this kind of fires reached 42 fires per
day. There are a multitude of causes for fires. According to
the statistics, thermal demand was one of the most common
causes of fires, with a percentage of 37.71%, equivalent to
45 fires per day. Next, 22.0% of the electricity is tampered
with an average of 27 fires per day. Finally, the third cause
of fire is the flaming heat source. From statistics above, the
conclusion is that fires are big threats that may cause disasters
in the studied educational building. In order to contribute to
limit dangers, smart solutions relying on new technologies
such as Internet of Things (IoT) should be developed and
deployed. The proposed safety management system may help
first educational building occupants in reacting immediately
once a threat is initiated and second may assist civil defense
authorities during their interventions. In addition, the safety
department of the University should take benefit from the
proposed system to remotely control the safety situation inside
the campus.

Through using IoT technology, a complete low-cost smart
solution that enables the management and monitoring of fire
in real time was suggested. The building’s status was remotely
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monitored via a friendly dashboard. This dashboard displays
the data issued from sensors in one Web page. A message
delivered to the building keeper’s mobile phone is activated if
a collected parameter exceeds its threshold. So that he can call
the police or firefighters to arrive right away. A huge benefit
of the system is its ability to count the number of individuals
involved at the fire scene. This will ease the evacuation efforts.

The remaining of this paper is organized as follows. First,
many studies related to safety issues including advantages and
disadvantages of each approach will be summarized. Second,
the proposed safety management system as well as its com-
ponents and its operation will be detailed. finally, conclusions,
recommendations and future work will be drawn.

II. LITERATURE REVIEW

A. Safety

This short literature review tries to cover the main aspects
of safety that will be addressed in this study. Fire is con-
sidered as the most significant risk that has to be assessed
regularly. In [2], qualitative approaches have been presented.
The purpose was to identify and eliminate fire hazards. The
study established that hotel utilities are of high risk. 76
items related to safety in hotels have been proposed and
classified into seven main classes. The proposed methodical
approach can be used by fire safety inspectors. Several tools
including short oral survey, semi-structured interviews with
subcontractors, etc. have been used to assess safety culture
among investors working in the household construction sector
in Australia [3]. Thus, a method of source causes analysis was
employed to categorize the safety culture of subcontractors
into seven different areas, including the building site, work
procedures, equipment and materials. Recommendations drawn
at the end of the study are built around free training of
the subcontractors. The Cypriot manufacturing sector safety
practices have been studied in [4] using a nation-wide survey
in Nicosia. The opinion of managers regarding fire occurrence
has been demonstrated to be influenced by several factors
such as the no-smoking rule, the presence of fire alarms,
and the practice of allowing employees to sleep on the job.
Although the safety situation is generally good, there is still
potential for enhancement, according to the study’s findings.
Since electricity is classified as a silent killer, identifying safety
beliefs among Australian electrical workers has been addressed
in [5]. The planned behavior concept has been used as a
theoretical framework. Focus groups and interviews with 46
certified electrical professionals were analyzed according to
advantages, disadvantages, referents, barriers and facilitators
affecting respectively the safety beliefs and culture. In Saudi
Arabia, few works have addressed the problem of safety. In
reference [6], Saudi Arabia’s safety regulations for worksites
have been assessed by surveying the work being done on sev-
eral projects. Protection assessment scores have been found to
be typically superior across all categories for the large projects;
whereas low assessment ratings, particularly in firefighting,
healthcare, and comfort, were typical for small projects. Pro-
tection measures in residential building assessment procedures
have been implemented . A field assessment study about fire
awareness measures has been conducted in [7] through a
survey in residential buildings. The obtained results showed

that the safety awareness on fire is poor. Based on the obser-
vations, a number of strategies including effective codes and
official requirements, designs taking into account safety and
educational programs have been proposed as recommendation
to improve safety awareness culture. In the same direction,
the study in [8] has focused on the methods adopted by Saudi
Arabia firms to solve safety issues when creating residential
structures. The research concluded that safety design must
be undertaken by qualified architects and engineers. Through
a representative company survey conducted in Germany [9],
workplace risk assessments have been studied. The frequency
of patterns influencing OHS measures has been evaluated in
N=6500 companies. The study suggested that more effort is to
be deployed by the authorities to improve the safety practices
and beliefs. In [10], it has been evaluated how the Hail region
of Saudi Arabia views and employs electrical safety. Hail
region level of electric safety awareness has been found to
be 0.76 out of 4. This low score reflects a bad culture of
electrical safety. Numerous suggestions covering numerous
relevant parties have been put forth. From the above literature
review about safety, it can be remarked that fire is the main
concern since it may cause irreversible dangers that can affect
human lives and properties in addition to its high impact on
economy and social life [11]. For this reason, the study main
focus will be fire safety management based on IoT technology.

B. Internet of Things (IoT)

The term “Internet of Things” (IoT) refers to a network of
physical objects which are equipped with sensors, programs,
as well as other tools that allow them to communicate with
other objects and systems over the Internet. IoT is essential
for raising living standards. Indeed, it is able to human well-
being and the quality of life enhancement [12]. Fire is among
the common problems that may be managed/solved by using
solutions around IoT technology. In order to prevent the loss
of priceless lives and critical infrastructure in the case of a
fire, it is imperative to establish an early, and precise fire
detection system. Integrating contemporary technology, such
as IoT, advanced analytics, and WSN, can result in accurate
fire detection systems for real-time monitoring and crisis
management [13].

The abundance of sensors, which are small devices with en-
vironmental sensing capabilities, is what gives IoT its greatest
strength. Technologies for detecting fire can be divided into
those that detect temperature, gases, and flames. Early-fire
detection is the main function of fire sensing devices. A good
fire system imposes that sensors must Identify a fire issue in
its early stages. Heat sensors function properly. But, they are
not fast. Make them moving can increase their speed. Smoke
detectors have a poor accuracy rate. They can perform better if
a visual sensor system is added. Due to the irreversible nature,
fragility, and poor selectivity of gas sensors, their usage is
extremely restricted in buildings.

Currently, the emphasis is on employing robots to fight
fire in critical cases. This procedure is always performed from
the outside of the burning place. But robots are heavier due
to sensor systems and fire suppression equipment mounted on
them. This fact creates a difficulty with balance and high-speed
movement for internal fire detection. Hence, more study is
required to develop improved sensing systems [14].
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C. Related Work

An review of various relevant Internet - of - things in-
telligent fire detection and management works is provided
in this section. Reference [15] utilized numerous sensors to
gather real-time readings. When an emergency arises, sensor
data are examined to start a sprinkler system. This has an
important issue which is the non-prevention of fire occurrence.
The authors in [16] used a Raspberry Pi to create a fully
coded fire warning framework. Whenever a fire is discovered,
a tailored app sends out an alert along with a URL to a
website that contains pictures captured by embedded cameras.
A Convolutional Neural Network approach for identifying fire
in real pictures was introduced in [17]. Results were superior
than those suggested in the literature. The authors proposed a
future improvement that would use videos rather than photos.
The authors in [18] proposed a system that uses multiple
sensors to collect readings. An artificial intelligence -based
algorithm analyzes and processes the gathered data. In the
event of fires, airflow and a water spray are then activated.
This has a significant flaw since it can only function properly
in enclosed spaces. The development of a smart ventilation
and lighting solution that could recognize people and control
lights was the subject of reference [19]. Additionally, heat and
gases could be remotely measured and gathered. The fact that
this equipment was only used in one chamber is among the
drawbacks. More improvements and research may be required
before it can be used on a wide basis. The Ubidots platform
was utilized by the authors of [20] to create an improved
forest fire monitoring system. A buzzer sounds to notify users
whenever sensor readings cross a predetermined limit. One
problem with the suggested solution is that sensors placed
outside are inaccurate since weather conditions can alter them.
Authors created a smart home inspection for fire prevention in
[21] that incorporated a multitude of sensors in each connected
home area. To quickly alert the user of a fire incident, they
used the Global System for Mobile Communications (GSM).
Experiment is performed using a Fire Dynamic Simulator.
One problem with the suggested solution is how to effectively
handle the enormous volume of data that has been gathered.
Some of the proposed systems above include technical flaws,
such as needless complexity and exorbitant costs. Therefore,
this research suggests an intelligent system that provides
real-time data collection and monitoring and alerting for the
building occupants and any concerned authorities.

In order to make the system innovative and better than the
previously developed systems, a comparative study based on
several criteria has been conducted (Table I). The main criteria
considered in this study are the types of:

• sensors

• the environment

• alarms

• dashboard

• new features

• processing (ML/IP/FL: ML for machine learning. IP
for image processing. And IF for fuzzy logic)

Based on the previous comparison (Table I), the following
conclusions can be noted:

TABLE I. COMPARISON BETWEEN THE PROPOSED SYSTEM AND SIMILAR
ONES

Criteria /
Reference [15] [16] [17] [18] [19] [20] [21]

The
proposed
system

Temperature
√

× ×
√ √ √ √ √

Smoke
√

× ×
√ √

×
√ √

Flame
×

√
×

√ √
×

√
×

Gas
√

× ×
√ √

×
√

×

PIR
× × × × ×

√
×

√

Camera
×

√ √
× × × × ×

Cloud
dash-
board

√
× × × ×

√
×

√

Indoor
√ √ √ √ √

× ×
√

ML/IP/FL
×

√ √ √
× ×

√
×

Counting
People × × × × × × ×

√

alert
×

√
×

√ √ √ √ √

• Many of the systems above have technical limitations
(unnecessary complexity).

• The largest error is trusting a single type of fire sensor.
Doing so will lead to more false alerts.

• It is insufficient to just use an audible alarm to notify
stakeholders. It may be necessary to warn the building
guard via message whenever a fire arises in particular
circumstances, such as when he is outdoors.

• Sending a message is not enough in case of emergen-
cies. A dashboard is required to the surveillance of the
building.

• Firefighters frequently don’t know how many people
are in the burning building. This makes the evacuation
process exceedingly challenging. By keeping track of
this number, fireman’s work will be easily achieved
and their resources will be used more effectively.

In this prototype, a multitude of sensors were used. This
can ensure precise fire detection. Additionally, a buzzer and
LED were employed to create an audible and a visual alarms
in case of emergency. Then, two Passive Infrared (PIR) sensors
for counting people entering and exiting were deployed. Fi-
nally, a dashboard that enables the surveillance of the building
was implemented. When an emergency arises, a message will
be automatically delivered to the building guard.

III. DESIGN AND DEVELOPMENT

A. Study Area

The study area chosen for assessing performances of
this low-cost fire monitoring station is Al-Faisaliah Campus
(Female branch of the University of Jeddah: Fig. 1). More
precisely, the experiments are conducted in Building 11 (see
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Fig. 1. Al-Faisaliah Campus (Female Branch of the University of Jeddah).

Fig. 2. The Monitored Area (Building 11: in Red Square).

Fig. 2). For the development of this smart fire monitoring
system, the work was divided into the following stages:

B. Functional and Non-Functional Requirements

The functional requirements specify what the proposed
solution must perform during its operation. On the other hand,
non-functional requirements are those characteristics of the
device that can be observed throughout its execution. The
following are the specified requirements:

1) Functional Requirements: The stakeholders are the
building guard and the administrator.

• the building guard can view:
1) sensors readings
2) the number of persons in the fireplace

3) any sudden changes in the monitored zone

• The administrator can determine:
1) the temperature at which an alarm should be

triggered
2) the humidity which an alarm should be trig-

gered
3) the smoke t which an alarm should be trig-

gered

• The system will be able to:
1) display the dashboard
2) determine how many people are in a building

fire.
3) issue different alerts during the early stages

of a fire emergency

2) Non-Functional Requirements:

• Usability: The system shall be easy and simple to learn
and use

• Portability: The system can be used in any indoor
environment such as buildings, workplaces, hospitals,
etc.

• Accuracy: The system should be accurate to avoid any
faulty fire alarm.

C. Hardware Requirements

To make a prototype of an internet-of-things enabled intelli-
gent fire surveillance system, one needs a microcontroller [22],
sensors and a wifi module [23] for sending data from sensors
to the internet. In this case, a micro controller integrating
wifi which is NodeMCU [24] was chosen. Also, sensors [tem-
perature (DHT11) [25], smoke (MQ2) [26]], a light emitting
diode (LED) [27], a buzzer [28] and jumper wires [29] were
deployed.

D. Block Diagram

The block diagram below serves as the foundation for the
intelligent fire continuous monitoring system (Fig. 3).

Fig. 3. Block Diagram.

The data issued from temperature, IR and gas sensors
deployed in the monitored area are collected. Then transmitted
to the microcontroller. Through wifi, sensors readings are
displayed on a user-friendly dashboard. When readings are
high and will cause a fire (cross a threshold), an alert message
is sent to the building guard, a buzzer will beep accordingly
and the LED will glow.
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E. Circuit

Fig. 4 shows the circuit of the proposed smart system.

Fig. 4. Circuit Diagram.

F. Prototype

Fig. 5, Fig. 6, and Fig. 7 are a depiction of the exterior
view, the exterior view without roof, and the interior view of
the finalized system prototype, respectively.

Fig. 5. View of the Developed Prototype from the Outside.

G. Fire Detection

According to Algorithm 1, temperature and smoke data are
collected, sent to the cloud. End users are notified in the event
that any parameter has abnormally high level.

Fig. 6. View of the Developed Prototype from the Outside (without Roof).

Fig. 7. A View of the Developed Prototype’s Interior

IV. RESULTS AND DISCUSSION

To visualize sensors’ readings, Thingspeak [30] was used.
ThingSpeak is a cloud service. This IoT analytics platform
solution is really effective. The examination of real-time data
streams is possible. Devices can continuously submit data
to ThingSpeak. This can make instantaneous visualization of
live data. It can also send alerts in emergency cases. The
graphs below (Fig. 8, Fig. 9) show the results from the
measured values taken from used sensors during an experiment
conducted on site. In case of fire, an SMS is sent to the
building guard automatically which can let him contacting
firefighters immediately (Fig. 10).

www.ijacsa.thesai.org 769 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 13, No. 7, 2022

Algorithm 1 Fire Detection

Require: Temperature sensor, Smoke sensor
Ensure: Warning notification

Initialization:
Set threshold for temperature TTH
Set threshold for smoke STH
Capture temperature measured T from target environment
Capture smoke measured S from target environment
if (T >= TTH) AND (S >= STH) then

Red light (LED)
sound alarm (Buzzer)
notify the building guard (SMS)

end if

Fig. 8. Screenshot of the Continuous Monitoring in ThingSpeak.

V. CONCLUSION AND FUTURE WORK

A cost effective smart fire system that provides real-time
monitoring and data collection was deployed in this work. The
suggested solution enables remote building status monitoring
via a user-friendly dashboard that compiles sensor data into
a single web page. A buzzer, a red light, and a message sent
to the building keeper’s mobile phone inform him whenever
a collected parameter exceeds its threshold so that he can
call authorities or firemen for assistance right away. The
proposed technique has the important benefit of counting the
number of persons at the building fire, which will speed
up the evacuation procedure. Different scenarios have been
successfully tested with the suggested system. The addition of
an image processing method with a camera and real-time data
analysis from sensors utilizing sophisticated algorithms can be
considered as a future project. Another future work can be built
around the deployment of a wireless sensor network to cover
all the buildings existing in the campus. This can be performed
by taking the advantages of the tremendous development that
wireless communication technologies are experiencing today.
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Fig. 9. Screenshot of Graphs Showing Sensors Readings.

Fig. 10. SMS Sent in Case of Fire.
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Abstract—Increasing postgraduate enrollments gives rise to
many proposal documents required for vetting and human
supervision. Reading and comprehension of large documents is
a boring and somewhat difficult task for humans which can
be delegated to machines. One way of assisting supervisors
with this routine screening of academic proposals is to provide
an artificial intelligent (AI) tool for initial structural vetting
— checking if sections of proposals are complete and appear
where they are supposed to. Natural Language Processing (NLP)
techniques in AI for document vetting has been applied in legal
and financial domains. However, in academia, available tools
only perform tasks such as checking proposals for plagiarism,
spellings or grammar, word editing, and not structural vetting
of academic proposal. This paper presents a tool named Auto-
proofreader that attempts to perform the task of structural
document review of proposals on behalf of the human expert
using formal techniques and document structure understanding
hinged on context free grammar rules (CFGs). The experimental
results on a corpus of 20 academic proposals using confusion
matrix technique for evaluation gives an overall of 87% accuracy.
This tool is expected to be a useful aid in postgraduate supervision
for vetting students’ academic proposals.

Keywords—Document structure; context free grammar; post-
graduate supervision; artificial intelligence; natural language pro-
cessing

I. INTRODUCTION

Natural language processing (NLP) has been applied in
document vetting across domains such as legal practice [1],
[2], [3]. These areas of research in extracting information,
text summarising and text vetting of documents is a difficult
task for humans when several pages of a document or many
documents are involved or short time is available. Daramola [4]
observed that postgraduate supervisors are faced with the
salient task of vetting many students’ proposals to conform
to certain academic standards, amidst other key roles in the
University and must find the right balance for work and
effectiveness. In recent times, South Africa experienced an
increasing headcount in the number of post-graduate students’
enrollment, impacting on the process of screening of submitted
proposals [5]. There are yet many sub-standard proposals
submissions by postgraduate student novice writers which is
impacting negatively on the screening, feedback and vetting
time of the assigned supervisors [4], [6]. The timeliness and
effectiveness of screening these proposals can be assisted by an
intelligent tool performing the specific task of vetting proposals
based on prescribed proposal format guideline constructed as
context free grammar (CFG) rules.

A. Challenges Facing Supervisors in the Process of Vetting
Academic Proposals

Supervision is a critical component of postgraduate studies
and many supervisors continue to grapple with promoting
research ideas in students’ academic writing and students’
writing standards [7]; especially when they are still novice
writers and in the first year of research writing [4]. There
is an increasing pressure on postgraduate supervision as the
number of enrollments continue to increase exponentially and
universities are under more pressure for more quality research
output [8]. Supervisors continue to assess the preparedness
and candidature of student enrollees with the vetting outcomes
of their proposals. They observed that students often submit
proposals that are unacceptable (often too long or too short,
poorly written or not well organised and often missing critical
proposal sections). This is attributed to students not reading or
understanding the guideline/instruction format or other pecu-
liar reasons [4], [7]. Supervisors are expected to play a multi-
faceted role in their discharge of duties. They are stretched thin
as they support students’ handling responsibilities and other
academic responsibilities for the university [4], [9]. A better
approach is to reduce drudgery by introducing technological
tools for replacing traditional approach in supervising stu-
dents [10] and specifically for vetting the structure of academic
proposals.

B. What has been done?

1) Support for Students to improve Writings before Pro-
posal Submission: There are lots of approaches and sup-
port programmes for scholars to develop writing techniques
in the best way possible. There are provisions for writing
workshops [11], writing groups [11], informal and online
support services [11], mentoring programmes [12], writing ed-
itors, various grammar and spell-check productivity tools [13],
[14]. These were supports for scholars to improve their writ-
ings which is as important as support for supervision. The
findings of a review of students and supervisors by Hey-
Cunningham et al. [10] explained that providing innovative
solutions to improve the feedback mechanism in supervision
is very important.

2) Support Toolkit for Supervisors: A survey conducted
by Hey-Cunningham et al. [10] expresses that the theme
common to many supervisors was the need for enhancements
of supervisory approaches to academic writing standards for
which the authors proposed innovations for a timely and
effective feedback in supervision. Supervisors engage many
generalised tools (e.g. plagiarism checker, editor review tools
and grammar cum spell check error tools) to provide revision
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TABLE I. CATEGORY OF EXISTING TOOLS FOR POSTGRADUATE
SUPERVISION

Supervision tool Functions
Plagiarism
checkers e.g. Turnitin

It performs only text extraction for similar-
ity check index against other literature. It
is not a self-check document tool.

Feedback review tools
e.g. Microsoft’s word
reviewer

It can assist a human reviewer to perform
a document self-check, but it can be time-
consuming especially when reviewing pro-
posals of many students.

Grammar and spell
check tools e.g.
Grammarly, document
proWriting aid, etc.

It can only assist the human reviewer to
proofread the content of a proposal but
not the structure or format layout of the
proposal document the proposal document.

supports when screening submitted proposals of students. The
perceived functions of these tools are laid out in Table I

C. The New Norm of Technological Aids in Postgraduate
Supervision

Productivity tools are replacing and improving traditional
and unconventional methods of performing higher education
supervision [15], [16]. The effect of COVID-19 pandemic
has even made it more necessary. For instance, one-to-one
supervision meetings now commonly take place virtually and
proposal document review process are more commonly done
with various online collaborative productivity tools [17], [18],
[16]. Productivity tools has been very effective in engaging
dialogue between supervisors and their students, but has been
proven to be time-consuming and tiresome when examining a
large batch of students’ proposals on a computer [19]. Many
grammar and spell-check tools are also used by students and
supervisors for fine-tuning grammar and editing spelling errors
that may not be easily tracked by the eyes of a human reviewer.
Popular examples are Grammarly, Microsoft word spell check,
pro-Writing aid and language tool.

D. Gap

Researchers have used various forms of text processing
technique to automatically extract and analyse documents
such as business documents [20], clinical notes [21], legal
documents [2], [22] and so on. NLP techniques have been
used to perform text information extraction [23], named entity
recognition [24], language to SQL translator [25], [26], sum-
marisation [27], classification and examination of other textual
contents such as CVs [28], invoices [20] and social media texts
[29]. These NLP techniques and others have been largely used
around the text content of a document, and sometimes short-
text based documents. We considered document understanding
an AI task and we have found no tool for vetting of large-
content academic text based document such as proposals or
similar academic writings. The question then is: “how can
we aid the vetting of academic proposals using existing NLP
techniques?”

E. Proposed Solution

In this paper, we have designed an approach which breaks
up a proposal document into tokens that are basic recog-
nisable symbolic parts of an academic proposal docu-
ment. We also determine if the input proposal document parts

satisfies a valid structure, defined in a proposal guide, by
constructing a CFG for the acceptance of a valid proposal
structure and REGEX to accept valid terminal symbols. A
simple parse tree representation for a proposal document is
given in Fig. 1. The document itself as the root node of
the parse tree contains Section parts of a proposal document.
The algorithm for document parsing is implemented using an
existing PDF library named iTextSharp Java PDF library.

Similar technique was used for CV slicing [28], metadata
extraction of PDF books [30], meta-analysis of clinical notes
[21], business invoice document processing [20] and legal
documents [27].

F. Contribution to Knowledge

This paper contributes to knowledge in the following ways:

1) the production of a simplistic CFG for recognising
an academic proposal structure,

2) design of an approach for the automatic discovery
of the document’s structure of academic proposals,
useful for other large text based document,

3) it promotes further research on automatic slicing of
text documents using grammar based rules,

4) design of an algorithm for end-to-end automatic
vetting of the logical sections and elements (i.e.
structure) of an academic proposal and

5) it describes the implementation and evaluation of a
software tool for vetting of academic proposals.

The rest of this document is organised as follows. Section II
explains some background to this research problem and related
research efforts in text documents comprehension. Section III
contains the design concept for this work, while Section IV
shows the result of the test of the software tool on proposal
documents and the output results generated. An evaluation of
these results is done in Section V, while we conclude and state
further future work in Section VI.

II. BACKGROUND AND RELATED WORK

There is no directly related research work in vetting aca-
demic proposals. This section only explains various related
NLP techniques and examples in past research for information
extraction and summarisation of documents in general. Then
highlights on the formal grammar approaches that has been
applied by various researchers for automatic document dis-
covery of large text documents. bluelightAnd lastly discusses
some existing proofreading tools.

A. Automatic Document Discovery

NLP has gained a lot of popularity using computational
methods to process spoken or written form of text by humans,
with applied use cases in various business and enterprise based
applications [31]. This field in artificial intelligence (AI) is
gaining a lot of momentum and one key applied use is in the
area of text processing for information extraction, summarisa-
tion or classification [23]. It is used in legal field for similar
case matching and text summarisation of legal documents [2].
NLP techniques has been applied successfully for automatic
comprehension of clinical notes [21], slicing and information
extraction from curriculum vitae (i.e. CVs) [28], understanding
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Fig. 1. Proposal Document Parse Tree.

and improvement of requirements documents [32], extracting
parts of business (invoice) documents [20], finance chat mes-
saging [33] and so on.

B. Related Work

1) Document Vetting of Legal Proceedings Document:
Legal expert systems that use NLP for relevant informa-
tion extraction and summarization for legal consumption now
exist. The computational language processing of legal text
documents has been very useful in drafting and analysing
legal documents, classifying documents based on relevance to
legal case and legal documents discovery and legal citations
extractions [2], [3], [27]. More recently, a process tagged
“Technology Assisted Review” is associated with the legal
profession focused on categorizing legal documents and files
based on relevance to case or legal information required [3].
It has become popular and replaced manual review of docu-
ments in the legal profession with a more effective automated
approach.

2) Automatic Extraction from Business Documents: Glenda
and Shilpa [1], implemented an NLP based document vetting
process for Banks thereby reducing staff work load and in-
creasing efficiency. NLP techniques have been successfully
applied to processing business invoice documents [20], IT
Projects system requirements document vetting [32] and au-
tomatic comprehension of business finance chats [33]. The
applied use of NLP for document processing in finance has
become very rapid and important.

3) Automatic Comprehension of Clinical Notes: Modern
medicine has embraced NLP techniques for systematic reviews
of several clinical trials with great measures of success, known

as NLP-enhanced clinical trials research [34]. In a similar
vein, a simple NLP translator was designed to decrypt clinical
notes, creating friendly user plain texts from complex medical
reports [21].

4) Automatic Slicing of CVs: Curriculum Vitae (CV) and
resumes are structured documents that contain certain key
elements information such as work experiences that talent-
hunt specialist usually look out for in CVs during a job advert
placement. Emil St. et al. [35] applied NLP text extraction
techniques on several CV documents to determine candidate
professional qualifications, which is useful for review and ease
of vetting the relevance of the CV to the role advertised . At
another instance, an NLP-based tool was designed to extract
the logical sections of CVs using a set of CFG rules [28].

C. Some Background on Document Structure Parsing

The order of arrangement of a document largely explains
its structure and can be described using a tree model or an
hierarchical pattern [36], [37]. Anjewierden’s [36] approach
extracted the characteristics of text fonts and lines of text to
discover the structure or document style by clustering tokens
(in this case, a non-space characters or strings of the English
alphabet identified in PDF document) into document elements
identifiable on a document page. This was achieved using the
characteristics of the token’s dimensional co-ordinates on the
document, which are upper left position co-ordinates of token
and bottom right position co-ordinates on a document’s page.
These characteristics are syntactically analysed using rules by
categorizing text into chunks of meaningful elements of the
document that reveals the document structure. According to
Anjewierden [36], a set of document object texts is sorted on
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TABLE II. EXISTING PROOFREADING TOOLS AND TECHNIQUES

Tool Main function Technique
1. Grammarly [38],

[39], [40], [41]
Grammar, style
and spell check

It combines rules, pat-
terns and AI techniques
in machine learning and
deep learning

2. Pro-write Aid [42] Grammar, style
and spell check

AI techniques in
machine learning
techniques

3. Typely Grammar, style
and spell check

AI techniques in
machine learning
techniques aimed at high
precision

4. Custom-built proof-
reader tool e.g Chi-
nese text automatic
proofreader [43]

Grammar, style
and spell check

entity recognition and
Knowledge graph

their co-ordinate positions on a document page, then parsed
through a set of shallow grammars to detect specific elements
of the document’s logical structure.

D. Discussion of Some Existing Proofreading Tools

There are quite a number of existing proofreader tools
available as add-on or online tools for general writing problems
on grammars, spellings and styles. Grammarly is quite popular
for automatic proofreading in academic writing [38], [39],
[40], [41]. Karyuatry and Rizqan [40] explains that Grammarly
provides feedback on grammar errors and styling mistakes
based on similarity patterns in real time. It is mainly available
as a web based tool and built on AI system of a variety of nat-
ural language processing (NLP) statistic and machine learning
based techniques. Pro-writing Aid is a similar proofreading
tool for corrections in punctuation, grammar and style [42]. It
is also available online and provides teachers and or students
with feedback reports, with which they can improve writing.
Proofreaders generally rely on AI techniques to come up with
suggested corrections as feedback. Table II summarizes the
functions and techniques of some existing tools. The table
shows that existing proofreader tools have created a niche
for improving writing by providing the feedback on grammar,
punctuation and style. However, the novelty of our proposed
tool seeks to provide feedback based on the organization (i.e.
structure) and sections of an academic research proposal.

E. Definition of Terms

Definition 1: The document logical structure [36] is the
layout for its constituents consisting of paragraphs, item lists,
sections, tables etc which is easily identified by humans but
has to be discovered computationally.

Definition 2: The document (logical) elements [36] is
the proper thematic units that can be annotated and form
part of the document logical structure, it is also referred
to as document text segment. We can identify headings,
sub-headings, paragraphs, tables, lists of information, page
numbers and headers or footers as structural elements of a
document.

Definition 3: A context free grammar (CFG) [44], [45] is
a given grammar G defined by a four tuple given as
G = (N,Σ, P, S) where:

1) N is a set of non-terminals,
2) Σ is a finite set of terminal symbols, which are the

nodes of the grammar (such as symbols, alphabets
and numbers),

3) P is a set of Productions and
4) S is a non-terminal start symbol.

.

Definition 4: Regular languages (RL) and regular expres-
sions (REGEX) [44], [45] denotes regular languages. Both are
represented by formulas involving the operations of concate-
nation, union and Kleene star. Regular languages are such
languages that can be accepted by a finite automation. In
formal terms, a regular language (L) for a given grammar over
an alphabet set is Σ defined as any of the following:

1) a singleton language a where a ∈ Σ,
2) if A is a regular language, then kleene star of the

language (A∗) is a regular language,
3) the empty set of a language A, denoted as {} or {λ}

and
4) if A and B are regular languages, then A∪B the and

A ∩B are also regular languages.

III. DESIGN

Fig. 2 describes the steps for structural vetting of academic
proposals. The design presents an end-to-end technique of
information extraction and vetting of an academic proposal.

A. Overview

An input proposal document is parsed (see Fig. 1 for parse
tree structure), by an algorithm into meaningful document
symbolic parts consisting of document’s sections, chapters
and pages. The leaf nodes of the parse tree structure are the
document’s pages symbols. In our implementation, a valid
document page symbol acceptance is further determined by
a REGEX parser for recognising and determining the ele-
ments within the symbolic string. Such elements that may be
contained within a proposal document’s page symbolic string
are document’s title, document’s author, supervisor names,
proposal date, section title, paragraph’s heading, paragraph,
figure and so on. See Fig. 3 and 4 for the description of
our proposal document elements. The elements of a proposal
document as presented in these figures are the building blocks
for a proposal document organization. They appear in a pre-
defined order for an organized paper. The structure of a
proposal document is accepted or rejected after full parsing
of the input proposal document into parts that validates its
structure (i.e. arrangement). The correctness of the elements’
structure is based on the CFG Production rules defined and
successful passing by REGEX matching of elements contained
in the document’s parts.
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Fig. 2. Proposal Structural Vetting Design

Fig. 3. Structure of Title Page

B. Lexical Analysis of PDF Proposal Document

The input document is tokenized into strings of texts
identified by text line sequence on the document page. The
text’s feature (appearance) on the page described in the Table
III is used to categorize text and “line of texts” of a page

into meaningful document elements. For instance, a proposal
document title is made up of line(s) of text in bold and appears
on the first page of a proposal document. The input proposal
is analyzed into all the elements that may be contained in a
document and as described in Fig. 3 and 4.
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Fig. 4. Structure of Chapter Pages

TABLE III. DOCUMENT COMPONENT/ELEMENT LIST OF
CHARACTERISTICS

Characteristics Description
Font bold the thickness of the text

Font size text height

Line top spacing height of space between the current line and
the previous line.

Line bottom spac-
ing

height of space between the current line and
the next line.

Line left align width of space between the document layout
left indent and the line left co-ordinate posi-
tion.

Line right align width of space between the document layout
right indent and the line right co-ordinate
position

Line align type determined as left, center or right based on the
left and right indent

C. Description of Proposal Document Abstract Parse Tree
using CFG

To explain the parse tree structure and its nodes, we
implement a CFG with a four-tuple as given below:

G = (N,Σ, P, S) (1)

with the following representations:

1) Set of non-terminal variables (N ): a collection of all
the non-terminal symbols for the production which
represents proposal document’s section. The symbols
are described as Preliminary Section (Sp), Chapter
Section (Sc), Appendix-Section (Sa) and References-
Section(Sr). N = {Sp, Sc, Sa, Sr}.

2) Finite set of terminal symbols (Σ): a set of all sym-
bols representing the proposal document terminals.
These terminals are symbolic of proposal document
pages and described as Title Page (tp), Declaration
Page (dp), Acknowledgment Page (ap), Content Page
(cp), List of Figures (lf ), List of Tables (lt), Ab-
stract Page (abp), Introduction Chapter Page (cintro),
Literature Chapter Page (clit), Methodology Chapter
Page (cmethod), Expected Contribution Page (ccontr),
Workplan Chapter Page (cplan), Conclusion Chapter
Page (cconcl), Appendix Page (pa) and Reference
Page (pr)
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3) Set of Productions (P ): are the Production rules (P )
which defines the structure of the elements in the
pages of the proposal document.

Sdoc −→ SpScSaSr (2)

Sp −→ tp(dp|λ)(ap|λ)cp(lf |λ)(lt|λ)abp (3)

Sc −→ cintro·clit·cmethod·(ccontr|λ)·(cplan|λ)·cconcl
(4)

Sa −→ pa|paSa|λ (5)

Sr −→ pr (6)

4) Non-terminal start symbol (S): The start symbol for
this grammar is the input document proposal, denoted
by symbol Sdoc .

D. REGEX for Terminal Symbols Matching

The terminal symbols of the CFG tuple are further broken
down into regular expressions for recognising the page ele-
ments implemented by the symbols. The terminal symbols can
be substituted with the following symbols in REGEX below.

tp = eteaese
1,2
tp ed (7)

dp = este
+
p en (8)

ap = este
+
p en (9)

cp = estetaen (10)

lf = est(ei|eta)en (11)

lt = est(ei|eta)en (12)

abp = este
+
p en (13)

cintro = est((ep|esst|ef |ei|eta)+en)+ (14)

clit = est((ep|esst|ef |ei|eta)+en)+ (15)

cmethod = est((ep|esst|ef |ei|eta)+en)+ (16)

ccontr = est((ep|esst|ef |ei|eta)+en)+ (17)

cplan = est((ep|esst|ef |ei|eta)+en)+ (18)

cconcl = est((ep|esst|ef |ei|eta)+en)+ (19)

pa = este
+
f en (20)

pr = este
+
r en (21)

TABLE IV. REGULAR EXPRESSIONS FOR DOCUMENT ELEMENTS
PATTERN MATCHING

SN Document Ele-
ments

Description Example

1. Title (et) (\w\s )+ Structural vet-
ting . . .

2. Author (ea) (By:|By)?(\s \w)+ Joe Smith

3. Supervisor (es) (Supervisor:|Supervisors :)?
(\s\w)+

Prof Tim

4. Title-paragraph
(etp)

((\w \s )+ [\n])+ This research
paper . . .

5. Section-title
(est)

(\s \w)+ Introduction

6. Sub-section-title
(esst)

\d+.\d+ (\s \w)+ 1.1
Background

7. Paragraph (ep) ((\w \s )+ [\n])+ The advent of
ICT . . .

8. Page Number
(en)

\d+ 2

9. Date (ed) {Date API} 3rd Dec 2021

10. Ref item (er) {Reference API} K.Van (2020),
“The choice”
. . .

11. Figure (ef ) {Image} Image

12. Item list (ei) ((\w \s )+[\n])+ 1. Name
2. Subject

13. Table (eta) ((\w \s )+[\n ])+ Table

The symbols \w, \s, \n, \d matches single word, single
space, a newline character and single digit respectively

E. REGEX for Document Elements Matching

The elements contained in a proposal document’s pages
can be matched with corresponding regular expression defined
in the Table IV. The regular expressions stated are used to
represent the language of the structure in English alphabet
strings for every element that may be contained in a proposal
document. We define a language acceptor algorithm which
accepts or rejects the element token based on the matching
regular expression. The language acceptor determines if the
element is well-formed and which element class it belongs to.
The proposal document is vetted structurally correct if all the
parsed elements are accepted by the language acceptor.

F. Document Parsing

This section explains possible derivations of a proposal
document given the grammar defined and its set of Production
rules. Given the input proposal document which is of the start
symbol S as given below, then the document can be parsed as
follows:

Sdoc =⇒ Sp · Sc · Sa · Sr (rule 2) (22)

A proposal document can be made up of the following
section parts: Preliminary Section(Sp), Chapter Section(Sc),
Appendix Section(Sa), Reference Section(Sr).

=⇒ tp · dp · cp · abp · Sc · Sa · Sr (rule 3) (23)

The Preliminary Section can be made up of Title Page (tp),
Declaration Page (dp), Contents Page (cp) and Abstract Page
(abp)
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=⇒ tp·dp·cp·abp·cintro·clit·cmethod·cplan·cconcl·Sa·Sr (rule 4)
(24)

The Chapter Section can be made up of Introduction
Chapter (cintro), Literature Review Chapter (clit), Method-
ology Chapter (cmethod), Workplan Chapter (cplan) and the
Conclusion Chapter (cconcl).

=⇒ tp·dp·cp·abp·cintro·clit·cmethod·cplan·cconcl·Sr (rule 5)
(25)

The Proposal document may not contain an Appendix
Section.

=⇒ tp·dp·cp·abp·cintro·clit·cmethod·cplan·cconcl ·pr (rule 6)
(26)

The Derivation 26 is an instance of a valid proposal
structure and has been successfully parsed by the four-tuple
grammar defined for the structural vetting of a proposal
document. The expressions contained in Derivations 22 to
26 shows the complete parsing. Further understanding of the
document’s structure is done by recognising the document
elements contained in each symbolic string of the language
generated by the parser, refer to Derivations 7 to 21. Elements
are also matched by their corresponding REGEX description
in Table IV

G. Algorithms

This algorithm for the automatic structural vetting of an
academic proposal document takes as input, the proposal
document, and outputs the document with highlights of any
structural defects that may have been picked. We present the
algorithm as given below:

IV. IMPLEMENTATION AND RESULTS

The algorithms presented in this paper were implemented
using C sharp Microsoft’s .Net library. The software embeds
an iTextSharp version 7.0 library used for PDF document
tokenization and manipulation of text. The Auto-proofreader
tool interface displaying its menu controls is presented in Fig.
5.

Table V shows the results from the implementation of a
corpus of 20 academic proposals. All the results vary in the
degree of the number of error or success feedback reported by
the tool. All the elements in each document have been parsed
against defined rules and REGEX patterns based on a given
instruction format guide.

A. Description of Dataset

A corpus of ten (20) proposals collected from the on-
line digital ecommons of various Universities was used to
carry out the experimental result. The dataset consists of
academic proposals of MSc and PhD post-graduate students in
Information Systems’ related discipline that were accessed on
Universities institutional repository (IR) or available on online
digital-common. These are academic proposal thesis submitted
between year 2015 and 2021.

Algorithm 1: Structural Vetting Algorithm
Data: PDF proposal document, Sdoc

Result: Highlighted PDF proposal document, Shl

1 Parse input document into document parts using
PDFLibrary.Extract(Sdoc)

2 if ValidParse(Document parts) then
3 if REGEX Match(Elements contained in

Document Parts) then
4 if REGEX Match(words contained in

Document Elements) then
5 PROCESS COMPLETE: Document

verified successful
6 Display success message
7 end
8 else
9 ERROR DETECTED: Highlight error on

Proposal
10 end
11 end
12 else
13 ERROR DETECTED: Highlight error on

Proposal
14 end
15 end
16 else
17 ERROR DETECTED: Highlight error on Proposal
18 end
19 Document file location ←−

Save Highlighted Document toDisk(Shl)
20 return Return Shl

TABLE V. RESULTS OF VETTING OF 20 ACADEMIC PROPOSALS

S/N Document TP TN FP FN Prec Rec Acc
Elements

1 Title 10 5 5 0 0.67 1.00 0.75

2 Author 5 5 9 1 0.36 0.83 0.50

3 Supervisor 15 5 0 0 1.00 1.00 1.00

4 Title- 21 16 0 3 1.00 0.88 0.93
Paragraph

5 Section- 111 0 0 13 1.00 0.90 0.90
Title

6 Sub- 2041 50 0 826 1.00 0.71 0.72
Section

7 Paragraph 4019 255 0 538 1.00 0.88 0.88

8 Page-No 3011 0 0 0 1.00 1.00 1.00

9 Date 6 1 0 13 1.00 0.32 0.35

Total 9239 337 14 1394 0.99 0.87 0.87

B. Result and Discussion

The difference in the number of correctly identified doc-
ument elements by the tool differs significantly for some
logical elements due to the complexities of computationally
identifying them. The tool detected and proofread the structural
items on the preliminary pages with better precision and
accuracy. The overall tool precision and accuracy is given
as 0.99 and 0.87, respectively. Refer to expressions given in
Equation 27 and 29
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Fig. 5. Autoproofreader Tool and Menus.

V. EVALUATION

We present the evaluation for the tool in terms of accuracy
for correctly classifying/ recognising syntactically right or
wrong elements in the document. We present the confusion
matrix model evaluation with the performance metrics of
sensitivity, precision and accuracy given below. Table VI gives
a brief explanation of how the confusion matrix is applied for
evaluating the tool.

Overall Precision:
TP

(TP + FP )
=

9239

(9239 + 14)
≈ 0.99 (27)

Overall Recall:
TP

(TP + FN)
=

9239

(9239 + 1394)
≈ 0.87 (28)

Overall Accuracy:

(TP + TN)

(TP + TN + FP + FN)

=
(9239 + 337)

(9239 + 337 + 14 + 1394)
≈ 0.87

(29)

where:
TP = True Positives

[h!]

TABLE VI. CONFUSION MATRIX EVALUATION

Item Auto-proofreader Benchmark Description
Tool(T/F) (P/N)

TP T = Identified P = Correct Identified correct
Elements Elements

TN T = Identified N = Incorrect Identified incorrect
Elements Elements

FP F = Did not identify P = Correct Did not identified
Elements correct Elements

FN F = Did not identify N = Incorrect Did not identified
Elements incorrect Elements

TN = True Negatives
FP = False Positives
FN = False Negatives

VI. CONCLUSION AND FUTURE WORK

Identifying errors in a (lengthy) textual document is an
expert task that can be made into an artificial intelligent (AI)
tool which can then assist human reviewers (i.e. Supervisors)
to more effective and productive, especially when faced with
many documents (i.e. academic proposals). The tool will not
only be useful for academic proposals but can be refined for
many varying template-based documents. In this paper, we
have presented the technique and design of the tool for vetting
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an academic proposal for layout or structure-based errors.
This technique slices a proposal document into its minute
structural components (which we have termed as document
elements contained a document section) and performs a check
of correctness. The technique allows the slicing of the aca-
demic proposals into separate sections as documents and lastly
allows the download of a vetted academic proposal document
which can be used as a feedback to Students’ candidate
after an automatic vetting. The designed software tool was
evaluated on twenty (20) proposal documents which gives an
accuracy of 86%. The accuracy of the tool is only based on
specific elements for evaluation but it can be made more robust
with vetting more components (or elements) contained in a
document section such as images (or figures) and tables. The
software design is template specific but can be extended for
various kind of template-driven text document vetting.

In the future, we will explore the structural vetting of
more document logical elements: figures/images, tables and
citations. We will also extend the tool to perform rule-based
sentence level grammar vetting.
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Abstract—Students need to continue with the learning process
related to the world of programming because today are in the era
of technological globalization. Therefore, it is very important to
learn about it, since programming is used in different areas and as
a result obtain software, electronic devices, among others. seek to
design a mobile application that helps students learn much more
about programming, since students in the first cycles of computer
science and computer science have difficulties learning about
different programming languages. That is why the application
seeks to help the student by complementing their learning in such
a way that they can obtain favorable results in their progress
thanks to the development of the application. The objective
is to design a mobile application for teaching programming
in a didactic way that helps computer science students with
learning difficulties. The methodology used is Design Thinking,
because it is an agile methodology that is based on phases that
help us understand and collect information about the problem
encountered in order to provide a solution. As for the case study,
the design of the mobile application and the detailed development
of the prototype are shown. The result obtained is the prototype of
the mobile application in which students with learning difficulties
will benefit. In addition, a survey carried out at the University
of Sciences and Humanities to students and teachers is shown,
where very relevant data is obtained according to their learning.

Keywords—Design thinking; learning; mobile application; stu-
dents; programming.

I. INTRODUCTION

Due to The worldwide pandemic by the coronavirus or
also called Covid-19 has led to a global rethinking as teaching
either in schools or universities, around the world countries
had to close student centers for several weeks due to the
pandemic, therefore, technology has taken huge steps in a very
surprising and significant way [1],[2],[3]. An important factor
is programming; because websites, applications, software and
everything have as a tool today to work from home or remotely
or take classes from the comfort of home requires devices that
are developed based on codes and that is where programming
becomes of paramount importance worldwide [4],[5].

The education related to programming is very essential for
the technological development in Latin America and around
the world, this is because most of the organizations, in the
labor and student field are subject to the applications that
are created through codes coded in different programming

languages performing their functionalities correctly [6]. How-
ever, programming is involved in the development of different
industries [7]. Nowadays learning the art of programming
has a high transcendence in the trade field as learning En-
glish, since nowadays it is very essential worldwide, therefore
programming can not only be useful for computer engineers
or computer technicians, because programming is present in
everything that surrounds us, that is why it can be for everyone
who has a university degree as well as for those who do not
have one, it does not vary in the result of learning. It should
be noted that the most interesting thing about a programmer
is that he can create new things from 0 [8] by means of codes
for the resolution of existing problems.

Unfortunately, the Latin American continent does not have
enough experts to be a world power in the field of software
or information technology in general [9]. Due to the fact that
there is no incentive since childhood in the art of programming,
so it is important to encourage children today as well as young
people with seminars or courses to join their own research es-
tablishments related to computer science [10]. Being more and
more innovative, having as direct consequence the economic
and social growth of the country where an innovative method
is applied in such a way to begin to create a better future
[11],[12].

Several university students of the first cycles in the Univer-
sity of Sciences and Humanities return to take the course of
Programming is why the importance of this research is to help
students with this mobile application so they can learn more
about programming in a didactic way since that is an advantage
for students in the student subject. Likewise, Peruvian universi-
ties in an applicative approach in programming generate great
uncertainty to their students of the first cycles, since, they only
count on referring their grades. The most common problems
in these students is the difficulty of learning programming
languages. For all these reasons, the present investigation took
as a reference the University of Sciences and Humanities in
the faculty of computer engineering where students of the first
three semesters are involved, identifying some problems of
complication in programming.

The methodology to be implemented is Design Thinking,
which is an innovative procedure to produce outstanding
ideas with great effectiveness in understanding and offering a
solution to the needs of the users in order to obtain favorable
results.
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The implementation of the mobile application is very
important, so formulate the following question: How will it
improve the learning of computer engineering students in the
programming course?

The objective of this research work is to implement a
prototype of a mobile application to improve learning in a
didactic way with the students of the first cycles of the
programming language course.

The paper is structured as follows: Section II describes in
detail the literature review. Section III shows the methodology,
Section IV shows the case study, Section V shows the results
and discussion and finally, Section VI presents the conclusion
and Section VII presents the future work.

II. LITERATURE REVIEW

This section presents an overview of different studies on
learning programming in a way that is easier for students
to understand. Not only using different methods but also
explaining why the different methods should be used creatively
depending on the results.

According to the author [13], he mentions that the de-
velopment of mobile applications is a group of processes
and procedures that relate to software for different wireless
computing devices either small or large, such as smartphones
among others.

Therefore, the author [14], refers that the development of
web applications and mobile applications has its origin in open
source development. However, a very important difference is
that mobile applications are commonly written specifically to
take advantage of the unique properties or functionalities of
a mobile device. For example, a gaming application can take
advantage of the phone’s accelerometer, just as a health device
can take full advantage of a smart watch’s temperature sensor.

Likewise, the authors [15], highlight that the most impor-
tant mobile platforms today are Apple’s iOS and Google’s
Android plus an important fact is that Apple phones and tablets
come preinstalled with essential applications, including a full
web browser and the app store. Android devices also come
preinstalled with similar applications through the Google Play
Store now live in an era of technology agigantada, where
interact daily with our mobile devices, in this context, this
research project is aimed at developing an interactive mobile
application to enhance the learning process to students through
programming.

Education is very important for the formation of students
in general, likewise it is advisable to integrate the use of
mobile applications in the teaching-learning process of all
other fields, to take advantage of the benefits brought by
mobile technology and promote students to create a creative
study habit [16]. Concluding that the optimal results have been
obtained, successfully implemented in the learning process
related to programming, thus having a significant impact on
this type of implementation; obtaining a comfortable result.

Most first-year computer science students will find learning
object-oriented programming difficult. Serious games have
once been used as an approach to handle this problem. But
most of them cannot be played on mobile devices. Obviously,

this does not suit the era of mobile computing that aims to en-
able students to learn programming skills anytime, anywhere,
thereby enhancing the learning of programming languages. A
research project started more than a year ago and aims to create
a serious gaming approach related to mobile devices along
with an educational game for learning programming To date,
the project has conducted a literature review to understand the
existing work and identify problems in the field, conducted
surveys to find out the needs of students for a mobile device
based approach and then set up a serious mobile device based
gaming approach with a developed prototype of the game [17].
It is expected that the presented project will be useful and
helpful to integrate more effective approaches with didactic
mobile games for learning object oriented programming in
such a way to enhance the learning experience for university
students.

Thus, the authors [18], describe that mobile technologies
have a great impact on education and teaching of computer
science programming, which leads to the development of
tools to benefit this process in introductory courses. The
increased use of cell phones makes it possible to encourage
their use in programming courses using a mobile platform,
seeking to improve classes with out-of-class support. It shows
the structure and experience of use of Paepoo, Platform for
Learning and Education of Object-Driven Programming, a
mobile application where students, enthusiastic about the use
of their cell phones, accept an active and committed role in
their learning process, taking advantage of the support platform
with great results and approval.

The authors [19], emphasize that to explicitly model com-
plex dependencies between applications, adopt a dynamic
graph structure to learn users’ interests. First, extracted users’
interests in each application usage graph using the hierarchical
graph attention mechanism. Second, capture the time evolving
user interests and generate the dynamic user embeddings by
modeling the temporal dependencies among multiple appli-
cation usage graphs. Finally, obtain the current user interests
in the current application usage graph, merge the interests of
multiple users, and generate comprehensive user embeddings
for the next mobile application recommendation.

The authors [20], mention the rapid development of infor-
mation technologies makes it possible to create and innovate
more mobile devices. Most of the distance learning students
require access to analysis materials such as communication
tools and also extra learning media not only at home or
at their workplace. The purpose of this article is to expose
the modalities of mobile technology in computer science and
programming education. According to the results of surveys
conducted in elementary schools, high schools and universities.
It is possible to mention that mobile devices are used more
and more in relation to learning. The results of surveys and
experiments show that mobile devices have the potential to
improve education in computer science, programming and
algorithms. The article explains the experience of teaching and
development of mobile applications, for teaching and for users
with special needs.

Likewise, the authors [21], researched and analyzed the
development of a mobile application for the education of
basic concepts such as programming. The purpose is to help
students acquire skills while having fun and using their own
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devices. The mobile application was designed according to a
cross-platform approach to reach the widest possible audience
of students, saving development and maintenance time and
effort. The code is fully shared between IOS, Android and
Windows mobile platforms, allowing students to install the app
on any device. The core application is based on a multivalent
system to make the app interactive, flexible and dynamic
and provide students with personalized instructions [22]. A
prototype showing the main features of the application is
presented.

In summary, the authors analyzed in their research conclude
that over the years in the field of learning together with
technology has been advancing rapidly so must adapt to the
era of globalization using beneficial tools that help us to be
able to do new things from 0 as is the programming applied
in computer science.

III. METHODOLOGY

The Design Thinking process is made up of 5 phases and
the Design Thinking methodology contains iterative processes,
it is not linear, therefore it is a process that serves to address
complicated challenges made up of the so called wicked
problems or drawbacks, drawbacks that are complicated to
conceptualize and solve as they was discovered during the
practice of the process of the methodology. The most inter-
esting thing is that at any time you can take steps forward or
backward if required in the Design Thinking process, jumping
even to non consecutive stages, collecting information and
generating a huge proportion of content, which will grow or
shrink depending on the stage in which are. Fig.1 shows the
phases that implement next [23], by means of questions so that
these are answered in an effective way in order to have good
results.

Fig. 1. Design Thinking.

Phases of Design Thinking

1) Empathy: As the first phase begins with understanding
the needs, based on the requirements of the users, that is why
in this first phase we must put ourselves in the situation of the
users, so that from this we are able to create resolutions for a
better lifestyle.

2) Define: As a second phase must process the information
collected throughout the previous stage in such a way that are
left with what really adds value to the research, therefore, it
leads us to the scope of the perspectives. Therefore, identify
drawbacks to solve the problem as a key point to obtain a
satisfactory result, but above all innovative.

3) Ideation: As the third stage of Ideation, its purpose is to
generate an infinite number of possibilities for the resolution
of the problem encountered, which is why should not just
go with the first thing that comes to mind, must analyze the
situation well. At this stage, the requirements favor the creation
of the application. Sometimes, the most extravagant ideas are
the ones that produce creative resolutions.

4) Prototyping: As a fourth phase implement prototyping
in which turn ideas into reality. That is, building prototypes
directed towards the ideas helps us to visualize the probable
resolutions. Therefore, at this stage can see the resources that
must improve or modify in order to reach the final result.

5) Testing: Throughout the Testing stage, the prototypes
will be tested with users based on the solution being im-
plemented, therefore this stage is crucial which will allow
us to detect improvements as well as failures to be solved,
throughout this stage it evolves because it starts with the
initiative until get to turn it into the solution were trying to find
in such a way that return a properly developed final product.

IV. CASE STUDY

1) Empathy: Applying the first stage collected detailed
information by means of surveys with university students of
the first cycles, in the first instance, in order to know if they
had an elementary idea of what are the algorithms related to
programming, therefore it was mentioned if they would use
a didactic application to complement their learning in their
classes. Likewise, in order to know and understand the incon-
veniences and problems that emerge in the students today and
to understand their situation, in such a way to collect the case
since it is of great importance for our inquiry and execution of
this investigation. Tables I, II, and III were validated by expert
judgment. Validation was of contents where the validation
scale was low from 0 to 35%; from 35% to 70% medium; and
from 70% to 100% high to medium. the evaluation criteria
were relevance, coherence and clarity. Obtaining 85%, giving
as approved by expert judgment. As it is observed in Table I, 3
questions were made to the students of first cycle of the career
of computer science where the following questions were asked
Do you like the art of programming? Do you have difficulties
in understanding the different programming languages? And
finally, is it difficult to learn to program? Thanks to these
questions valuable information was collected.

TABLE I. QUESTIONS ON THE TASTE OF PROGRAMMING

Questions
Q1 ¿Do you like the art of programming?

Q2 ¿Do you have difficulties in understanding
the different programming languages?

Q3 ¿Do you find it difficult to learn to program?
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2) Define: In this stage seek to detect a starting point
based on the detailed information through the data obtained
in the previous stage from the surveys, so that can propose
the best solution for that need. As understand the student’s
need and have access to the different examples and tasks based
on algorithms, as shown in Table II, 4 questions were asked
based on stage where the following questions were asked: As
a student, how important do you think algorithms are in the
creation of something new? How do you create a programming
algorithm? How do you develop a programming algorithm?
What programming language do you often use? Thanks to
these questions gathered important information.

TABLE II. QUESTIONS ON THE IMPORTANCE OF PROGRAMMING

Questions

Q1 ¿As a student, how important do you think
algorithms are in the creation of something new?

Q2 ¿How is a programming algorithm created?
Q3 ¿How is a programming algorithm developed?
Q4 ¿What programming language do you often use?

3) Ideation: Keeping in mind the two previous phases,
which are empathizing and defining, several ideas were ob-
tained to decide the functionality of the application. Likewise,
the needs of the students will be aligned with the facilities
provided by the implementation of the application. As shown
in Table III, three questions were asked to students of the
first cycle of computer science where the following questions
were asked: How often do you use technological applications
on your mobile device? Do you consider innovative the idea
of creating a mobile application that helps to reinforce your
knowledge related to programming? Do you think it would be
helpful to use a mobile application to learn to program through
algorithms? Thanks to these questions a clearer perspective
was obtained.

TABLE III. QUESTIONS ON THE MOBILE APPLICATION

Questions

Q1 ¿How often do you use technological
applications on your mobile device?

Q2

¿Do you consider innovative the idea
of creating a mobile application that
helps to reinforce your knowledge
related to programming?

Q3
¿Do you think it would be helpful
to use a mobile application to learn
programming through algorithms?

4) Prototyping: Once the idea was clear, we designed
the didactic application for learning programming based on
the different programming languages, adding to this that is
implemented with a virtual assistant (Chatbot) which will ac-
company and help the user to perform their learning correctly
in such a way to obtain favorable results.

• Python: Python is a computer programming language
widely used in the development world widely used
in the development world for many different appli-
cations. many different applications. Widely used in
scientific research and in fields ranging from finance
to biomedicine, Python is from finance to biomedicine,
Python is making inroads in many professions. many
professions. The world ranking of the most popu-
lar and popular and popular programming languages

shows that Python is among the top three Python
is among the top three most preferred programming
languages worldwide [24]. This is why it is important
to introduce the Python language as a programming
language in the computer and research and research
centers in such a way that it can be applied in schools
and in all in schools and in all Peruvian universities.

• Javascript: The JavaScript language was initially cre-
ated for user-side programming in web browsers,
nowadays its engine is included in various types
of software programs, because the semantics of
JavaScript are complex [25], especially thanks to its
dynamic nature as the understanding and knowledge
of JavaScript programs are challenging tasks for a
programmer.

• Pseint: In introductory programming courses, students
learn the logic for algorithm development. In these
courses the usual methodology is to teach students
the logic for the construction of algorithms in Span-
ish using paper, then in a second course a specific
programming language is taught, usually C or Java.
However, the syntax and instructions of the latter are
in English [26]. This study analyzes the use of PSeInt
as a support for teaching programming with syntax
and instructions in Spanish.

• C#: The programs that are created have different types
of formatting, i.e. the syntax that is used. The syntax
in C# is a sequence of rules and processes that lead
the composition of a procedure. These rules must
be understood by the compiler that is executing the
program in such a way as to produce a valid C#
program, for example, they must implement how a
line of C# code begins, how it ends and at what
point to use, for example, quotation marks, brackets or
braces [27]. The C# language excludes uppercase and
lowercase letters, and the C# language is programmed
in lowercase letters.

• Java: Nowadays we are in an environment of the Inter-
net era, by means of the learning environment in this
case of the university students suffering transcendental
changes in their education, besides there has been a
new change in the education, in which the learning by
means of Internet became a tendency [28]. The java
course is a must for every programmer, besides, it is
worth mentioning that java is a very required platform,
above all, safe and reliable for its development.

• Html: Learning Html presents challenges similar to
those of learning a programming language, i.e. it
is common for a beginner programmer to have a
Html validator, and there are limited tools to help
programmers who are just starting out in the program-
ming world to fix bugs in their Html code. In this
analysis, we used visualization techniques to show the
structural and contextual information of Html code.
looked at condensing and visually representing the
relevant points of the Html code [29]. In other words,
to allow novice programmers to obtain data about
the composition of the Html code and to locate any
semantic errors in corresponding syntax.
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• Kotlin: Pure Kotlin code excludes the utilization of
any java graphics library where it can be transpiled to
JavaScript and realized on a web. Nonetheless, writing
in Kotlin code will run without modification both in a
web browser and also in jvm likewise being trivial in
such a way precise adherence to a timely methodology
is needed [30].

• Php 8: Php 8, was released at the end of 2020, being
a fundamental update of one of the most famous
programming languages so to speak so implemented
in 4 out of 5 developed websites that use a server-side
language also note that a free platform so the code is
done on Linux, Windows. Php is subjectively easy to
learn [31]. Many of the novel properties of PHP 8
where they make the code more efficient and accurate
for a good development.

All the programming languages mentioned above are very
essential to be able to program which is why these languages
were chosen, because they are very required today in the labor
market, also these languages will be implemented in the mobile
application.

5) Testing: In this last phase verified in detail what was
done, identifying each phase its good execution for the re-
alization of the learning prototype related to the different
programming languages, therefore a good performance was
observed.

Fig. 2 shows the flowchart which begins by entering the
application so that then be registered and then go to enter the
application after the main screen where they will be attended
by a virtual assistant who will welcome the registered user,
for this the assistant will show the programming courses that
are available for the user to choose any of them, you can also
choose whether to start with the basic course, intermediate or
advanced, Once the student has studied the selected program-
ming language, he will go through a test of exercises where
he will develop what he has learned. It is worth mentioning
that if the student makes a mistake in the exercises, the virtual
assistant will encourage him with some messages so that he
keeps on trying, and if he solves the exercises correctly, he
will be congratulated for what he has learned.

V. RESULTS AND DISCUSSION

A) About the Case Study

In this section for the case study, it was carried out the
design of the mobile application implemented with a chatbot
for learning the programming course applied in computer sci-
ence students as well as this application can be used by people
who need to know more about the world of programming is
why the implementation of the application is very beneficial
because it helps to complement the knowledge acquired in
addition to put them into practice as the system comes with
a list of exercises so that they can be developed and increase
the student’s knowledge.

Fig. 3 shows the user’s welcome and registration interface
by entering their first name, last name, Gmail and password,
and they can also log in directly from their Gmail email if
they require it so that they can register in the application.

Fig. 2. Flow Diagram.

Fig. 4 shows the welcome screen where the user will enter
the username and password established so that the chatbot
can then welcome him by greeting him with his respective
name, the virtual assistant will accompany the user in his
learning process so that the teaching is more didactic and the
student can better grasp the different topics provided by the
application.

Fig. 5 shows the different programming languages where
the user can choose the course he/she wants to learn. Once the
free course has been chosen, the user will be asked whether
he/she wants to start at the basic, intermediate or advanced
level.

Fig. 6 shows the different topics of the course where, after
having studied with them, you are given exercises to put into
practice the skills you have learned.

Fig. 7 shows the results of the survey where students of
the University of Sciences and Humanities of the systems
and computer engineering career were asked if they like
programming, thus obtaining a result of 39%, they were
also asked about the different difficulties in understanding
the programming course, where they answered that they had
problems in understanding the process, thus obtaining 31%;
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Fig. 3. Registration.

Fig. 4. Welcome.

they were also asked if they had difficulties in programming,
thus obtaining 30%.

Fig. 8 shows the results as first question 36% answering
that algorithms have great relevance in the creation of some-
thing new, as second question 18% mentioning that algorithms
are created by means of sequences or processes that must be
executed efficiently, as third question 18% were obtained by
means of tools such as the different languages that exist, also
as fourth question 28% were obtained where students mention
that they use Java and Python.

In Fig. 9, we return with a 35% mentioning that students
use their device most of the time, also as a second question
obtained a 31% where students mentioned that they consider
the innovative idea of using a mobile application to help
reinforce their learning based on programming and finally as
a third question obtained a 34% having as a result that if it
would be very useful to use the mobile application to help

Fig. 5. Programming Languages.

Fig. 6. Course Level.

them to increase their learning ability related to the different
programming languages.

B) About the Methodology

The Design Thinking methodology has the possibility of
approaching the creations in different fields in an adaptable and
extreme way. Design Thinking also has a sequence of tools that
are applied throughout the process of building the innovative
product, therefore it can be used constantly because it is
based on the resolution of problems from the customer’s point
of view, that is why the Design Thinking methodology was
chosen because it is considered quite suitable to propose IT
resolutions in process models in which prototypes are applied
to clarify the requirements to the customer’s satisfaction, some
of these process models are used as prototypes for their
solution. They allow a great relationship with the users, such
as the construction and evaluation of the elaborated prototypes.
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Fig. 7. Results on the Taste of Programming.

Fig. 8. Results on the Importance of Programming.

1) Advantages: One of the benefits of using this Design
Thinking methodology is that it promotes the immediate
solution to the problems that may arise during the development
of the project. This is why the client is placed as the center of
the construction process, in which the development is clear to
overcome the challenges by guiding on the techniques and
tools to use to solve a challenge both in an organization
and in other spaces. It is necessary to emphasize that this
methodology is people-centered, this means that it is a user-
centered procedure whose fundamental potential is to solve
real problems, also another benefit is that it adapts to the
solution of the product and service through the customer’s
needs, thus excellent results are obtained.

2) Disadvantages: A disadvantage of the methodology is
that it cannot be used for all types of projects, so it should be
used in projects that require design thinking steps.

3) Comparison: Design Thinking is not only used by
companies, in such a way that prestigious organizations have
discovered its benefits and have incorporated it into their daily
work because it designates the user as the main axis of the
construction process before other approaches that try to move
from thought to action. It also invites the user to be able to
accept a more active role in the design of the required product,
which involves the agents to dialogue between the user and the
person in charge of making the innovative proposal, therefore
the first approach of a team in innovation, it is essential to
perform it in a focused way to a specific problem and then
use the Design Thinking methodology offering a process where
the stages have the possibility of being retaken and reiterated
without further major limitations, In Scrum, you can work
with a constant flow of projects that have to answer to the
priorities through sprints, so there is a sequence of meetings

Fig. 9. Results on the Mobile Application.

and therefore there is a point where there may be a contrast,
however, have the possibility to take certain resources of Scrum
as prioritization, or adopt organizational points that contribute
to group work.

TABLE IV. COMPARISON

Design Thinking Cascade Scrum

They focus on the users
to obtain better results.

Clear structure
of the
methodology

It is required for
large projects.

Team collaboration
in such a way
accelerates the
cycle for the
development
of new solutions.

It presents
difficulty
in the
required
changes.

Provides a democratic
approach.

Innovative ideas
for good control
and performance.

Excludes the
customer
or end user.

Requires a thorough
homework review.

Reduces project costs
and risks.

Determines
the target
immediately.

Requires those who
use the scrum
methodology,
have a high level
of qualification.

Table IV shows in detail the comparison of the Design
Thinking, Cascade and Scrum methodologies, identifying that
Design Thinking reduces risks at low cost and is adaptable
to changes, and the cascade methodology presents difficulties
when making required changes, and finally the scrum method-
ology requires a thorough review when performing tasks.

TABLE V. TRADITIONAL METHODOLOGY VS. AGILE METHODOLOGY

Traditional Methodology Agile Methodology
The project is carried out without
divisions.

The project is subdivided into
different parts.

Extensive documentation is available. There is little documentation.

Develops in a predictive manner. It is developed in a way
that is adaptable to the project

Software deliveries at the end
of the project. software deliveries are constant.

There is little communication
with the client or user.

There is constant communication
with the project.

Hide the error. Immediately detects the error
for resolution.

Table V shows the comparison of using an agile vs. tra-
ditional methodology, making reference that for this research
the agile methodology was used since it fits the project and
also has better processes to be implemented.
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VI. CONCLUSION

In conclusion, the design of the application will help
many students of the first cycles of the career of computer
science and computing since they have various difficulties
as shown in the survey is why it was analyzed in detail
and devised the prototype of the mobile application working
together with a chatbot which will help the user to perform
their learning correctly in order to obtain favorable results, in
addition, its teaching will be didactic which many students
like the pedagogical and not the monotonous that are simple
applications where they will not have motivation for learning
and what is required is to help the student and facilitate their
teaching complemented with the various courses of program-
ming language for free that provides the application, on the
other hand, The use of the Design Thinking methodology was
satisfactory, because it focuses on the user and on the problems
that may arise through the realization of the project, therefore,
what made possible is the development of the prototype design
of the application also obtaining data on the learning of
programming in computer science students of the first cycles
at the University of Sciences and Humanities. With this design
of the application, it is intended in the future to have the
implementation of the software to be able to implement it,
in such a way to help many students or people who want
to learn more about programming being in different countries
benefiting their knowledge and being enriched every day more
through the knowledge provided.

VII. FUTURE WORK

With this design of the application, it is intended in the
future to have the implementation of the software to be able
to implement it, in such a way to help many students or
people who want to learn more about programming being
in different countries benefiting their knowledge and being
enriched every day more through the knowledge provided.
With this design of the application, it is intended in the future
to have the implementation of the software to be able to
implement it, in such a way to help many students or people
who want to learn more about programming being in different
countries, benefiting their knowledge and getting richer every
day through of the knowledge provided. In addition, it must
be applied to other courses of complexity in learning; for this
they must select a complexity course for their application.
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Abstract—During the spread of a pandemic such as COVID-
19, the effort required of health institutions increases dra-
matically. Generally, Health systems’ response and efficiency
depend on monitoring vital signs such as blood oxygen level,
heartbeat, and body temperature. At the same time, remote health
monitoring and wearable health technologies have revolutionized
the concept of effective healthcare provision from a distance.
However, analyzing such a large amount of medical data in time
to provide the decision-makers with necessary health procedures
is still a challenge. In this research, a wearable device and
monitoring system are developed to collect real data from more
than 400 COVID-19 patients. Based on this data, three classifiers
are implemented using two ensemble classification techniques
(Adaptive Boosting and Adaptive Random Forest). The analysis
of collected data showed a remarkable relationship between the
patient’s age and chronic disease on the one hand and the speed of
recovery on the other. The experimental results indicate a highly
accurate performance for Adaptive Boosting classifiers, reaching
99%, while the Adaptive Random Forest got a 91% accuracy
metric.

Keywords—Machine learning; COVID-19; wearable device

I. INTRODUCTION

Pandemics produced by infectious diseases always had a
negative impact on the community at large. Currently, the
globe is witnessing the advent of SARS linked to a novel
coronavirus (SARSCov2) [1]. Patients with suspected exposure
or symptoms should be identified as soon as possible. In
respiratory infections, vital signs such as body temperature,
heartbeat, and blood oxygen saturation are acknowledged as
crucial strong indicators [2], [3]. Their monitoring is crucial
for detecting early physiological abnormalities in patients who
are deteriorating. They play a critical role in triaging patients

for proper care and predicting whether they will improve or
deteriorate [4], [5].

Approximately 82% of SARSCov2, also known as COVID-
19, patients have minimal symptoms, recover quickly, and do
not need to be hospitalized. 10 to 20% of patients who require
hospitalization require care in intensive care units (ICUs), 3 to
10% require intubation, and the case fatality rate ranges from
2 to 5% [6]. Patients with mild illness are typically treated
symptomatically, with home isolation as the last resort [7].
COVID-19’s incubation period (the time between infection and
beginning of symptoms) ranges from 2 to 14 days, with an
average of (5 to 6) days [8]. Vital signs have to be monitored
by the patients who have been assigned to a quarantine zone.

Wearable remote patient monitoring systems have made it
possible to monitor vital indicators in a regular basis outside
medical facilities and/or where mitigating contact with health
workers is required [9]. However, with long-term monitoring
and vital signs recording, a large amount of data is generated
continuously, and health workers find it hard to extract infor-
mation. This information is crucial to setting health policies
and determining patient treatments. Thus advancements in ma-
chine learning combined with medical systems have resulted
in a revolutionary discovery [5]. Commercial introductions of
such gadgets without medical validation studies have occurred
recently, rendering them inappropriate for medical use [10].

Generally, the classification process in data mining aims
for the descriptive or predictive task. A descriptive analysis
may be utilized to illustrate data relationships in a way that
decision-makers can comprehend. In predictive analysis, the
classification model can also be used for forecasting future
values for the target class. One of the most popular data
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mining techniques is the decision tree DT. It is a simple
and effective method that is used for both tasks. In [11],
the proposed system presents a wearable device capable of
monitoring the patient’s vital signs (body temperature, oxygen
saturation, heartbeat) and analyzing these data to predict the
patient’s recovery using ensemble classifiers with a DT as a
based learner. The main contributions of this manuscript is:

• Utilizing an IoT-based monitoring health system to
collect COVID-19 patients data set.

• Analysing the collected data and extracting crucial
medical information using ensemble machine learning
techniques.

• Evaluating and discussing the key findings of the main
features of the medical data set.

The rest of this research is organized as follows: Section II
reviews some related works. Section III describes the proposed
classification system architecture along with the deigned wear-
able device. Section IV discuss the collected patient dataset and
its characteristics, while Section V analyze this dataset and the
performance of ensemble classifiers. Section VI discuss the
results, limitations, and possible applications of the proposed
system. Lastly, Section VII summarizes the main conclusions
of this work.

II. RELATED WORK

A. Health Monitoring Systems

Recent advancements in IoT and wearable device technolo-
gies enabled significant improvements in health applications,
especially in the current pandemic that has become a global
issue and threat to public health. For instance, Albassam etal.
Proposes an IoT-based health monitoring system for COVID-
19 patients to measure various vital signs such as temperature,
heart rate, oxygen saturation, and cough count, as well as
to report patient GPS location data to medical authorities in
real-time [12]. The system includes a wearable body sensor,
web API, and a mobile application. The monitoring system
is connected to the (IoT) cloud, where data is processed and
analyzed.

Moreover, A real-time wearable monitoring system for the
COVID-19 patient had been proposed [13]. A wearable chest
patch and a pulse oximeter are used to send patients vital
signals, including heart rate, respiration rate, and peripheral
oxygen saturation, via wireless Android tablet devices to the
nursing ward. The proposed system offers a technical wearable
device (bracelet) to make it more unrestricted and give patients
complete freedom of movement and do all activities without
restrictions inside the home or hospital. The system added the
technology of quarantine monitoring for those infected with
the virus by adding GSM technology.

On the other hand, Mizher et al. propose an internet of
medical things (IoMT) based healthcare monitoring system
that uses a wearable device [14]. This wearable device includes
two sensors to measure blood oxygenation, temperature, and
heart rate to monitor the health status of COVID-19 patient
and limits virus spread. Their proposed system provides more
services at a lower cost with the ability to change functions

according to the requirements of medical staff, whether during
the epidemic period or afterward.

Gloria.C etal. [15] proposes a systematic review on accu-
racy and metrological characteristics of wrist-worn and chest-
strap wearable devices. According to this system, aspects such
as calibration procedure, number of test protocols, measured
quantities, absolute error percentage, and correlation coeffi-
cient should be considered to evaluate the accuracy of wearable
devices. The evaluation of the accuracy of wearable devices
performed by a methodology was based on the calibration
technique, the number of test protocols, measured quantities,
absolute error rate, and correlation coefficient. However, in
all the mentioned studies, either the wearable device design
requires further efficiency or the produced health data lack a
smart data analysis for this nontrivial big stream of data. This
study aim to address this by proposing an efficient and smart
health system.

B. Machine Learning in Health Applications

In order to extract or predict useful information from medi-
cal health dataset, many studies had proposed machine learning
techniques. For instance, two machine learning techniques had
been utilized for classifying COVID-19 against influenza data
[16]. The first stage of their model was to make two clusters
using Fuzzy C-Mean, then a Back Propagation classifier was
built based on the clustering result. The implementation of
their model included creating a mobile application that receives
medical test data from the user and applies the classification
within the mobile environment. Another classification frame-
work proposed by [17] for detecting COVID-19 infection
in the chest radiograph. X-ray images are classified using a
convolutional neural network (CNN) and generative adversarial
network (GAN) for data augmentation in their framework.

A smartphone-based recognition classifier is proposed by
[18] for differentiating the normal coughs and uninfected
persons from COVID-19 infected ones. Their work included a
comparison of seven classification techniques, and the results
showed that the neural network based on residual had the best
performance. The author in [19] proposed a CNN classification
model for classifying Computer Tomography (CT) images of
COVID-19 patients. Their model required a low computational
resource as it can be implemented in a personal computer
without GPU acceleration. However, the works mentioned in
this section are concerned with detecting COVID-19 infection,
not the recovery status. In addition, two of them used medical
images that are only available in the medical centers.

III. PROPOSED SYSTEM ARCHITECTURE

The proposed health classification system continuously
records the sensors’ output values alongside other medical
information for COVID-19 patients and predicts their recovery.
In addition, the system monitors the status of a patient;
whenever the system recognizes a predefined critical level
for any of the patient’s vital signs, the system will send
an alert to the responsible health staff. This system contains
various components: (1) the Bracelet, which contains sensors
for reading the patient’s vital signs and passing them to the
basic control unit, and (2) The Base Control Unit for receiving,
analyzing, classifying, storing, and displaying data for each
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patient, (3) the user interface is designed to arrange and engage
all system functions, inputs, and outputs for patients and users
[9]. Moreover, it displays the instant patient vital signs to
health workers.

A. Bracelet Design

Wearable electronics devices are starting to include many
fundamental and even leisure functionalities due to market
demands. In this research, the wearable device, which is the
bracelet, has been designed to perform a vital task in the patient
monitoring system. When constructing such systems, stability,
durability, safety, and acceptable form factors must all be taken
into account. Several layouts were implemented in this initial
investigation, and the one illustrated in Fig. 1 was selected
[20].

(a) (b)

Fig. 1. Bracelet Designed Layout.

The microprocessor, battery, sensors, and other components
are all housed in the bracelet case, which measures (86 x
70 x 29) mm. Slots are cut into the lower and top parts of
the bracelet so that the sensors can be placed on the skin
with the needed accuracy, as shown in Fig. 1, the bracelet
(container) is expertly created for patients of all ages and
genders. The bracelet’s exterior had an efficient technical curve
that was made with a 3D printer with flexible materials to
match the size and shape of most users’ wrists. In addition,
this design has shown the best accuracy in recording vital signs
and communicating with the base station [20].

B. Building Ensemble Classifier

The data of a classification task with the size N consists
of a set of features X (x1, ..., xM ) and Y , which is the class
label vector, where N is the number of instances and M is the
number of features. This task aims to build a model that can
classify or predict the value of y depending on the given feature
set X. The single model can produce unreliable predictions
because of overfitting, so the ensemble classification includes
building multiple weak classifiers (base learners) and merging
their decisions to make one strong one. In the proposed system,
the base learner is the decision tree consisting of two types
of nodes; the internal node represents a condition on a data
feature used to divide the data records. Only two branches
produce from each internal node based on the condition in
a binary tree, while the multi-branch DT can generate more
than two branches from each internal node. A leaf node is a
non-internal that holds a class label without any data splitting.

According to the mechanism of merging the base learn-
ers, ensemble classification is categorized as Boosting and
Bagging, and both of them are used in the proposed system.
AdaBoost refers to Adaptive Boosting [21]; it performs by
assigning a higher weight to data records that are incorrectly
classified and less weight to those that are already well-
classified. This process is performed by many iterations, which
is called the size of the ensemble, and it is equal to the
number of base learners. For the initial iteration, the data subset
is chosen randomly with the equal possibility of choosing
each instance. In the following iterations, the weight of an
instance will be increased if it was incorrectly classified in
the previous iteration. AdaBoost predicts the unknown value
for any new instance by using the weighted average of base
learners’ decisions. The weight of each learner is calculated
base on its misclassification error. Fig. 2 illustrated steps of
building the proposed ensemble classifier based on AdaBoost
algorithm.

Random forest applies Bagging in which a random sub-
sampling is chosen with a replacement in each iteration for the
training set. In addition, a random subset of features will be
selected in the splitting process of DT. Adaptive random forest
ARF [22] is dedicated to dealing with data streams by applying
a continual training method for the classification model to
adjust to changes in data distribution. It uses a modified version
of DT called Hoefding Tree of Very Fast Decision Tree, which
can adapt itself as a response to changes in data distribution.
Adaptive Window ADWIN is used in ARF for monitoring and
detecting that change in a data stream.

Bracelets for heartbeat rate,

oxygen saturation, body

temperature

Data Preprocessing

Vital signs

collection

Symptoms

collection

Data synchronization

Ensemble Classification

Building

Initial weighting of instances

Build K base learner including

re-weighting based on

classification error

Apply 10-fold cross validation

Fig. 2. Steps of Building the Proposed Ensemble Classifier

IV. PATIENTS DATA SAMPLE

The study sample in this research is made up of a vol-
untary group of individuals infected with COVID-19 found
inside clinics designated to treat patients with COVID-19.
In addition to the vital signs from the bracelet, the patient’s
medical history, how long they have been infected, and their
symptoms are collected with the help of health workers in
these clinics. Thus, each patient record is designed to show
the pathological behavior of the virus throughout the infection
period. Therefore, using data analysis techniques, information
might be extracted to prevent patients from reaching critical
conditions.

A. Sample Demography

The system was tested on a non-governmental voluntary
sample targeting patients infected with the virus during the
pandemic, which had mild or moderate symptoms while at-
tending outpatient clinics in Iraq, in the capital, Baghdad. The
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sample included (408) infected individuals, and their informa-
tion and medical history were recorded without mentioning
their names in order to preserve privacy. The collected data
has been divided into two datasets; the first one, entitled
Covid19-IQ01, contains data from 313 patients, one record
for each patient. The second dataset, Covid19-IQ02 created
by monitoring 95 patients for five days, i.e., five records for
each patient and 475 in total. In the Covid19-IQ01 data set,
gender is fairly distributed, as shown in Table I. In addition,
the sample data is categorized into six age groups, and since
most of them suffered from high to moderate infection, the age
group (60-69 years old) is the highest with (27.5%). Table I
also shows that 55% of 313 patients have some kind of chronic
disease, and this can provide the ability to indicate their impact
on recovery period of COVID-19 patients.

TABLE I. THE DEMOGRAPHY CHARACTERISTICS OF SAMPLE PATIENTS

Covid19-IQ01 Covid19-IQ02
Gender Male ≈ 53% ≈ 45.2%

Female ≈ 47% ≈ 44.8%
Age 10-19 ≈ 16.6% ≈ 17.9%

20-29 ≈ 15.6% ≈ 12.6%
30-39 ≈ 14% ≈ 16.8%
40-49 ≈ 13.4% ≈ 16.8%
50-59 ≈ 12.8% ≈ 17.9%
60-69 ≈ 27.5% ≈ 17.9%

Chronic diseases Hypertension ≈ 28.4% ≈ 27.3%
Diabetes ≈ 28.4% ≈ 30.5%
Others ≈ 8% ≈ 12.6%
None ≈ 45.3% ≈ 46.3%

Symptoms Exhaustion ≈ 55.5% ≈ 62%
Dizziness ≈ 61% ≈ 65%

Fast Heartbeat ≈ 59.1% ≈ 65%
Depression ≈ 35.4% ≈ 69%

In addition, the system was tested on a sample of (95)
volunteer participants, each of whom had (5) serial mea-
surements starting from the fifth to the tenth day and had
(mild or moderate) symptoms of infections. This is due to the
fact that this period represents the tipping point for various
complications, especially for older patients and those with
chronic diseases, such as high blood pressure, diabetes, or
other [23]. This sample is divided into (six age groups)
from (10-70) years and two categories based on gender (43)
males and (52) females. In addition, the medical history, and
chronic diseases, of the patient were adopted, as the number
of participants in the sample who had high blood pressure
(26) participants, diabetes (29) participants, and other diseases
(12) participants. Moreover, Health experts have classified the
patient’s status based on interviewing the patient into three
categories: Recovered, recovering, and No sign of recovery.
This classification is based on the persistence of symptoms
associated with the disease due to infection. Taking into
account the readings of vital signs, which are summarized
in Table II, especially (body temperature and the oxygen
saturation in the blood). These patient data records will be
used in machine learning in the next sections.

V. EXPERIMENTS RESULTS

A. Data Analysis by Visualization

In this section, we explore the patterns in the collected
data Covid19-IQ01 and the relationship between the patient’s
condition on the one hand and age, chronic diseases, and vital

TABLE II. SUMMERY OF NUMERICAL FEATURES OF COVID19-IQ01

Attribute Min. Max. Mean STD
Age 13 69 37.42 18.21

Body Temperature 36.2 38.4 37.29 0.62
Oxygen Saturation 90 97 94.62 1.5

Heartbeat Rate 55 86 69.62 6,17

signs on the other. In Fig. 3, 4, 5, 6, 7, 8, and 9,the color
of the circle indicates the status of the patient, while the size
of it relates incrementally to the age of the patient. Rapid-
Miner platform [24] was used for analyzing and visualizing
operations. Fig. 3 illustrates the relation between two common
chronic diseases, Hypertension and Diabetes, with the progress
of patient recovery. The figure showed clearly that patients
with those two diseases have no sign of recovery, while there
is a high ratio of recovered or recovering patients without
Hypertension and Diabetes.

Diabetes

H
y
p
er
te
n
si
o
n

RecoverED RecoverING No recovery sign

No Yes

No

Yes

Fig. 3. Covid19-IQ01 Data Visualization: Hypertension and Diabetes

The impact of body temperature collected from the ther-
mometer sensor on the recovery status is illustrated in Fig. 4
and Fig.5. Young Patients without Hypertension or Diabetes
and 37 degrees or less of temperature mostly healed. In the
case of having one of the two chronic diseases, most patients
don’t show a sign of recovery, although their body temperature
is normal.
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Fig. 4. Covid19-IQ01 Data Visualization: Hypertension and Thermometer.

Thermometer

D
ia
b
e
te
s

RecoverED RecoverING No recovery sign

36.2 36.3 36.4 36.5 36.6 36.7 36.8 36.9 37 37.1 37.2 37.3 37.4 37.5 37.6 37.7 37.8 37.9 38 38.1 38.2 38.3 38.4

No

Yes

Fig. 5. Covid19-IQ01 Data Visualization: Diabetes and Thermometer.

Diabetes patients mostly have no sign of recovery regard-
less the age and their heartbeat rate, as shown in Fig. 6.
Also, it indicates that Heartbeat rate is related to the recovery
status of young patients without Diabetes. Adult patients with
Hypertension mostly were not healing regardless of heartbeat
rate, as shown in Fig. 7. In the normal range of heartbeat,
most of the young patients were recovering or they already
recovered. The same conclusions can be seen in Fig. 8 and Fig.
9 about the relation between the oxygen saturation, chronic
diseases, and recovery from COVID-19.
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Fig. 6. Covid19-IQ01 Data Visualization: Diabetes and Heartbeat Rate.
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Fig. 7. Covid19-IQ01 Data Visualization: Hypertension and Heartbeat Rate.
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Fig. 8. Covid19-IQ01 Data Visualization: Hypertension and Oximeters.
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Fig. 9. Covid19-IQ01 Data Visualization: Diabetes and Oximeters.

B. Static Ensemble Classification

Waikato Environment for Knowledge Analysis [25] plat-
form is used in this implementation for randomization, feature
ranking, and classification. Implementing AdaBoost Ensemble
classifier on both Covid19-IQ01 and Covid19-IQ02 datasets
led to high accurate classification. The base learner for Ad-
aboost was a J48 decision tree classifier that illustrated in Fig.
10 and Fig. 11. All the experiments in this section included
10-fold cross-validation to prevent bias, and the ensemble size
was 20 for Covid19-IQ01 and 12 for Covid19-IQ02.

Tables III and IV represent the confusion matrix of Ad-
aBoost with the two datasets; they show the correct predicted
values in the bold numbers in the diagonal cells. The results in
those tables indicate the accuracy of AdaBoost, especially in
Table IV that contains only one record classified incorrectly.

TABLE III. CONFUSION MATRIX OF ADABOOST CLASSIFIER FOR
COVID19-IQ01

Predicted values
Actual values Recovered Recovering No recovery sign

Recovered 72 4 6
Recovering 3 51 9

No recovery sign 6 12 150

TABLE IV. CONFUSION MATRIX OF ADABOOST CLASSIFIER
COVID19-IQ02

Predicted values
Actual values Recovered Recovering No recovery sign

Recovered 145 0 0
Recovering 0 120 0

No recovery sign 1 0 189

A performance comparison is performed between Ad-
aBoost and the other four popular classifiers. Three of them
were a single classifier (J48, REPTree, and Hoeffding Tree),
while the fourth is Random Forest which is an Ensemble
classifier that uses bagging instead of boosting. The results
of the comparison in Tables V and VI showed that Adaboost
has the best results in both datasets compared with the other
four classifiers based on five evaluation metrics (TP rate, FP

rate, Precision, Recall, and F-Measure). Fig. 12 illustrates the
importance of each feature in both datasets during the building
of the AdaBoost classifier. It can be seen that AdaBoost chose
a different subset from features in every dataset; only the Age
feature had similar importance in both of them.

TABLE V. CLASSIFICATION PERFORMANCE OF FIVE CLASSIFIERS OF
COVID19-IQ01

Technique TP Rate FP Rate Precision Recall F-Measure
J48 0.837 0.103 0.838 0.837 0.838

REPTree 0.831 0.119 0.830 0.831 0.830
HoeffdingTree 0.655 0.198 0.644 0.6551 0.648
Random Forest 0.866 0.084 0.866 0.866 0.866

AdaBoost 0.872 0.079 0.874 0.872 0.873

TABLE VI. CLASSIFICATION PERFORMANCE OF FIVE CLASSIFIERS OF
COVID19-IQ02

Technique TP Rate FP Rate Precision Recall F-Measure
J48 0.977 0.010 0.977 0.977 0.977

REPTree 0.977 0.007 0.85 0.985 0.985
Hoeffding Tree 0.937 0.029 0.938 0.937 0.937
Random Forest 0.973 0.013 0.973 0.973 0.973

AdaBoost 0.99 0.001 0.998 0.998 0.998
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Fig. 12. Features Ranking of AdaBoost Classifer based on Gain Ratio.

C. Adaptive Ensemble Classification

Implementation of the second dataset, COVID10-IQ02,
as a continuous data stream was performed in Massive On-
line Analysis platform and scikit-multiflow library in Python.
Adaptive Random Forest ARF classifier, which is an adaptive
ensemble classifier, had an incremental classification perfor-
mance while receiving the stream samples with a size of 20
instances, as shown in Fig. 13. ARF obtained the best result
compared with the other four adaptive classifiers by using ten
base learners as shown in Fig. 14.
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Fig. 10. Classification Tree of Covid19-IQ01 using J48 Algorithm.
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Fig. 11. Classification Tree of Covid19-IQ02 using J48 Algorithm.
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Fig. 13. Classification Performance of Adaptive Random Forest using
Covid19-IQ02.
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VI. DISCUSSION

The COVID-19 pandemic has caused huge pressure on
health systems in most countries due to a large number of
infections. Thus, the focus of health institutions was to treat
severe cases that needed breathing aids. Many patients were
getting medical care at home in moderate and mild cases.
Remote monitoring of the patient’s recovery can reduce the
necessary medical effort and speed up the return of the pa-
tient’s normal life. This work proposes a classification system
that determines whether or not a patient has recovered based
on a set of patient biomedical and clinical data using machine
learning techniques.

The process of collecting data on COVID-19 patients was
one of the most difficult stages of this work due to the risks of
transmission of the virus and continuous exposure to the virus.
In addition, the quarantine laws for COVID-19 patients make
them only accessible by certified health workers. Moreover,
there was a challenge in finding COVID-19 patients health
workers that are willing to volunteer for the study. This is due
to the fact that volunteers require insurance and convincing
that the proposed system guarantees security, ease of use,
confidentiality, and effectiveness of using such health systems.
In addition, due to the difficulty of gaining permission from
governmental health intuitions to conduct this study, the focus
was on private (non-governmental) medical clinics that were
receiving patients, and they asked to use the bracelet to record
their vital signs without using their names and any personal
information using the proposed system.

The analysis of the collected data indicates that the vital
signs data from the proposed wearable device sensors was
more useful for the classification of the patients without
chronic diseases. The patient’s age significantly correlated with
the recovery status, as the results showed. The younger patient
tends to recover more than the adult and the elderly. However,
a child or young person with a chronic disease is less likely
to recover. Also, the impact of diabetes and its importance in
building the classifiers, thereby predicting the recovery, was
more than the impact of high blood pressure. However, the
ranking of features during the process of building the classifier
showed that the sensors data had more Gain ratio in the
second dataset, which contains multiple readings (five) for each
patient. In J48 classifier, which was the base learner for the two
implementations, the root node was body temperature reading,
and that can clarify the effectiveness of the proposed wearable
device. Finally, as far as we know, this work is the first research
analysis of COVID-19 patients’ data using machine learning
in Iraq. We look forward to extending the patients’ sample and
applying more improvements in data classification.

VII. CONCLUSION

Monitoring and home medical care contribute to focusing
the medical effort on severe cases, especially during the
spread of pandemics. The proposed system aims to design
and implement a classifier capable of predicting a patient’s
recovery from COVID-19 and providing the medical staff
with an immediate alert if the patient’s condition declines.
The implementation phase included collecting data from 408
patients, and the analysis of these data showed a significant
correlation between the factors of chronic diseases, age, and

patient recovery. The ensemble classification produced two
classifiers. The first one was based on AdaBoost; it had the best
accuracy of 0.874 compared with four classifiers with the first
dataset and 0.998 with the second one. The second classifier
was based on Adaptive Random Forest, which had the best
accuracy of 0.919 compared with four adaptive classifiers.
The ranking of features in AdaBoost classifiers showed more
importance for the vital signs collected by the proposed system
than the symptoms. Future works might include testing the
the proposed classifier system on stream of data and provide
instant predictions.
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Facultad de Ingenierı́a
Universidad Privada del Norte

Lima, Perú4

Abstract—During the COVID-19 pandemic, small clothing
sales companies lost economic income and customers due to a
lack of digital transformation, causing the dismissal of many
employees. Due to this problem, our objective is to design an e-
commerce mobile application for the sale of clothes, so that Small
and medium-sized enterprises dedicated to this area generate
income and retain their customers. For this, the Rational Unified
Process (RUP) methodology was applied, because this method-
ology provides a structured way for companies or developers to
visualize the development of the software, and for the validation
by expert judgment, the survey and the questionnaire were
used as instruments. Obtaining as a result a positive rating
for the design of the mobile application and its acceptance to
accommodate what is reflected. In conclusion, the e-commerce
mobile application was successfully designed, backed by expert
judgment, so that Small and medium-sized enterprises can offer
their products and generate income, as well as build customer
loyalty.

Keywords—Mobile application; COVID-19; e-commerce; RUP;
sale of clothes

I. INTRODUCTION

At present, worldwide, mobile applications have become
elements of vital importance for electronic commerce. Since,
during the pandemic, many companies have gone downhill,
especially small companies due to lack of financial resources
for digital transformation. Large companies, however, showed
a slightly different result compared to small companies. This
is due to the use of smartphones, which has generated a lot
of innovation and with it, the creation of mobile applications,
including the e-commerce application [1].

During the COVID-19 pandemic, mobile applications for
online commerce or also called electronic commerce, gained
a large number of new users, and in the same way, people’s
lifestyles have changed [2]. Therefore, today consumers choose
to use these applications to make purchases from the comfort
of their home. Because mobile applications have emerged as
a form of innovation for the e-commerce business, since it
provides convenience and ease to consumers by saving time
and effort. In this sense, people prefer the use of electronic
commerce applications, in particular to make purchases or
orders, in this way, protect themselves from the COVID-19
coronavirus [3].

In addition, mobile e-commerce applications can help small
businesses that sell clothes, and other sectors that have the
home delivery modality, prosper. In the same way, it will
allow consumers (customers) to make their purchases from
the comfort and safety of their homes [4]. According to
the study carried out in India, the habits adopted during the
COVID-19 coronavirus pandemic are driving the growth of
mobile applications related to electronic commerce. Because
these applications help save time, resources and efforts for
consumers. Therefore, it is one of the key reasons why small
businesses can prosper [5]. Likewise, the use of the mobile
application generates great benefits for the company, such as:
quick and easy access to information, optimization of the
average time in making and delivering purchases or orders
and, consequently, improvement in customer loyalty.

For this reason, the present research work offers a viable
solution to small companies dedicated to the sale of clothes,
using an electronic commerce mobile application. In order to
help small businesses prosper in the current market, to which
they are directed.

Therefore, the proposed research will help automate and
provide a solution to the problem of face-to-face clothing sales
that currently exists, allowing customers to order or purchase
with confidence and security from the mobile application.In
this way, allow small businesses to provide services at home.
Since the mobile application is key to continue generating
income and sustain itself in the current market. Likewise,
with this form of technological innovation, it not only benefits
customers, but also small businesses and people who work as
delivery people, since the mobile application is a system that
helps the efficiency of the business and involves several people.
that require a job. In the same way, the RUP methodology will
be applied since this methodology provides a structured way
to visualize software development. It also provides a detailed
plan for each of the development phases.

The objective of the research is to design a mobile appli-
cation for the sale of clothes through electronic commerce,
applying the RUP methodology, which makes it easier for
small businesses to generate income and retain their customers.
The beneficiaries of the research are the people who sell
clothing to generate income through the proposal of the mobile
application, all through electronic commerce.
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This research is made up as follows: Section II explains
the review of the literature: analysis of different investigations
related to the research work; Section III defines the RUP
methodology and its different phases that were used in the
research work; Section IV the development of the methodol-
ogy; Section V presents the results; Section VI the discussions;
Section VII the conclusions and finally Section VIII future
work.

II. LITERATURE REVIEW

In the research work, the subject of e-commerce mobile
applications was addressed. For this reason, in this section it
will focus on analyzing the different investigations related to
the research work, where it provides us with its objectives,
methods, results and conclusions.

The author Hawa [6], states that the internet, applications
and e-commerce allow consumers to be reached, since these
mobiles allow the availability of clothing; therefore, sales
increase. He developed the study with the aim of exploring the
acceptance of personalizing clothing online, with the purpose
of reaching the market through segmentation. Applying the
qualitative method; the interview and questionnaire for data
collection. The sample consists of 13 participants from diverse
cultural backgrounds. Their findings contribute to a large-
scale quantitative study. In addition, it is of interest to great
executives of management and marketing of garments.

The author M.Subchan [7], manifest that electronic com-
merce allows consumers to carry out purchase and sale trans-
actions in a simple and fast way. Likewise, it presents that the
Muslim clothing store ayu fashion shops, offers a variety of
Muslim clothing such as: hijab, tunic and couple; therefore, the
purpose of the study is to create a sales system using electronic
commerce technology, applying the waterfall methodology.
Concluding that consumers of these online clothing stores can
order from anywhere. Likewise, it provides the solution to the
problems faced by Muslim fashion stores that are currently
evolving.

The authors Purwaningtyas and Rahadi [8], in their study,
aim to determine the factors that affect the sale of clothing
through electronic commerce; To do this, they reviewed and
came to a synthesis of 36 previous articles related to their
research. Obtaining a result, that the factors that affect the
sale of clothing through electronic commerce are the price,
the design and style of the product, the promotion, the quality
of the product, the availability of product information, the
variety of products offered, ease of use and quality of service
during the purchase. The study’s findings are of great use
to businesses selling garments on e-commerce platforms in
Jakarta, Indonesia.

The authors BĂLĂS, ESCU et al. [9], state that the develop-
ment of electronic commerce platforms is of vital importance
for the clothing sales market. The study analyzes clothing sales
via e-commerce in Romania; For this, it is intended to know the
opinions of clothing consumers, who use electronic commerce
applications to make their purchases. In this way, determine the
reasons why they choose to buy clothes online. Concluding that
the results obtained in the study will be very useful for online
clothing sales companies through applications, which will help

improve their services. Likewise, for companies that want to
enter the e-commerce business through their applications.

The authors Ramirez et al. [10], in the investigation present
the development of an electronic commerce platform, to give
the greatest flow of sales of sports and casual clothing.
Similarly, they state that during the COVID-19 pandemic,
many clothing sales businesses were affected; For this reason,
the electronic commerce platform was developed, applying
the Scrum methodology to solve the problem. According to
the statistics they obtained, the acceptance by the clients was
evidenced, since, from the moment it was put into service, the
business obtained positive results. Concluding that e-commerce
applications increase sales by making it easier for consumers
to buy online.

The authors Soegoto et al. [11], state that there is a rapid
development of technologies; one of them is the development
of mobile applications as a means for the sale and purchase of
a product. The purpose of the research is to design a mobile ap-
plication for the sale and purchase of various types of Japanese
anime t-shirts. Also, as a means of promotional marketing. For
this, the qualitative descriptive analysis method was applied,
in order to help Japanese anime fans to find different types
of t-shirts. Likewise, it concludes that the mobile application
facilitates the purchase and acts as an intermediary between
consumers and the favorite anime product.

The authors Gomero-Fanny et al. [12] in their research
work made a prototype of electronic commerce for the sale of
clothes. To do this, they applied the scrum methodology. The
objective was to design a web system for clothing sales under
the agile SCRUM methodology. Which allowed them to design
web system prototypes meeting the needs of the organization.
The results were divided into 4 Sprint deliverables to analyze
the user stories, where a maximum score of 21 and a minimum
of 16 were obtained. Concluding that this system will focus
on meeting the requirements of customers, with adaptations to
the organization according to their needs, which will benefit
the organization and its customers.

So also the authors Tupia-Astoray and Andrade-Arenas
[13], state that currently Small and medium-sized enterprises
(SMEs) have stalls and physical stores as the only means
of sale. For this reason, in their study, e-commerce web
prototypes for sale were made, applying the SCRUM method-
ology covering the established procedures, being a peculiar
proposal and with a beneficial approach. Obtaining as a result,
design of innovative prototypes complying with the procedures
established under the SCRUM methodology. Therefore, the
proposal made can be implemented by different SMEs that
wish to improve their online sales, with a good management
organization.

The authors Lazo-Amado et al. [14] mention in their
research work that the COVID-19 pandemic generated a great
loss of sales in the Peruvian market. For this reason, the
objective of the study is to develop a model to optimize sales
with the use of digital marketing, applying the DesignScrum
methodology, which is a hybrid of Scrum and Design Think-
ing. To carry out the test, a survey was conducted with cus-
tomers, who gave their opinion regarding the prototype. Then,
the digital marketing proposal was raised. Concluding that the
marketing model according to the needs of the company will
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benefit its sales through electronic business.

In summary, different research works have been studied and
it was found that most of the authors focus on the development
of web applications with attributes such as quality, design,
reliability, price and various options associated with web appli-
cations. applications, and others focuses on the factors that in-
fluence customers to use the mobile application. However, they
do not focus on the development of the mobile application, on
the security that it can provide to the user. Likewise, they do
not attribute the forms of payment to facilitate the consumer
and can use them with confidence and security. Consequently,
they are exposed to not achieving customer satisfaction and
loyalty.

III. METHODOLOGY

This section focus on applying the RUP methodology,
which is made up of phases.

A. Metodologı́a RUP

The RUP methodology is a software development process
that divides the process into four distinct phases, such as: start,
build, build, and transition [15]. The four phases are as follows
(see Fig. 1) :

Fig. 1. Phases of the RUP Methodology.

1) Start: in this initiation phase, the project is defined.
Likewise, it is determined if the project is feasible. In addition,
the vision and objectives are defined, as well as the scope
of the project. Similarly, it focuses on business modeling and
identifying its requirements.

2) Elaboration: in this phase, the use cases are selected,
which will allow defining the architecture of the system to
be developed. Likewise, we proceed with the specification of
each of the use cases and the analysis of the domain is carried
out. In the same way, the design of the preliminary solution is
carried out.

3) Construction: In this phase, the construction or coding
of the software is carried out, which is carried out following
a series of iterations. Afterwards, it begins with its implemen-
tation and proceeds with its respective tests, in order to find
flaws or defects in the created software.

4) Transition: In this phase, the construction or coding of
the software is carried out, which is carried out following a
series of iterations. Afterwards, it begins with its implemen-
tation and proceeds with its respective tests, in order to find
flaws or defects in the created software.

B. Design Tool

In this section, the design tools for the prototype of the
mobile application were detailed.

1) Figma: In this project, the use of the Figma tool was
used, an intuitive cloud-based application that allows designers
to work without previously downloading the software [16]. It
also allows the contribution of a work team in real time.

2) StarUML: This tool is developed under the Unified
Modeling Language (UML) and Modeler Driven Architecture
(MDA) standards, which allows modeling diagrams required
for development and implementation in software projects. In
the same way, it allows to obtain a better view of their
operation [17].

C. Development Tools

In this section, the mobile application development tools
were detailed.

1) Kotlin: Modern programming language, it is statically
typed, capable of running on the Java Virtual Machine (JVM)
platform. Likewise, it presents great advantages to the devel-
oper, such as: the reduction of the level of complexity of the
code that is usually written during the development of the
mobile application. In addition, it contains a large number of
material design components that can be used to support UI/UX
related interfaces [18]. Similarly, it is compatible with the java
language, thanks to NativeScript.

2) SQLite: The chosen database engine is SQLite, devel-
oped under the sql language. This database manager is fast,
highly reliable, self-contained, and small with big features
[19]. Therefore, it allows you to store in a simple, fast and
efficient way. Also, the implementation of this is very simple
and light. Similarly, it is robust and totally free.

3) Android Studio IDE: Android Studio is free and open
source software. Likewise, it is the software most used by de-
velopers for the development of Android mobile applications.
In addition, it provides developers with the fastest tools to
create applications for all types of Android devices. Also, the
editing of the source code is world class. Since, it features
debugging, performance tools, a very flexible build system.
Which allow the developer to create unique and high-quality
applications [20]. With this, scalable projects can be carried
out quickly and efficiently.

IV. DEVELOPMENT OF THE METHODOLOGY

In this section, the business model and the system model
were developed to develop the mobile application.

A. Business Modeling

1) Current Business Process: Fig. 2 shows the current
business model, which is working without the proposed mobile
application.

2) Business use case Modeling:

• Business actor: Fig. 3 shows the actors of the business.

• Business use case diagram: Fig. 4 the business use
cases.
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Fig. 2. Current Company Process.

Fig. 3. Business Actors.

3) Business Analysis Model:

• Business Sequence Diagram: Fig. 5 shows the se-
quence of business clothing sales steps.

B. Requirements Capture

• Functional Requirements: Table I shows the functional
requirements of the mobile application for the sale of
clothes.

TABLE I. FUNCTIONAL REQUIREMENTS

N° Functional Requirements
1 User register
2 User authentication
3 List of products
4 Validate user
5 Search product
6 add to cart
7 generate payment
8 Register order
9 Search order
10 Cancel an order
11 Search category
12 Customer maintenance
13 Remove product from cart
14 Generate electronic bill
15 Print invoice

Fig. 4. Business Use Cases.

Fig. 5. Business Sequence Diagram.

• Non-Functional Requirements: Table II shows the
non-functional requirements of the mobile application
for the sale of clothes.

TABLE II. NON-FUNCTIONAL REQUIREMENT

N° Non-Functional Requirement

1 The response time for order search is no more than 1
second.

2 Friendly, dynamic, descriptive and informative interface
3 Payment options
6 The system will have to be updated by users

5 The graphical interface of the system must be easy to
read for the user

6 Allow remove product added from cart
7 Track purchase order with location in real time.
8 Request verification code when creating the account.
9 Request the password when deleting the account.

10 When creating the account you must accept the privacy
terms

11 You must have the option to register with google.
12 You should have the option to log in without registering.

C. Modeling of System Use Cases

• System actor: Fig. 6 shows the actor that will interact
with the mobile application.

• System use cases: Fig. 7 shows the use cases of the
system.
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Fig. 6. System Actor.

Fig. 7. System Use Cases.

D. System Analysis Modeling

• System activity diagram: Fig. 8 shows the sequence
of activities that the client must carry out to register
or buy the clothes through the mobile application.

Fig. 8. System Activity Diagram.

• System Sequence Diagram - Register Order: Fig. 9
shows the order registration sequence.

• System sequence diagram - user

Fig. 9. System Sequence Diagram - Register Order.

◦ Register User: Fig. 10 shows the user registra-
tion sequence in the mobile application.

Fig. 10. System Sequence Diagram - Register User.

◦ Update User: Fig. 11 shows the user data
update sequence in the mobile application.

Fig. 11. System Sequence Diagram - Update User.

◦ Delete user: Fig. 12 shows the sequence for
deleting the user account in the mobile appli-
cation.

• Entity-Relationship Diagram: Fig. 13 shows relation-
ship of the database entities.

E. Construction of the mobile application

In this section you will focus on mobile application design.
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Fig. 12. System Sequence Diagram - Delete User.

Fig. 13. Entity Relationship Diagram.

V. RESULTS

A. About the Prototype

Fig. 14 presents the login and user registration modules.
The registration module allows you to create an account and by
creating it, the user gets access to the virtual store. Similarly,
the login module allows the user to validate their data for
security reasons and make purchases with confidence.

Fig. 14. Sign in and Sign up Prototype.

Fig. 15. Prototype Main Menu and Navigation Menu.

Fig. 16. Prototype Explore and Category.

In Fig. 15, the main menu and the navigation modules are
presented. The main menu module shows the recently pub-
lished products (clothes) with their respective prices and their
shopping cart button to facilitate the user’s choice. Likewise,
the navigation menu module makes it easier for the user to
navigate in the application by presenting different options in
a simple way.

In Fig. 16, the exploration and category modules were
presented. The explore module makes it easy for the user
to search for the clothes they want and in the same way the
module filters the product with its respective prices according
to what the user is looking for. Likewise, the category module
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Fig. 17. Prototype to See and See in Detail.

Fig. 18. Shopping Cart and Checkout Prototype.

allows the user to search by category, classifying by gender
and age.

In Fig. 17, the product view and detail view modules were
presented. The product view module allows the user to view
the clothing from different angles. Similarly, the detailed view
module allows the user to review the information related to
the product and make a decision when making the purchase.

In Fig. 18, the modules my cart and verify purchase were
presented. The my cart module shows the user the summary
or detail of their purchase such as: clothes to buy, quantity
to buy, shipping cost, subtotal and total purchase. Similarly,

Fig. 19. Prototype of Cards and Purchase Order

Fig. 20. Order Tracking and User Profile Prototype.

the purchase verification module shows the information of the
purchasing user, such as: name, delivery address and contact
number. In addition, the form of payment and the total of the
purchase to be confirmed.

In Fig. 19, the modules my cards and my orders were
presented. The my card module allows the user to add their
cards with which they can make payments for their purchases
safely. On the other hand, the my orders module shows the
status of the purchase and allows the user to track their
purchase.

Fig. 20 shows the purchase tracking modules and the user
profile. The purchase tracking module allows the user to follow
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their purchase through a map, which shows the location of
the personnel in charge of delivering the purchase; as well as
staff information, contact number and delivery time. While the
profile module shows the user information. It also allows you
to update your data.

B. About the Survey

For the survey, an evaluation questionnaire of 5 criteria
or dimensions was elaborated, each one with 4 questions as
shown in Table III. In which the evaluation of 10 experts was
requested on the following criteria that the mobile application
must meet: the design, usability, functionality, security and
availability of the mobile application.

Regarding the items or questions for the evaluation, the
three-point measurement scale was determined, in which Low,
Medium and High must be evaluated according to the estab-
lished criteria.

TABLE III. EVALUATION QUESTIONS

Criterion Design
P1 ¿Does the application present a simple and neat user interface?
P2 ¿Does the application present classified products?
P3 ¿Does the application have simplified and clear navigation?
P4 ¿Does the application present valuable content?
Criterion Usability
P5 ¿Is the application easy to understand and intuitive?
P6 ¿Is the app easy to learn to use its features?
P7 ¿Is ordering done quickly and easily in the app?
P8 ¿Is the app easy and simple to navigate?
Criterion Functionality
P9 Does the application have a simple and fast payment process?

P10 ¿Does the application allow you to add or remove products from the
shopping cart?

P11 . ¿Does the application filter products according to the searched
product?

P12 ¿Does the application allow the customer to have control of their
order?

Criterion Security
P13 ¿Does the application request user authentication to make purchases?
P14 ¿Does the application guarantee the integrity of customer data?
P15 ¿Does the application maintain the availability of customer data?
P16 ¿Does the application present a secure payment process and methods?
Criterion Availability
P17 ¿In the application the shopping cart is always visible?

P18 ¿Does the application have payment methods commonly used in your
online purchases?

P19 ¿In the application is the description of the shipping options?
P20 ¿Does the app show available products?

C. About Expert Evaluation

After evaluating the experts and analyzing their answers,
the mean and standard deviation of each question were ob-
tained. Also, according to the mean of the question, it was
scored on a scale, which includes the following: 0 – 1 = Bass,
1.1 – 2 = Medium, 2.1 – 3 = High. Obtaining a result as shown
in Table IV.

According to the results, in the Design criterion, in question
1, does the application present a simple and orderly user
interface? An average of 3.00 or also called average was
obtained, with a standard deviation of 0.000 to which the
experts gave the average as High. Likewise, in the Usability
criterion, in question 5, is the application easy to understand
and intuitive? A mean of 2.70 with a standard deviation of
0.483 was obtained, to which the experts gave the mean as
High.

TABLE IV. RESULT OF THE EVALUATION OF THE EXPERTS

Criterion Question Half SD Scale

Design

P1 3,00 0,000 High
P2 2,90 0,316 High
P3 2,90 0,316 High
P4 2,90 0,316 High

Usability

P5 2,70 0,483 High
P6 3,00 0,000 High
P7 2,80 0,422 High
P8 3,00 0,000 High

Functionality

P9 2,80 0,422 High
P10 3,00 0,000 High
P11 2,90 0,316 High
P12 3,00 0,000 High

Availability

P13 3,00 0,000 High
P14 3,00 0,000 High
P15 3,00 0,000 High
P16 3,00 0,000 High

Security

P17 3,00 0,000 High
P18 2,90 0,316 High
P19 2,80 0,422 High
P20 3,00 0,000 High

D. About the Methodology

In this section, the comparison between the RUP, Extreme
Programming (XP) and Rapid Application Development (RAD
) methodologies will be made.

For the evaluation of the methodology, numbers from 1
to 5 were used, where (1) indicates that the practices are
unfavorable for the correct development of the project. For
its part, (5) indicates that the analyzed criterion is the one
with the best compliance with respect to the practices for the
development of the project. Obtaining a result as shown in
Table V.

According to the results obtained, the RUP methodology
has a score of 26, the XP methodology obtains a score of 20,
and the RAD methodology obtains a score of 13. Which means
that the RUP methodology is the most appropriate to develop
the project.

TABLE V. QUANTITATIVE SELECTION CRITERIA

Criterion RUP XP RAD
Budget available 3 4 3
Project size 5 2 1
Limited delivery times 2 4 2
Need for documentation 5 2 1
Staff needed 5 2 1
Adaptability, response to changes 2 4 2
Customer Impossibility 4 2 3

TOTAL 26 20 13

VI. DISCUSSION

In the findings found in the investigation, it was through
a survey of the experts, who qualified as high on a three-
point measurement scale; low, medium and high. However, the
authors’ research [14] is different from ours, since they applied
a survey to customers, who gave their opinion. Regarding the
prototype and the methodology, the authors [12] developed
the clothing sales web system applying the agile methodology
such as SCRUM, if we compare it with the research carried
out, it does not coincide because ours is focused on the design
of a mobile application under the traditional methodology that
is the RUP. Regarding the segmentation, the authors’ research
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[11] applies the development of the mobile application only
for the sale of Japanese anime t-shirts, which is only for a
community that likes anime t-shirt. For its part, our research
focuses on the development of the application for the sale of all
types of clothing, which is segmented for men, women, boys,
girls and adolescents from different cultures. Finally, in our
work we came to the conclusion that the e-commerce mobile
application for the sale of clothing can generate economic
income and help retain customers, in the same way help
grow small businesses that are growing. ; agreeing with the
authors [7] who conclude that the mobile application allows the
customer to make purchases from anywhere, in the same way
it helps Muslim fashion stores that are evolving or growing.

VII. CONCLUSION

In conclusion, in the present research work, it was possible
to design a mobile application for electronic commerce in
a satisfactory manner by users, backed by expert judgment
based on 5 criteria: design, usability, functionality, security
and availability; which guarantee that the application is of
quality, applying the RUP methodology. In the same way,
the application makes it easier for small companies or SMEs
dedicated to the sale of clothing, to offer their products through
electronic commerce, thus improving their economic income
and building customer loyalty. Likewise, the RUP methodology
is a method that ensures that the development is of the
best quality and foresees the changes that occur during the
development according to the requirements. In the same way,
it shows a global vision and optimizes its development.

A limitation of the investigation was the technological one,
due to the retractions that the hardware imposes on us when
designing the mobile application. Since, when designing the
application, you should think about whether the application
will be installed satisfactorily on a wide range of mobile
devices, since some are high-end and others are not.

VIII. FUTURE WORK

In addition, it is suggested as future work that this work
should be completed with emerging technologies such as,
artificial intelligence integrating the application such as chat-
bots (virtual assistant) to interact with customers. Likewise,
automated personalization, so that the mobile application has
the capacity to give recommendations to the client according
to their interactions and purchases they make.
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Abstract—Heart diseases are considered one of the leading
causes of death globally over the world. They are difficult to be
predicted by a specialist physician as it is not an easy task which
requires greater knowledge and expertise for prediction. With
the variety of machine learning and deep learning algorithms,
there exist many recent studies in the state of the art that
have been done remarkable and practical works for predicting
the presence of heart diseases. However, some of these works
were affected by various drawbacks. Hence, this work aims to
compare and analyze different classifiers, pre-processing, and
dimensionality reduction techniques (feature selection and feature
extraction) and study their effect on the prediction of heart
diseases existence. Therefore, based on the resulting performance
of several conducted experiments on the well-known Cleveland
heart disease dataset, the findings of this study are: 1) the most
significant subset of features to predict the existence of heart
diseases are PES, EIA, CPT, MHR, THA, VCA, and OPK, 2)
Naïve Bayes classifier gave the best performance prediction, and
3) Chi-squared feature selection was the data mining technique
that reduced the number of features while maintained the same
improved performance for predicting the presence of heart
disease.

Keywords—Heart disease; feature selection; feature extraction;
dimensionality reduction; Chi-squared; Naïve Bayes; Cleveland
dataset

I. Introduction

Cardiovascular diseases (CVDs) [1] are when the heart and
blood vessels affected by some diseases like coronary heart
disease and heart failure disease. The statistics in Saudi Arabia
that were collected over the past 40 years indicate that the
deaths have increased from CVDs. Moreover, according to the
World Health Organization (WHO)1, 17.9 million deaths every
year resulted of CVDs including different heart diseases such
as cardiovascular disease, valvular heart disease, heart defects,
heart infections or cardiomyopathy [2].

Correctly predicting a diagnosis, including predicting the
Existence of Heart Disease (EHD), is essential to patient-
centered care, equally in choosing healing plans and notifying
patients as a basis for shared decision making [3]. In recent
years, there have been plenty of studies on EHD prediction.
However, EHD prediction research has passed through three
different stages along with history. In 1979, two researchers [4]

1World Health Organization. Global Health Observatory: Cardiovascular
Diseases-Country Statistics. Retrieved on March 11, 2022 from: https://www.
who.int/health-topics/cardiovascular-diseases#tab=tab_1.

combined diverse results gained from examinations like stress
electrocardiography and cardiotocography, and others into a
diagnostic decision about the likelihood of getting a disease in
a particular patient through Bayes’ Theorem . While in 1998,
the second stage started when Wilson et al. [5] established a
new direction concerning heart diseases estimation by utilizing
risk factor classes with the aid of logistic approaches and
regression calculations. Nowadays, several researchers have
developed various machine learning algorithms [3, 6–10] to
predict the EHD on the publicly available datasets which are
the focus of this work.

However, the machine learning-based studies were affected
by various drawbacks. For example, using datasets without
handling the imbalance classes [6, 10, 11], important features
such as age were manually excluded from the experiments
[6, 9, 10], no comparisons were made in terms of prediction
methods [6] or the used dataset [6, 11, 12], various platforms
were used for assessments [10], some important details were
missing or not clear such as the number of selected features
[7] or the number of samples per class [3, 8, 11]. Even more,
surprisingly, no coloration exists between the selected features
among these works [3, 6–10] even though some of them were
using the same dataset. In addition, different machine learning
algorithms were selected as the best classifiers in various
works according to their experimented data mining approaches.
To sum up, there is still a need to experimentally evaluate
different classifiers with different data mining approaches to
gain a final decision. Hence, inspired by the development of
several machine learning-based models for improving the EHD
prediction, this study contributes to the literature by providing
a work that handles these drawbacks as follows:

• Study the effect of different balancing solutions such
as oversampling and undersampling for EHD predic-
tion to handle the imbalance classes issue that exist
on Cleveland heart disease dataset.

• Explore the most significant subset of features for the
EHD prediction by analyzing different data mining
techniques.

• Investigate the best performed classifier for the EHD
prediction by comparing different machine learning
algorithms.

• Achieve the highest performance for EHD prediction
compared to recent related works that experimented
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on the well-known Cleveland heart disease dataset by
training the best performed classifier with the most
significant subset of features.

Consequently, the following set of research questions were
explored:

• RQ1: What are the best-performing feature sets for the
EHD prediction?

• RQ2: How can the prediction performance be im-
proved using data mining?

• RQ3: What is the most appropriate classifier using the
selected features for EHD prediction?

The remaining of this paper is organized as the following:
Section II presents the related works which provide several
EHD prediction machine learning-based models. Section III
explains the proposed methodology. Section IV demonstrates
the achieved outcomes and tackles the discussion in light of the
findings. Finally, Section V concludes this study and discuses
future works.

II. Literature Review

Several heart diagnosis studies in the state of the art
[3, 6–14] have been done extraordinary works that contributed
by providing different prediction approaches. These studies
could be categorized based on the targeted prediction such as
Heart Failure (HF) prediction [7], mortality or hospitalization
prediction of the HF patient [3, 6], and EHD prediction [8–14].
In addition, they also could be categorized in terms of the in-
vestigated learning technique, whether it is supervised learning
[3, 8, 11, 12], ensemble learning [6, 12], deep learning [7, 9]
or even hybrid learning [10]. Table I summaries the recent
related works [3, 6, 7, 10–12] in terms of their experimented
datasets, pre-processing techniques, learning methodologies,
performance evaluation and drawbacks.

For HF prediction, Maragatham et al. [7] took advantage
of the availability of the intensive substantial historical infor-
mation in Electronic Health Record (EHR) and related time
stamped data, in which, the authors inspected whether the
usage of deep learning would improve the model performance
for early HF diagnosis. The tested data consists of 365,446
patients, where 4289 of them had HF. The examination of
time stamped EHRs aided in identifying the relations between
numerous diagnosis events and predicting when a patient is be-
ing examined for a disease. Medical concept vectors and Long
Short-Term Memory (LSTM) network were used to determine
the diagnosis events and HF prediction. The proposed model
was trained using one-hot vectors and grouped code vectors. As
an activation function, SiLU and tanh were used in the hidden
layers, while in the output layer, Softmax was used. For weight
optimization through the network, Bridgeout, a regularization
technique was used. K-nearest neighbour (KNN) and SVM
were implemented using Python Scikit-Learn version 0.16.1
while Theano 0.7 was used to implement LSTM network,
multilayer perceptron (MLP), and Logistic Regression (LR)
models. They conducted two different experiments according
to the length of the prediction and observation windows;
and the performance was compared to well-known supervised
approaches such as LR, MLP, SVM and KNN. Specifically,

the first experiment, when using 12-months and 6-months as
observation and prediction windows respectively, gave an AUC
of 0.797, and when using 18-months and 0-months gave 0.894
AUC.

While for mortality prediction of the HF patient, Adler et
al. [6] developed MARKER-HF, a tool that computes a risk
score between -1 and +1 to predict mortality of hospitalized
and ambulatory HF patients as high risk or low risk mor-
tality using ensemble learning. MARKER-HF is based on a
machine learning model that is trained using AdaBoost which
is a boosted decision tree algorithm that is implemented in
the TMVA toolkit. They used eight features to train their
models with data of 5822 patients taken from the A sys-
tems BIOlogy Study to TAilored Treatment in Chronic Heart
Failure (BIOSTAT-CHF) project, University of California San
Diego (UCSD) and San Francisco (UCSF) Medical Centers.
MARKER-HF results showed its ability to predict mortality
consistently in three different datasets. For mortality prediction
with a 95% confidence interval for the area under the ROC
curve, they achieved AUC=0.88 using UCSD, AUC=0.84 using
UCSF, and AUC=0.81 using BIOSTAT-CHF.

Moreover, Angraal et al. [3] compared five different su-
pervised learning classifiers not only for mortality prediction
but also for hospitalization of HF outpatients with preserved
ejection fraction (HFpEF) through three years of follow-up.
They trained the following five methods: two LR, one with a
forward selection and one with a lasso regularization for feature
selection, gradient descent boosting, Random Forest (RF) and
Support Victor machine (SVM). They used a total of 86 can-
didate features to train their models, including demographic,
clinical, laboratory and electrocardiography data, and KCCQ
scores obtained from the patients. These patients’ data are
taken from the Treatment of Preserved Cardiac Function Heart
Failure with an Aldosterone Antagonist (TOPCAT) trail. The
authors used 5-fold cross-validation to divide the learning set
into five subsets, where 80% of them were used for training and
20% for testing. They experimentally proved that RF is the best
classifier with 95% confidence interval achieved AUC=0.72,
and Brier score=0.17 for mortality prediction; and AUC=0.76
and Brier score=0.19 for HF hospitalization prediction. Even
more, they found that the best features to predict mortality are
the body mass index, BUN levels, and KCCQ scores; where
BUN levels, hemoglobin level (H) and KCCQ scores are the
best features to predict HF hospitalization.

On the other hand, most of the heart diagnosis studies
were focused on predicting the EHD [8–14]. Ananey-Obiri
and Sarku [11] investigated the traditional supervised learning
algorithms and data mining techniques for EHD prediction.
They investigated the following three supervised algorithms:
decision tree (DT), LR, Gaussian Naïve Bayes (NB). They
experimented the well-known Cleveland heart disease datasets
with all of its 13 features shown in Table II which are age, sex,
Resting Blood pressure (RBP), Chest Pain Type (CPT), Serum
Cholesterol (SCH), Fasting Blood Sugar (FBS), Maximum
Heart Rate achieved (MHR), Resting Electrocardiographic
Results (RES), Exercise Induced Angina (EIA), Peak Exercise
Slope (PES), Old Peak (OPK), Thallium Scan (THA) and
number of major Vessels Colored by Fluoroscopy (VCA). The
tested dataset contained 287 observations out of 303 after the
duplicated, missing values and outliers were removed as a pre-
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processing step. In addition, they used feature normalization
as a feature scaling technique, and single value decomposition
(SVD) as feature extraction to reduce the number of features
from 13 to 4. The data was labeled as absent or present of heart
diseases. The authors used 10-fold cross-validation to divide
the learning set into ten subsets, where nine of them were used
for training and one of them for testing. The reported results
were 79.31% accuracy and 0.81 AUC for DT model, 76%
accuracy and 0.87 AUC for Gaussian NB model, and 82.75%
accuracy and 0.86 AUC for LR model. Moreover, in the work
conducted by Reddy et al. [12], ten different supervised and
ensemble learning techniques were tested for EHD prediction.
These techniques include NB, LR, Sequential minimal opti-
mization (SMO), bootstrap aggregation, AdaBoost, JRip, RF,
and KNN. Cleveland dataset was tested with 303 samples and
13 pre-mentioned features. Three different feature selection
methods were used to enhance the performance, which are
chi-squared, BestFirst search method and ReliefF. 11 out of
13 features were selected with the best performance result. As
an evaluation scheme, 10-fold cross-validation was applied.
The best result was 85.15% accuracy which was obtained
using the SMO classifier with Chi-Squared feature selection
technique. Even more, a hybrid learning approach was adapted
by Abdeldjouad et al. [10], in which a hybrid approach of var-
ious machine learning methods was proposed to predict EHD.
These methods include AdaBoostM1, LR, Fuzzy Unordered
Rule Induction (FURIA), Multi-Objective Evolutionary Fuzzy
Classifier (MOEFC), Fuzzy Hybrid Genetic Based Machine
Learning (FH-GBML), and Genetic Fuzzy System-LogitBoost
(GFS-LB). They also experimented Cleveland database for
training and assessing their methods using 10-fold cross-
validation. Two models were built in which the first model used
AdaBoostM1, LR, and MOEFC with 14 features, and reduced
to 12 by removing the personal information (e.g. age and sex)
with the wrapper feature selection method. While the second
model used FURIA, GFS-LB, and FH-GBML and reduced
the features to 6 with Principal Component Analysis (PCA)
as a dimensionality reduction technique. The first model was
selected using the majority voting as the final best-performed
model with 80.20% accuracy. For conducting this work, the
Keel tool was used for feature selection, while the Weka tool
was used for feature extraction.

However, the EHD prediction studies [8–14] have some
drawbacks. For example, using datasets without handling the
imbalance classes [6, 10, 11], important features such as age,
were manually excluded [6, 9, 10], no comparisons were
made in terms of prediction methods [6] or the used dataset
[6, 11, 12], various platforms were used for assessments [10],
some important details were missing or not clear such as the
number of selected features [7] or the number of samples per
class [3, 8, 11]. Even more, surprisingly, no coloration exists
between the selected features among these works [3, 6–10]
even though some of them were using the same dataset. In
other words, the significant factors that cause variance in recent
proposed works’ performance are still not fully investigated. To
sum up, there is still a need to experimentally evaluate different
classifiers with different data mining approaches to gain a final
decision. Hence, this study’s primary goal is to compare and
analyze different classifiers and data mining techniques (feature
selection and feature extraction) and their effect on improving
the EHD prediction.

III. Methodology

This work handled the previously mentioned drawbacks, in
which it explored numerous solutions including the usage of
different sampling techniques to overcome imbalanced datasets
issue represented in [6, 10] with different dimensionality
reduction techniques. Moreover, all the important features were
taken into consideration which were excluded manually by
[6, 9, 10]. Furthermore, some of the previous works [3, 6, 7]
used different sets of performance metrics which make the
comparison quite difficult, so the proposed approach was
assessed by considering a full set of well-known performance
metrics with clarifies details regarding the selected features
and the number of samples per class to tackle what was
missing in [3, 7, 8]. In addition, different machine learning
algorithms were selected as the best classifiers in various works
according to their experimented data mining approaches. To
summarize, there is still a need to experimentally evaluate
different classifiers with different data mining approaches to
gain a final decision.

Consequently, the methodology shown in Fig. 1 which con-
sists of seven main stages, was designed to conduct this study
to ensure the proposed solutions. The first stage is data collec-
tion where the Cleveland heart disease dataset (Clev) [15] was
selected in Section III-A to be investigated in this work. While
in the second stage, a data pre-processing is performed in
Section III-B using some data balancing techniques to generate
two more balanced versions of the dataset. In Section III-C,
dimensionality reduction was done as the third stage using
some data mining techniques such as feature selection, and
feature extraction to reduce the number of features, improve
the performance and avoid overfitting. In Section III-D the
fifth stage, which is evaluation scheme preparing was detailed.
Then, seven well-known classification algorithms are selected
in Section III-E for the purpose of comparison. Lastly, in the
seventh stage, the conducted comparative experiments were
designed in Section III-F.

Fig. 1. The Proposed Methodology for EHD Prediction Comparison.

A. Dataset Collection

In this study, the well-known Clev heart disease dataset
[15] was experimented since it is the most investigated dataset
in this field by related works [8–11, 13, 14]. It is publicly
available on an online machine learning and data mining repos-
itory of the University of California, Irvine (UCI). It contains
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TABLE I. Summary of Various HF Prediction Techniques

D
es

cr
ip

tio
n Reference Adler et al. [6] Maragatham

et al. [7]
Ananey-Obiri and

Sarku [11]
Angraal et al. [3] Reddy et al. [12] Abdeldjouad et al.

[10]
Year 2020 2019 2020 2020 2021 2020
Main Goal Mortality prediction of

HF patients
HF prediction EHD prediction Mortality and

hospitalization
prediction of HF

patients

EHD prediction EHD prediction

D
at

as
et

Dataset
Name

UCSD An arbitrary Cleveland TOPCAT Cleveland Cleveland

# Samples 5822 4289 287 1,76 303 296
Evaluation
Scheme

50%|50% training|testing 6-fold cross-
validation

10-fold
cross-validation

5-fold cross-validation 10-fold
cross-validation

10-fold
cross-validation

D
at

a
M

in
in

g
an

d
Pr

e-
Pr

oc
es

sin
g

Technique - Exclusion of patients
who had missing data,
older than 80 years,

with CIED device, died
within 7 days of initial

encounter, or had
obvious medical record

errors

Not clear - Exclusion of
patients who had

missing or duplicated
data

- Feature scaling
using normalization
- Feature extraction

using SVD

- Exclusion of features
with 50% missing data
- Feature selection using
forward selection and a

lasso regularization

- Feature selection
using chi-squared,
BestFirst search

method and ReliefF

- Exclusion of
patients who had
missing data
- Exclusion of

personal features
- Feature selection
using a wrapper

method
- Feature extraction

using PCA
#Features 8 Not clear 4 out of 13 86 11 out of 13 13
Features
Names

Cr, RBP, H,BUN,
platelets, WBC, RDW

and albumin

Health info,
tobacco usage,
demographics

and liquor
consumption
and lab test

Age, sex, RBP, CPT,
SCH, FBS, MHR,
RES, EIA, PES,

OPK, THA and VCA

Demographic, clinical,
laboratory and

electrocardiography, and
KCCQ scores features

Age, sex, RBP,
CPT, SCH, FBS,
MHR, RES, EIA,
PES, OPK, THA

and VCA

RBP, CPT, SCH,
FBS, MHR, RES,
EIA, PES, OPK,
THA and VCA

M
et

ho
do

lo
gy

Learning
Category

Ensemble learning Deep
learning

Supervised learning Supervised and
ensemble learning

Supervised and
ensemble learning

Hybrid learning

Prediction
Methods

AdaBoost LSTM LR LR with a forward
selection, LR with a

lasso regularization, RF,
gradient descent

boosting and SVM

SMO A new hybrid
approach of LR,
AdaBoostM1,

MOEFC, FURIA,
GFS-LB and
FH-GBML

Pe
rf

or
m

an
ce

Ev
al

ua
tio

n

Metrics ROC charts, and AUC ROC charts,
and AUC

CM, ACC, P, SE,
F-score, ROC charts,

and AUC

AUC, and Brier scores ACC, MAE, SE,
fallout, P, F-Score,
SP, and ROC area

SE, SP, ACC, ER

Results AUC= 0.88 AUC= 0.894 ACC=82.75%, and
AUC=0.86

Mortality prediction
(AUC= 0.7, Brier score=
0.17) HF hospitalization
prediction (AUC= 0.76,

Brier score= 0.19)

ACC= 86.468% ACC= 80.20%

D
ra

w
ba

ck
s

In terms
of datasets,
features,
platforms,
algorithms,
and
comparisons

- Imbalanced datasets
- Exclusion of elderly

patients above 80 years
- No comparisons are

made in terms of
prediction methods

- Some
important
details are

missing or not
clear

- No. samples per
class were not
mentioned

- Imbalanced datasets

- No. samples per class
were not mentioned
- No comparisons are

made in terms of
datasets

- Dataset with missing
data

- No comparisons
are made in terms

of the dataset

- Personal information
is excluded manually

(e.g age, sex)
- Using various
platforms

- No comparisons are
made in terms of the

dataset
- Imbalanced datasets

The evaluation metrics are P: Precision, CM: Confusion matrix, AUC: Area Under Curve, ROC: Receiver Operating Characteristic curve, ACC: Accuracy, SP: Specitivity, SE:
Sensitivity, ER: Error Rate, MAE: Mean Absolute Error.
The features are RBP: Resting Blood pressure, CPT: Chest Pain Type, FBS: Fasting Blood Sugar, SCH: Serum Cholesterol, MHR: Maximum Heart Rate achieved, RES: Resting
Electrocardiographic Results, EIA: Exercise Induced Angina, PES: Peak Exercise Slope, OPK: Old Peak, THA: Thallium Scan, VCA: Number of Major Vessels Colored by
Fluoroscopy.

303 medical records of 165 patients with heart diseases and
138 are healthy. Moreover, it has 74 features, but 13 common
features have been studied in the state of the art. Table II lists
these features, their types and descriptions. The Clev originally
contained five categorical classes (0, 1, 2, 3 and 4) where
0 refers to the absence of heart disease while the other four
classes (1, 2, 3 and 4) refer to the presence of different heart
diseases. However, most of the works [8–14] that used this
dataset transferred these five categorical classes to a binary
class for the purpose of distinguishing simplicity. The “class"
field denotes the existence of heart disease in the patient. In
which 0 means absence of heart disease (normal) and 1 means
existence of heart disease.

B. Dataset Balancing

In the medical field, according to [10], the diagnosis of
diseases is easier and quicker if data is balanced. The used
Clev dataset contains 303 observations which present quite
balanced positive and negative samples, with 165 and 138
observations respectively. But, machine learning techniques are
very sensitive and the created prediction models are usually
biased towards the larger class. However, the previous works
[6, 10, 11] ignored this fact. Hence, to create an unbiased
prediction model, reduce the gap between the two classes, and
ensure equivalent balancing, dataset pre-processing is needed
[9]. In this study, the class-imbalance problem in the original
Cleveland dataset was solved by using oversampling and un-
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TABLE II. Detailed Description of Cleveland Dataset’s Features

# Feature Name Shortcut Feature Type Description
F1 Age Age Continuous Age of the patient [years]
F2 Sex Sex Discrete Sex of the patient [M: Male, F: Female]
F3 ChestPainType CPT Discrete Chest pain type [TA: Typical Angina, ATA: Atypical Angina, NAP: Non-Anginal Pain, ASY: Asymptomatic]
F4 RestingBP RBP Continuous Blood pressure at rest [mm Hg]
F5 Cholesterol SCH Continuous Serum cholesterol [mm/dl]
F6 FastingBS FBS Discrete Fasting blood sugar [1: if FastingBS >120 mg/dl, 0: otherwise]
F7 RestingECG RES Discrete Resting electrocardiogram results [Normal: Normal, ST: having ST-T wave abnormality (T wave inversions and/or

ST elevation or depression of >0.05 mV), LVH: showing probable or definite left ventricular hypertrophy by Estes’
criteria]

F8 MaxHR MHR Continuous Maximum heart rate achieved [Numeric value between 60 and 202]
F9 ExerciseAngina EIA Discrete Exercise-induced angina [Y: Yes, N: No]
F10 Oldpeak OPK Continuous Oldpeak = ST depression induced by exercise relative to rest [Numeric value measured in depression]
F11 ST_Slope PES Discrete The slope of the peak exercise ST segment [Up: upsloping, Flat: flat, Down: downsloping]
F12 MajorVessels VCA Continuous The number of major vessels colored by flourosopy [0-3]
F13 ThalliumScan THA Discrete Type of defect [3 = normal; 6 = fixed defect; 7 = reversible defect]

dersampling techniques to create two balanced versions of the
dataset. The first version is (Oversampled Cleveland) which
was generated using the Synthetic Minority Oversampling
Technique (SMOTE) [16] which is popularly used in the medi-
cal field to deal with class imbalanced data. SMOTE adds more
samples to the smaller class observations by generating random
synthetic ones from its nearest neighbors using the Euclidean
distance [17]. SMOTE increased the original Cleveland dataset
from 303 to 330 observations (165 for each class). While the
second version is (Undersampled Cleveland) which was simply
generated by randomly reducing the number of larger class
observations. Undersampling reduced the original Cleveland
dataset from 303 to 276 observations (138 for each class).

C. Dimensionality Reduction

It decreases the number of input features (dimensions)
of the original problem using specific techniques to improve
the learning performance. These techniques are categorized
as feature selection and feature extraction. The key difference
between them is that the feature selection selects a subset of
features from the original features, while the feature extraction
uses the original features to create a new set of features [18].
In this study, one technique from each of these categories was
experimented in the following illustration:

1) Feature Selection: it is the process of selecting a group
of relevant features from the original features according to
specific criteria [10]. Some of its main goals are: 1) reduce
the algorithm’s computational time, 2) identify the relevant fea-
tures, 3) improve the prediction performance, and 4) avoid the
overfitting by limiting the number of selected features; because
the overfitting could affect the model to loss its robustness
when the model is used to test new unseen data [6, 19]. In
this study, the Chi-squared [20] was used as a feature selection
technique to determine the most relevant features. Chi-squared
was selected among other feature selection techniques since
it improves most of the classifiers’ performances and achieves
remarkable results in this field [12, 14, 20]. This study starts
with the 13 most common features and end up with only seven
features after applying Chi-squared. The seven selected features
are PES, EIA, CPT, MHR, THA, VCA, and OPK.

2) Feature Extraction: as one of the dimensionality reduc-
tion methods, it reduces the number of dataset’s features in
which the reduced features are represented by a set of new
features [10]. The main goal of this technique is to use fewer

features, which results in a simpler model that may have better
performance with new unseen data. In this study, the principal
component analysis (PCA) was used. The reason behind select-
ing PCA is because it is considered as one of the most famous
dimensionality reduction and feature (components) extraction
techniques for the medical applications [10]. PCA works by
creating novel factors that have the best valuable information
by capturing the highest variance of these features [21]. Using
PCA, 2, 8 and 8 new sets of features were extracted for
the original Clev, Oversampled Clev, and Undersampled Clev,
respectively.

D. Evaluation Scheme Preparing

All the three Cleveland versions were evaluated by two
schemes which are 10-fold cross-validation and 70%|30% for
training|testing data splitting.

E. Classification Algorithms Selection

Machine learning and classification techniques are a group
of computational models that can be used to solve many
kinds of problems easily. Various applications of computational
intelligence exist in the pathology and medicine field [22, 23].
This work, compared the following seven classifiers: SVM
[24], KNN [25], C4.5 [26], RF [27], AdaBoost [28], NB [29]
and LR [30]. SVM is a supervised learning technique that
demonstrates superb performance in the medical field [31]. It
depends on kernel functions that transfer all instances to a
upper dimensional space intending to find a linear decision
boundary for data partitioning [24]. KNN is a simple but
effective method for classification [25]. C4.5 decision tree
was selected due to its low complexity in implementation and
excellent explanation [26]. In addition, a decision tree was
investigated as the main classifier in several EHD prediction re-
search. RF decision tree [27], is one of the popular techniques
for pattern recognition which has been efficiently applied as
a strong and widespread tool for predicting and classifying
medical data. NB [29] is based on Bayes’ Theorem with an
assumption of independence among predictors.

In this study, SVM was implemented via the LibSVM
library using nu-SVC as SVM type and linear kernel [24].
KNN was implemented using IBk library where the number of
neighbors K to inspect equals 1. C4.5 decision tree algorithm
was implemented using the J48 classifier (C4.5 release 8

www.ĳacsa.thesai.org 814 | P a g e



(ĲACSA) International Journal of Advanced Computer Science and Applications,
Vol. 13, No. 7, 2022

implemented with Java) [26]. AdaBoost [28] is a short term of
Adaptive Boosting and was implemented using AdaBoostM1.

F. Comparison Conducting and Performance Measurements

The comparison experiments were conducted based on
the three versions of the Clev dataset (original, oversampled,
and undersampled Clev), each with three copies: 1) without
dimensionality reduction, 1) after applying Chi-squared, 3)
after applying PCA; which makes them a total of nine datasets
to be experimented. Each dataset was used to build training
models using the seven classifiers which are SVM [24], KNN
[25], C4.5 [26], RF [27], AdaBoost [28], NB [29] and LR
[30]. So, a total of 63 models (9 datasets * 7 classifiers)
were experimented. Each model was tested using two evalua-
tion schemes; 10-fold cross-validation and 70%|30% splitting.
Hence, the entire experiment ended up with a total of 126 trails
(63 training models * 2 evaluation schemes).

The building training models were evaluated via six mea-
sures, which are Matthews correlation coefficient (MCC) [8],
accuracy (ACC), recall/sensitivity (SE), precision, F-Score
(FM) [11], specificity (SP), error rate (ER) [10], and area under
the curve (AUC) [7]. MCC is a measure that is frequently uti-
lized for assessing the quality of binary classification. It ranged
from -1 to 1, in which 1 indicates an excellent prediction, 0
means the classification is no better than a random prediction,
and -1 indicates full disagreement between prediction and
observation. The Receiver Operating Characteristic (ROC)
chart is used for additional investigation, where it consists
of two rates, the true positive rate (TPR) versus the false
positive rate (FPR) for various thresholds. The best ROC is
the chart with more area under the curve (AUC). AUC equal
to 1 presents the ideal ROC which means that the model can
perform with 100% sensitivity and 100% specificity [8]. ACC
refers to the fraction of accurately classified samples. SE is
the fraction of correctly classified heart disease patients. It is
also known as True Positive Rate (TPR) or recall, while SP
is the correctly classified healthy subjects. These measures are
formulated as the following2:

Precision =
TP

TP + FP
(1)

Recall/ Sensitivity (SE) =
TP

TP + FN
(2)

Specificity (SP) =
TN

TN + FP
(3)

F-Score =
2TP

2TP + FP + FN
(4)

Accuracy (ACC) =
TP + TN

TP + TN + FP + FN
(5)

Error Rate (ER) =
FP + FN

P + N
(6)

MCC =
(TP ∗ TN) − (FP ∗ FN)√︁

(TP + FP) ∗ (TP + FN) (TN + FP) (TN + FN)
(7)

2Confusion Matrix: https://en.wikipedia.org/wiki/Confusionmatrix

All the implemented experiments including oversampling,
feature extraction, feature selection, and performance evalua-
tion were done using various libraries in WEKA version 3.8.5
[32]. The oversampling was implemented using the SMOTE
technique that was proposed by [16] under the supervised
filters where the nearest neighbors parameter was set to 5.
While feature extraction was implemented using Principal-
Components as attribute evaluator and Ranker as the search
method. On the other hand, feature selection was implemented
using ChiSquaredAttributeEval as an attribute evaluator and
Ranker as a search method as well.

IV. Results and Discussion

Tables III and IV summarize the splitting and cross-
validation results respectively. These results only present the
best performed classifiers of the nine datasets that have been
obtained from 126 trials. While Fig. 2 and 3 present the
splitting and cross-validation results in terms of accuracy.

Fig. 2. The Accuracy of the Conducted Trails using 70%|30% Splitting.

Fig. 3. The Accuracy of the Conducted Trails using 10-Fold
Cross-Validation.

For Original Clev dataset, it can be noticed from the
obtained accuracy in Fig. 2 of the splitting scheme that there
are no significant differences between all the three versions
of it (without processing, with Chi-squared, and with PCA)
even though they contain different number of features. In fact,
NB is the best performing classifier with ACC=87.91% and
AUC=0.93, which is also summarized in Table III. C4.5 is
the worst classifier, even when the number of features are
changed. On the other hand, in terms of accuracy, when
the cross-validation was used as shown in Fig. 3, SVM
and AdaBoost were the best performing classifiers using all
the 13 features with the same 83.5% accuracy. But SVM
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TABLE III. The Summarized Results using the 70%|30% Splitting as Evaluation Scheme

Exp # Dataset Data Mining Tech. # of Features Best Classifier SP SE/Recall Precision ACC ER FM MCC AUC
1 Original

Clev
Without 13 NB 0.86 0.90 0.84 87.91 0.12 0.87 0.76 0.93

2 Chi-squared 7 NB 0.86 0.90 0.84 87.91 0.12 0.87 0.76 0.93
3 PCA 2 NB 0.86 0.90 0.84 87.91 0.12 0.87 0.76 0.93
4 Oversampled

Clev
Without 13 LR RF 0.73 0.90 0.75 80.81 0.19 0.82 0.63 0.89

5 Chi-squared 7 AdaBoost 0.76 0.85 0.77 80.81 0.19 0.81 0.62 0.88
6 PCA 8 LR 0.73 0.92 0.76 81.82 0.18 0.83 0.65 0.88
7 Undersampled

Clev
Without 13 RF 0.71 0.90 0.76 80.72 0.19 0.82 0.63 0.85

8 Chi-squared 7 RF 0.76 0.83 0.77 79.52 0.20 0.80 0.59 0.84
9 PCA 8 SVM 0.79 0.83 0.79 80.72 0.19 0.81 0.62 0.81

TABLE IV. The Summarized Results using the 10-Fold Cross-Validation as Evaluation Scheme

Exp. # Dataset Data Mining Tech. # of Features Best Classifier SP SE/Recall Precision ACC ER FM MCC AUC
1 Original

Clev
Without 13 AdaBoost 0.78 0.88 0.83 83.50 0.17 0.85 0.67 0.88

2 Chi-squared 7 SVM 0.77 0.92 0.83 85.15 0.15 0.87 0.70 0.84
3 PCA 2 SVM 0.83 0.86 0.86 84.49 0.16 0.86 0.69 0.84
4 Oversampled

Clev
Without 13 AdaBoost 0.85 0.84 0.85 84.55 0.15 0.84 0.69 0.85

5 Chi-squared 7 AdaBoost 0.85 0.86 0.85 85.45 0.15 0.86 0.71 0.92
6 PCA 8 SVM 0.85 0.85 0.85 85.45 0.15 0.85 0.71 0.85
7 Undersampled

Clev
Without 13 NB 0.80 0.85 0.81 82.61 0.17 0.83 0.65 0.89

8 Chi-squared 7 AdaBoost 0.81 0.85 0.82 82.97 0.17 0.83 0.66 0.89
9 PCA 8 LR 0.82 0.85 0.82 83.33 0.17 0.84 0.67 0.89

TABLE V. The Most Recent Works that Studied the Cleveland Dataset

Ref. Year # of
Features

Applied Technique Classification Methods Evaluation
Scheme

ACC AUC MCC

[13] 2020 14 Data pre-processing Artificial Neural Network (ANN)*, LR,
SVM, KNN, NB and RF

10-fold cross-
validation

85.86 - -

[14] 2019 9 Feature selection Majority voting of the weak classifiers Splitting 85.48 - -
[11] 2020 4 Data pre-processing, feature scaling, feature ex-

traction, and outlier detection
Gaussian NB*, DT, and LR 10-fold cross-

validation
82.75 0.87 -

[33] 2020 10 Data pre-processing, feature scaling, and data
reduction

RF*, SVM, KNN, DT and LR Splitting 85.71 0.87 -

Ours 2021 7 Data pre-processing, feature selection, feature
scaling, and feature extraction

NB*, SVM, KNN, C4.5, RF, AdaBoost
and LR

Splitting 87.91 0.93 0.80

*

mean the classifier that gave the best performance in terms of accuracy.

outperformed the others when the features are reduced to 7
and 2 using Chi-squared (ACC=85.15% and AUC=0.84) and
PCA (ACC=84.49% AUC=0.84).

For Oversampled Clev dataset, when the SMOTE tech-
nique is used to balance the data, the accuracy of the split-
ting scheme in Fig. 2 was significantly changed when the
processing technique was changed (# of features) and with
the evaluation scheme being changed. But the LR was the
best classifier with ACC=81.82% when only the 8 features
obtained from PCA were used. C4.5 and KNN gave the
worst accuracy. However, in terms of AUCs, the RF and LR
always outperformed other classifiers, even when the number
of features being changed by 0.88 AUC for both classifiers. In
addition, in terms of accuracy using cross-validation shown in
Fig. 3, C4.5 and KNN again gave the worst accuracy. Where
AdaBoost dominates the other classifiers by ACC=85.45%,
when the original 8 or 7 features from Chi-squared and PCA
were used, respectively. Moreover, in terms of AUCs, the best
classifiers vary when the number of features being changed,
but the worse classifiers were always C4.5 and KNN.

For Undersampled Clev dataset, Fig. 2 and 3, show that
when the original Clev observations were reduced aiming
for balancing, the obtained results were decreased compared
with the above versions of the dataset. However, with the
splitting scheme, it achieved 80.72% accuracy when using
the 13 features with RF, and also when using the 8 features
from PCA with SVM. Where with cross-validation scheme, it

achieved 82.97% accuracy when using the 7 features from Chi-
squared with AdaBoost. Furthermore, the LR and NB are the
best classifiers in terms of AUCs, whatever the used features.
Even with the splitting scheme, it achieved AUC=0.85 when
using the 13 features with RF. Yet, with the cross-validation
scheme, it achieved AUC=0.85 with whatever the used features.

According to the obtained results from the above exper-
iments, the research questions were answered as follows: 1)
seven features, which are PES, EIA, CPT, MHR, THA, VCA,
and OPK, are the best performing features for predicting EHD,
which were obtained from the Chi-squared feature selection
technique; 2) it is noticeable that the best prediction perfor-
mance ACC=87.91% and AUC=0.93 can be obtained whither
the original features, the selected features, or the extracted
features were used. Hence, the data mining techniques did
not improve the prediction performance in terms of accuracy,
however, they improved it in terms of reducing the number of
features which lead to more computational efficiency; and 3)
NB proves that it is the most appropriate classifier to be used
with whatever feature sets to predict the EHD.

Furthermore, the availability of the Clev dataset allows
many researchers to test their prediction models. For that
reason, this work was compared to the recent related studies
that used Clev dataset [11, 13, 14, 33]. Table V summarises
their methods and obtained results along with this work. It
is noticeable that these studies lack some important perfor-
mance metrics such as MCC which play an important role in
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reporting balance or imbalanced data. Moreover, the effect of
using different applied techniques such as data pre-processing,
feature selection, and feature extraction techniques were also
compared. This comparison proved that this work outperforms
those studies by achieving higher performance with a margin
of 2.20%.

V. Conclusion and Future Work

EHD prediction is a field where researchers propose new
techniques that hopefully can facilitate the diagnosis of the
existence of heart diseases and enhance the decision-making
operations of physicians. In this work, an experimental compar-
ison was conducted between seven famous classifiers, which
are SVM, KNN, C4.5, RF, AdaBoost, NB, and LR with
different data mining techniques including feature extraction,
and feature selection. This work utilized a famous heart
disease dataset called Cleveland, aiming to undergo a deeper
investigation of the effective techniques that could improve
EHD prediction. A methodology of seven basic stages was
proposed to conduct this study, including data collection, data
pre-processing, and balancing techniques (oversampling and
undersampling). Dimensionality reduction such as Chi-squared
feature selection and PCA feature extraction techniques were
also investigated. The main concern of this paper is not
only enhancing the accuracy of weak classifiers but also
investigating the famous Clev dataset closely and studying the
influence of different pre-processing techniques, in addition,
to determining the number of best features that work better
with Clev. However, this work, like other Cleveland dataset-
based works [11, 13, 14, 33], suffers from the limited number
of observations that could be handled in the future works by
merging it with another EHD prediction dataset. Moreover, this
study could be extended by exploring more data pre-processing
techniques such as outlier detection, applying deep learning
techniques, and tuning the hyperparameters.
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Abstract—The Internet of Things can be defined as the
network of physical objects that have sensors, software, and
other technologies built into them in order to communicate and
exchange data with other systems and devices over the internet.
In intelligent agricultural advancements to increase the quality
of agriculture, the Internet of Things (IoT) can be used. The
manual monitoring of plant diseases is quite challenging. It
demands enormous effort, expertise in the diseases of plants
and the considerable time required for processing. The idea
of automation in Smart Agriculture is implemented using the
Internet of Things (IoT). They help monitor the plant leaf
conditions, control water irrigation, gather images using installed
IoT system which includes NodeMCU, cameras, soil moisture,
temperature sensors and detect diseases in plants on the datasets
collected from leaves. To detect plant diseases, image processing
is applied. The detection of diseases comprises the acquisition of
images, image pre-processing, segmenting an image, extracting
and classifying features. In addition, the performance of two
machine-learning techniques, such as a linear and polynomial
kernel multi hidden extreme machine (MELM) and a support
vector machine (SVM), has been studied. This paper discussed
how plant diseases could be detected via images of their leaves.
This analysis seeks to validate a proposed system for an ap-
propriate solution to the IoT-based environmental surveillance,
water irrigation system management and an efficient approach
for leaf disease detection on plants. The proposed multi hidden
layers extreme machine classification delivers good performance
of 99.12% in the classification of leaf diseases in comparison to
the Support Vector Machine classification, which gives 98%.

Keywords—Image acquisition; segmentation; feature extrac-
tion; Internet of Things; plant disease

I. INTRODUCTION

Agriculture is the primary livelihood of Indian villagers;
more has been done to boost yields and help farmers address
issues like agriculture and plant disease. There have been
significant mechanical and chemical advances. In this industry,
however, there is little or less digitization. With the IoT growth,
it is hoped that the farmers will make a digital agriculture
system that will assist farmers in making educated decisions
on their farms and help them address undesirable issues earlier.
It will therefore avail to increase crop quality and will also
benefit farmers. This will help—early disease detection, which
in agriculture is a great challenge. IoT sensor nodes play
a significant role in collecting real-time information play a
significant role in collecting real-time information [1], [2].
These nodes can make the system highly practical by gathering
data from crop fields in real-time to specify the agriculture
system precisely. Presently to make agriculture system more

practical with the help of machine learning techniques. All
of them are more beneficial in different domains. Multiple
applications are developed in precision agriculture to update
the farmers about the condition of the crop [3]. The precision
agricultural model is usually made up of three primary phases,
as illustrated in Fig. 1. In the first phase, the availability of
the IoT sensor nodes and their monitoring conditions can be
obtained for crop. Later in the second phase, the data gathered
from all the sensors are sent to the fog node with a wireless
module to further process the data for higher levels where it
can be monitored. Finally, the analytic methods are applied in
the third phase of architecture to understand the status of the
fields.

Fig. 1. Precision Agriculture Model.

An alert data is passed to the farmers to make them alert
and take necessary precautions if any abnormal conditions are
met, like dryness in the crop field, any leaves affected by
diseases, with the help of deployed sensors. Therefore, there is
continuous communication with the selector, which switches
the dipping system on or off to allow the water for all the
areas of the ground. Later, the farmers can use the required
nitrogen, potassium, and phosphorus fertilizer to sustain plant
growth and achieve crop yield. The response system is initiated
by using analytics and actuators when any crucial situation
is recognized (sensed/predicted). There are several IoT and
WSN applications [4], some of which are discussed here.
The applications for precision farming are shown in Fig. 2.
The different implementation of greenhouses leads to specific
significant planting problems and minor technical problems
for the global conservation systems [5]—one of the primary
issues employing temperature preservation. Pest insects and
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Fig. 2. Applications Related to Precision Agriculture.

flies have also damaged greenhouses because they are covered
in a structure that generates turbulence in the covered sheet
for any reptile or flies. This turbulence can eventually cause a
reduction in plant health, and even their growth can be affected.
Because of these issues, the greenhouse practice has to be
evaluated and technology integrated to address these concerns.
This paper emphasises applying the internet of things (IoT)
to solve temperature monitoring and leaf dataset detection
in the plant. It will allow agribusiness, farmers, horticultural
companies and potential investors to transform the internet
from an existing greenhouse into an innovative greenhouse.

II. RELATED WORK

Various literature works on the cloud and edge in the health
service have emerged. A software approach for the automatic
detection and classification of plant leaf diseases was suggested
and experimentally verified in [6]. The proposed system devel-
oped includes four fundamental steps. In the first step, most of
the coloured pixels are detected. Those pixels are subsequently
masked using the Otsu method depending on specific threshold
values, and predominantly green pixels are masked. The sec-
ond step is to remove pixels with red, green, and blue nulls and
the pixels on the edges of the infected cluster. The experiment
results show that the technique provided is a robust method
for detecting diseases from plant leaf images. The efficiency
of the proposed algorithm may successfully detect and classify
the diseases studied with accuracy from 83In [7], the authors
trained a deep convolutional neural network to detect 14 plant
classes and 26 diseases from 54,306 images of unhealthy and
healthy plant leaf taken under controlled conditions (or absence
thereof). The trained model obtains a 99.35% accuracy with a
stable test set, which shows the practicality of the technique.
The model still reaches an accuracy of 31.4% when tested on
a collection of images acquired from reputable web sources,
i.e. under conditions different from those for training. Although
this accuracy is substantially higher than that due to random se-
lection (2.6%), additional training data are required to improve

overall accuracy. Essentially, the technique of deep learning
models in increasingly large and open-ended image data sets
presents a holistic path toward that massive global diagnosis of
smartphone-assisted plant disease. In [8], the authors integrated
thermal and visible light image data with information on
the depth. They custom-made a machine learning system for
remotely detecting plants with Oidium neolycopersici powdery
tomato fungus. The results make evident that, by integrating
this information with the depth data, the detection accuracy
of unhealthy plants has improved dramatically from the image
data. Furthermore, it has been demonstrated that a new feature
set may detect plants that were not initially injected with the
fungus at the beginning of the experiment but became diseased
through standard transmission. In [9], the authors studied
several computer vision ways that resulted in the detection
of multiple algorithms. Phase one was taken using a typical
digital camera to gather images of banana leaves. Phase two
involves using several extraction methods to collect essential
data for phase three when images are healthy or unhealthy.
Extremely randomized trees have done their best in detecting
diseases with 0. 96 AUC in banana bacterial wilts and 0.91
in the case of banana black Sigatoka (BBS) among the seven
classifiers used in this study. Finally, based on the area under
curve (AUC) analysis, the performance of various classifiers
was evaluated, and the optimum approach for the automatic
diagnosis of these banana conditions was then selected. In [10],
the nonexistence of farmers in a country where around 58 per-
cent of the people participates in farming, the best crop for the
land is decided on by traditional and non-scientific techniques.
Farmers were sometimes unable to choose the suitable soil
crops, season and geographical location. This leads to suicide,
to an abandonment of agriculture and urban living conditions.
The authors have presented a technique to help farmers select
the crop to overcome this problem by considering all elements,
such as the soil’s season and the crop’s location. Moreover,
precise agriculture is practised in emerging countries with
current agriculture techniques, focusing on site-specific crop
management. In order to accurately separate the disease symp-
toms from the clutter background, manual selection of the
input dataset was utilised at the same time. In [11], Textual
features can be extracted in two different methods. One method
for calculating the energy, inertia, entropy, and homogeneity of
textual features is to utilise a grey level co-occurrence matrix.
The Gabor transform can also be used. Some studies employ
descriptors based on colour. Area, perimeter, centroid, and
diameter were once taken into consideration for shapes. Due to
its high accuracy and reduced dimensionality problem, Support
Vector Machine (SVM) is a favoured classification method. In
[12], the CNN is a neural network technology that is frequently
used today to train or analyse visual data. Convolution’s matrix
format is intended to filter the images. The input layer, convo
layer, fully connected layer pooling layer, drop-out layer to
form CNN, and finally linked dataset classification layer are
all used in the Convolution Neural Network for data training.
In [13], to extract the distinctive elements from an image,
segmentation is an approach that takes into account the texture
and colour of the image. In [14],the adoption of deep learning,
more specifically Convolutional Neural Network (CNN), as a
substitute method for creating a model for classifying diseases.
In [15], in order to extract local features, the convolution layer
convolves the input image (or the output of the previous layer)
using configurable weight filters, or kernel. CNN extracts shift-
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and scale-invariant local features from the input by using
various weight filters. The object’s translation invariance is
acquired by the pooling layer, which summarises the results of
the preceding layer. In [16], color, texture, and shape are some
of the features that were taken from the image. Information
about boundaries, spots, and broken areas is contained in
the colour feature. The percentage of the lesion and its type
are also included in the shape attribute. Uniformity, contrast,
probability, variance, and correlation are all aspects of texture.
The database is split into two sets of photos for training
and testing using the identified features. In [17], building a
model that can be utilised by developers to build smartphone
or online applications to detect tomato leaf diseases using
convolutional neural networks in order to illustrate, categorise,
and provide solutions for plant problems. In [18], the tool
for classification is a neural network. Target data is provided
to the neural network as a class vector, and seven extracted
features—Contrast, Correlation, Energy, Homogeneity, Mean,
Standard Deviation, and Variance—are given as input. In this
case, the data was classified using a back propagation neural
network. Following the network’s training, it displays the
performance plot, confusion matrix, and error histogram plot.
In [19], a pixel’s intensity in relation to its surrounding pixels
throughout the entire image is measured as contrast. The basis
for contrast in visual observations of the real world is how the
colour and brightness of an object change in comparison to
other objects in the frame of reference. A constant image has
a contrast value of 0.

III. MATERIALS AND METHODS

In this work, we concentrate on monitoring humidity, tem-
perature, and water flow to know the environmental conditions
of the crop field with the help of IoT sensors connected to the
server. In addition, the work involves the early detection of
plant leaf diseases by capturing images periodically with the
proper deployment of cameras and applying image processing
techniques. Our work mainly contributes two-fold: Initially, a
standalone system for monitoring and irrigation, as shown in
Fig. 3. Second, the analysis and detection for plant leaf disease
as shown in Fig. 4. Different sensors such as soil moisture,
temperature, and camera are used to detect diseases on a leaf.
Data from sensors is collected and transmitted to NodeMCU
via wired or wireless devices. Data are checked and matched
to the ideal data values such as temperature, humidity, and
soil moisture on the server-side (Cloud database). If there is a
discrepancy in the threshold value, send the notification on the
mobile or website to the farmer. In the webpage and farmer,
the output of the sensors is generated.

A. NodeMCU

NodeMCU is an IoT platform open source. The ESP-12
module includes both firmware that operates on the ESP 8266
Wi-Fi SoC and hardware. A 32-bit RISC CPU is clocked at
80 MHz and supports up to 16MB external flash storage for
a significant RAM supplement. Thanks to its small size and
built-in Wi-Fi capability, the gadget is particularly ideal for
IoT applications.

B. DHT11 Temperature and Humidity Sensor

For hotness measurement and environmental impact, a
temperature sensor is utilized. Humidity is the amount of water

vapour in the air that the hygrometer can measure. For this, we
used the DHT11 sensor, which can measure the temperature
and humidity data. This sensor has compactness and operates
at low voltages of 2.2V, and draws a few mA currents, thus
suited for all temperatures and humidity conditions at a long
transmission distance of 20m.

C. Water Flow Sensor

The water flow sensor has a plastic valve design, a Hall
Effect sensor and a water rotor. The motion of the rotor with a
changing rate of flow alters as the water flows along with the
rotor rolling unit for each revolution. The process of recording
the output 5 to 6 pulses for every litre of liquid that flows for
60secs. In this current work, we used a water flow sensor with
a 20mm diameter and water pressure of 1.75 MPa and a flow
range of 1 25L per minute.

D. Soil Moisture Sensor

Understanding the soil moisture in our fields is critical for
optimal irrigation scheduling for precision irrigation. That’s
why we use intelligent and precise soil moisture sensors, which
may be used to water our plants just when they’re dry, avoid-
ing over-or under-watering. A standard soil moisture sensor
consists of two parts: A fork-shaped probe with two bare
conductors inserted into the soil or anywhere else that water
content is to be recorded. As previously stated, it operates
as a variable resistor, with resistance that varies depending
on soil moisture. An electronic module is also included with
the sensor, which couples the probe to the NodeMCU. The
module generates an output voltage based on the probe’s
resistance and provides access via an Analog Output (AO) pin.
The module comes with a built potentiometer for adjusting
the digital output’s sensitivity. Using a potentiometer, we can
configure a threshold setpoint such that when the moisture
level is above the predefined threshold, the module will output
level ‘0’ (LOW), otherwise ‘1’. (HIGH). This design is highly
beneficial when we want to initiate an action when a given
limit is met. We can, for instance, activate a relay to start
pumping water when the moisture level in the soil reaches a
certain level.

E. VGA Camera Module

The operation of the installed camera in the crop field
permits regular access with a 24-7 clock visual display of the
crop field and plant conditions. A compact image sensor, low
voltage module ‘OV7670 Camera’ allows a single chip, a VGA
camera and an image processor to complete. The sensor can
deliver the full-frame, samples, and different resolutions of
up to eight data bits with SCCB bus controls. With the VGA
image that has been inserted, it is possible to obtain frame rates
of up to 30 frames per second. It takes the leaf images with
high resolution in a suitable format that may be extensively
controlled and effectively measured. This procedure includes
image processing features, including the white balance and
correction in saturation levels interface. SCCB programming
interface.
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F. Disease Detection Framework

This subsection shows how the leaf diseases detection
process can be done on leaf dataset images by applying
image processing operations using Matlab application. All the
gathered images are in RGB format.

G. Image Acquisition

The camera captures the images of the plant leaf. In RGB
(Red, Green and Blue), this image has been generated. For the
RGB image, a colour transformation structure is constructed,
and a device-independent colour transformation is performed
to the design of colour transformation.

H. Image Pre-Processing

Different preprocessing methods are proposed to eliminate
noise from the image or other object removal. Cropping of the
image, i.e. leaf image, to get the region of interest (ROI) of the
image relevant. Image smoothing is done with filter smoothing.
Enhance the effectiveness to increase the contrast. The RGB
images are converted into grey images by the equation (1).

f(x) = 0.2989 ∗R+ 0.5870 ∗G+ 0.114. ∗B (1)

The histogram equalization that distributes the image in-
tensities is then applied to improve images of plant disease.
Intensity levels are distributed by a cumulative distribution
function [20].

I. Image Segmentation

Segmentation implies dividing the image into different
parts or with certain similarities. Segmentation can be per-
formed with several approaches such as Otsu, k-means, RGB-
image conversion in HIS, etc.

J. Segmentation using Boundary and Spot Detection Algo-
rithm

The image of RGB is transformed into a HIS segmentation
model. Identifying the boundary and spots helps discover the
part of the infected leaf [21]. In this current study, the 8-
pixel connection is considered for boundary detection, and the
algorithm for boundary detection is used.

K. Adaptive K-Means Clustering Algorithm (AK-Means)

This approach uses the maximum connected domain tech-
nique for the K-means segmentation method to determine K
values. After many tests, the K value ranges typically from 2 to
5. The K-means strategy solves the problem of “Maximization
of Expectations” to apply the assignment mechanism to the
necessary information points for the closest cluster, as shown
in equation (2). We can also observe from equation (4), that
when the data points belong to a cluster of xi, they belong
to other clusters of k. Likewise, µj term denotes explicitly
cluster centre xi. Interestingly, for the sake of closed clusters,
we used Adaptive K-Means for the clustering process of leaf
images which are unhealthy for further processing.

C =

y∑
i=1

z∑
j=1

wijx
i − µ2

j (2)

∂C

∂wij
= sumy

i=1

z∑
j=1

xi − µ2
j (3)

wij =

{1ifk=argminix
i−µ2

j

0else

(4)

Fig. 3. Overview of Automated Monitoring and Irrigation System Hardware
Design Architecture.

L. Feature Extraction

The extraction of features is a crucial element in object
identification. The images were then removed by the Color
Co-occurrence Method (CCM). The images were taken. The
CCM consists of a matrix of pixel values distributed in the
same way by the images at the provided offsets (grey scales
or colours) in eq. (9). The features that can be employed to
diagnose plant diseases are colour, texture, morphology, edges,
etc. This method takes into consideration both colour and
texture to create a unique image. The RGB is transformed
to HSI translation for this purpose.

H =

{θifB<G

360−θ,B>G

(5)

S = 1− 3

(R+G+B)
[min (R,G,B)] (6)

I =
1

3
(R+G+B) (7)

The CCM approach employs SGDMs in which the CCM
grey level is applied for doing the sampling process. The grey
level is sampled in a way that is mainly associated with the
other grey levels.

(p, q) =

n∑
x=1

m∑
y=1

{ifl(x,y)=p,

1, l (x+∆x, y +∆y = q)0else

(8)

www.ijacsa.thesai.org 822 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 13, No. 7, 2022

Fig. 4. Plant Leaf Disease Detection Process.

M. Leaf Color Extraction using H and B Components

Using an anisotropic diffusion approach, the input image
is improved to preserve information of affected pixels before
colour is separated from the base [22]. H and B components
from the colour space of HIS and LAB are considered to
discriminate between the grape leaf and the non-grape leaf.

N. Classification

After extracting features, the learning images from the
learning database are classified using two separate machine
learning algorithms: support vector machine and extreme learn-
ing machine. In addition, the SVM was used with two different
kernels, linear and polynomial.

O. Support Vector Machine

The SVM supports a binary classifier that falls under
machine learning. SVM is a binary classifier. The learning
model is supervised and examines classification and regression
data. Consequently, the most efficient hyperplanes selected
for the SVM Classifier have been chosen, separating every
input sample into two classes based on the two-class binary
classification issue.

X =

{(
y1, z1

)
,
(
y2, z2

)
, ., (xn, yn)

}
(9)

The classification line is derived as:

X (n) = (w, n) + a (10)

where z denotes X class label, and n is the high dimensional
space-represented sample vector. The equation of the classifi-
cation line is achieved with the help of w and a parameter. This
work used 150 images of 5 different kinds of leaves to develop
the SVM-based supervised machine learning classification
with two different kernels. The test images of the NodeMCU
and the camera were used to investigate the performance of
the specified classifiers after the training procedure.

P. Proposed Multihidden-Layer ELML (MELM)

Fig. 5 illustrates the structure of the MELM (choose,
for instance, the 3-level hidden layer ELM). Fig. 6 shows
the workflow of the 3-level hidden layers using the
MELM approach. To train the network, we provided
the samples

{
X,T

}
=

{
xi, ti

}
(i = 1, 2, 3, ..., Q) and

constructed the network topology with hidden layers
(therearethreelayersineachofwhichhashiddenneurons)
with activation function g (x). Input layer, three hidden
layers and output layer are available for the 3 level hidden
layer structure of ELM. In this present work, we used three
hidden layers placed with each other as two hidden layers.
Thus the weight matrix βnew can be obtained from the
second and output layers of the network. We can employ β
weights, which enhance the overall ability of the network,
depending on the number of actual samples. Then the MELM
divides the previously combined three hidden levels and has
three hidden layers for the MELM structure. This allows
the predicted results of the third hidden layer H3 = tβ+

new
The β+

new weight matrix is generalized inversely. The third
MELM denotes the required matrix WHE1 = [B2W2]
allows for the calculation of the formula (12) and formula
H3 = g (H2W2 +B2) = g (WHE1HE1) acquired by the
parameters of the third layer.

WHE1 = g−1 (H3)H
1
E1 (11)

While H2 denotes the second layer actual output, W2

denotes the weight present in the second and the third hidden
layer, B2 denotes the third layer biasing factor, and H+

E1
denotes the inverse of the HE1 = [1H2]

T generation T, 1
is a one-column size Q vector with scalar unit elements 1.
The g−1 (x) notation denotes the opposite of g (x) activation
function. We use several activation functions for classification
and regression to test the performance of the proposed MELM
algorithm. We generally use the g (x) = 1

(1+e−x) logistic
sigmoid function. This determines the actual output of the third
hidden layer:

H4 = g (WHE1HE1) (12)

Finally, the output new weights matrix βnew can be
obtained from the third hidden and the output layer, the
computation is as follows: If the number of hidden layer
neurons is lower than the number of training samples β can
be indicated as continues to follow:

βnew =

(
1

λ
+HT

4 H4

)−

1HT
4 T (13)
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Fig. 5. Network Layers with 3-Level ELM

Fig. 6. The Workflow of the 3-Level Hidden-Layer of the ELM.

If the number of neurons in the hidden layer exceeds the
number of training data, β is the following:

βnew = HT
4

(
1

λ
+HT

4 H4

)−

1T (14)

The actual output of the ELM network with three hidden
levels can be described below:

f (x) = H4βnew (15)

The operation phase is adjusting the network structural
parameters from the second hidden layer to guarantee for Final
hidden layer output be close to the estimated hidden layer
performance for the total training time. Above is the estimated
parameter for the ELM network of 3-level hidden layers, but
our present work is intended to compute the ELM network
variables from the multiple hidden layers and the final output
of the MELM underlying network. The actual output of the
ELM network of three hidden layers is as follows:

f (x) = H4βnew (16)

The operation process optimises the network structure
terms from the second hidden level to ensure that the actual

hidden layer result is close to the estimated hidden layer output
during the complete training time.

IV. RESULTS AND DISCUSSION

In this study, the testing prototype and detecting plant
leaf diseases are two phases of execution. The experimental
prototype consists of the primary configuration and functioning
of hardware components for necessary applications. Likewise,
the analysis of plant leaf diseases detecting diseases from
the images of the leaf dataset in question. There are two
parts of system design, the primary is the sensor monitoring
process, and the secondary is to predict the leaf diseases. The
heart of the architecture is the NodeMCU microcontroller. The
sensors are connected to the microcontroller, and gathered
data is sent to the controller and received data will be further
processed by the Matlab application for leaf disease detection.
The sensors must capture the current environmental data. The
early diagnosis of a disease depends on the image captured
from the actual crop field using the MATLAB simulation tool.
These images are the test cases for the identification process
of plant disease.

A. Evaluation

The evaluation involves implementing a system of envi-
ronmental monitoring sensors, including a software package
required for deployed VGA cameras in the crop field to
have precise agriculture for farmers. Database Description:
The databases comprise 237 plant disease images from the
leaf. The two most excellent plant disease image database
websites collect five categories of images affected. Arkansas
Plant Database and Reddit Plant Leaf Data Sets [14] [15] are
used to acquiring images of diseases affected. Fig. 7 shows
sample images of each form of plants leaf disease.

B. Evaluation of Segmentation

Two parts address the result section: first is the output
of the segmentation of leaf diseases and the performance
comparison of the segmentation in different parameters. The
second part is detecting diseases from the collected images
of the leaf dataset for the MELM and SVM classifications.
For performance evaluation between the MELM segmentation
output and the manual segmentation output, the Dice similarity
coefficient (DSC), the mean square error (MSE) and the
structural similarity index measure (SSIM) parameters were
determined.

For the ten leaf samples, the average performance of the
segmentation output, as shown in Table I, illustrates that the
three parameters are acceptable for leaf disease detection.

TABLE I. PERFORMANCE PARAMETER VALUES OF THE SEGMENTATION
RESULT

Disease Type DSC MSE SSIM
Alternaria Alternata 0.97 0.014 0.97

Anthracnose 0.98 0.021 0.98
Bacterial Blight 0.95 0.047 0.96

Leaf Spot 0.96 0.011 0.94
Healthy 0.97 0.010 0.99
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Fig. 7. Sample Images from the Database of Plant Disease: (a) Alternaria
Alternata (b) Anthracnose (c) Bacterial Blight (d) Leaf Spot (e) Healthy

Fig. 8. Segmentation Result of the Parameters DSC and SSIM.

Fig. 8 shows that good segmentation with the proposed
MELM techinique for five types of plant diseases having high
DSC and SSIM values.

Fig. 9. Segmentation Result of the Parameter MSE of Two Classifiers

Fig. 9 illustrates good segmentation of five classes of
plantation diseases with the minimum MSE values by the
proposed MELM technique when SVM is poorly functioning
owing to overfitting.Table II shows that the proposed MELM
classification performs in classifying leaf diseases with other
available approaches.

TABLE II. PERFORMANCE PARAMETER VALUES OF THE CLASSIFICATION
RESULT OF TWO CLASSIFIERS

Disease Type KSVM Accuracy MELM Accuracy
Alternaria Alternata 98.28 99.12

Anthracnose 97.32 98.92
Bacterial Blight 96.21 98.31

Leaf Spot 97.81 98.21
Healthy 98.21 99.14

The performance was evaluated of the two classifying
models on the test data set, and the accuracy parameters for
the performance assessment were calculated. The test data
set includes 37 images with five different types of diseases.
Fig. 10 demonstrates that the average five-class performance
represents the average classification performance based on the
test dataset after the individual classification performance is
computed. The proposed multi hidden layers extreme machine
classification delivers good performance of 99.12 in the clas-
sification of leaf diseases in comparison to the Support Vector
Machine classification, which gives 98%.

V. CONCLUSION

The idea of detecting and monitoring leaf diseases of
environmental conditions and irrigation systems is put into
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Fig. 10. Comparison of Classification Result of the Two Classifiers.

practice. For successful cultivation of crops, the correct de-
tection and classification of the plant disease are crucial,
and this may be done with image processing. This present
study dealt explicitly with the adaptive K-Means clustering
technique via various techniques for segments of the diseased
part. This paper also explored several colour co-occurrence
and classification methods for extracting the features of the
diseased block and plant disease classification. The deployment
of Multihidden Extreme Learning Machines can be efficiently
employed for the classification of diseases in plants. The over-
all accuracy is considerably more significant for the multiple
classifications than the ELM network structure. The MELM
improves the network structure’s performance in certain in-
stances. In future, the data collected from Unmanned Ground
Vehicles and Unmanned Aerial Vehicles can be applied to
different ensemble algorithms.
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Abstract—Person re-identification has been an extremely chal-
lenging task in computer vision which has been seen as a success
with deep learning approaches. Despite successful models, there
are gaps in the form of unbalanced labels, poor resolution,
uncertain bounding box annotations, occlusions, and unlabelled
datasets. Previous methods applied deep learning approaches
based on feature representation, metric learning, and ranking
optimization. In this work, we propose Global Average Attention
Pooling (GAAP) on Resnet50 applied on four benchmark Re-ID
datasets for classification tasks. We also perform an extensive
evaluation on the proposed Attention module with different deep
learning pipelines as backbone architecture. The four benchmark
person Re-ID datasets used is Market-1501, RAiD, Partial-iLIDS,
and RPIfield. We computed cumulative matching characteristics
(CMC) and mean Average Precision (mAP) as the performance
evaluation parameters of the proposed against the state of the art.
The results obtained have shown that the added attention layer
has improved the overall recognition precision over the baselines.

Keywords—Person re-identification; attention network;
ResNet50; global average attention

I. INTRODUCTION

The goal of person re-identification (Pe-reID) is to identify
and fetch a random person across mutually exclusive camera
sources [1]. The objective of Pe-reID models is to determine
whether a given query person has reappeared in the frame at
a different point in time or in any other camera source at the
same point in time [2]. The given query of the person can
be an image [3], video [4] and also in text format describing
some attribute of the query person [5]. The application range
of Pe-reID spans surveillance systems with intelligence that
can provide automated feedback on people’s movements in
real-time.

The Pe-reID pipelines are made up of 5 different tasks.
They are arranged chronologically as data collection, bounding
box creation, training data annotations, model design and
person re-identification. According to [6], the above steps are
being considered as a closed world Pe-reID system where
the data is structured effectively during preparation. Whereas
the open-world Pe-reID system will operate on raw datasets
with no annotations and labels. Specifically, this work uses
the closed world approach to the Pe-reID problem. The closed
world setting is based on the following conditions:

1) Single modality video or image data has been used.

2) The annotations are fixed with persons in bounding
boxes with same area identities.

3) The query person is extracted from the training data.
4) Finally, there is enough training data from annotations

for supervised learning of person re-identification.

The above processes require expertise and domain knowl-
edge for transforming a video surveillance security problem
into a challenging person re-identification problem.

Pe-reID is still considered a super constrained problem.
This is due to multiple challenges such as background clutter,
low image resolution, poor image quality, partial occlusions,
uneven bounding box annotations, human-object interactions
[7], etc. Preliminary investigations on Pe-reID problems fo-
cused on the hand-crafted feature extraction methods such as
Histogram of Oriented Gradients (HOG) and Local Binary
Patterns (LBP). Similar Works considered body reconstruction
models and distance metric learning [8]. In the last decade,
the growth of AI-based approaches has captured the Pe-
reID problem and has subsequently proved its potential with
exceptionally good recognition accuracies across datasets [9].
However, the results obtained were nowhere close to the
requirements of a real-time deployment pipeline.

In this work, we propose to redesign the regular deep
learning approaches with additional layers to learn focused
attention. The proposed attention model is called the Global
Average Attention Pooling (GAAP) network. The GAAP
learns by averaging the features extracted from previous
convolutional layers in query, key and value channels. The
output of the GAAP network is used to select features that
contribute to making correct decisions about a given query
person. The attention block has been created based on the
non-local attention technique from [2] and the global average
pooling is initiated on the attention features to generate a
maximally discriminating learnable feature representation.

The proposed GAAP layers or block is integrated with the
existing benchmark deep networks such as VGG, ResNet and
Inception Net. All these models are trained from scratch on
four different types of Pe-reID image datasets. The evaluation
metrics used are Cumulative Matching Characteristics (CMC)
and mean Average Precision (mAP). The proposed GAAP
block is integrated at the last layer of the backbone networks
as against the previous works where it was added in the
primary layers. Experiments are designed to test and evaluate
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the GAAP block’s performance in the identification of people
in the test data.

The proposed GAAP integrated framework differs in three
major areas from the existing baselines:

1) The addition of an attention-based GAAP layer after
the convolutional layers in the backbone network
ensures a maximally discriminating of learnable fea-
tures for the dense layers.

2) The global average pooling is performed to mobilize
feature space obtained from a large set of convolu-
tional filters into a singular feature representation.

3) An attempt is made to validate the proposed GAAP
integrated deep learning framework with cross dataset
testing.

To develop the proposed GAAP block for Pe-reID problem,
we propose the following objectives:

1) To restructure the datasets into training, testing and
validation sets as input to the backbone networks with
an integrated GAAP block.

2) To train the deep learning pipelines with an integrated
GAAP layer and evaluate their performance.

3) To construct experiments for validating the proposed
model.

The rest of the paper is organized as follows. The next
section presents previous research performed on person re-
identification problems. The third section gives an elaborated
discussion on the construction, training and testing of the
integrated GAAP network with backbone architectures. Exper-
iments were built for validation and the obtained results are
analyzed expensively for characterizing the model pipelines for
Pe-reID. Finally, Section 5 concludes on the attained research
outcomes with future direction.

II. LITERATURE REVIEW

Remarkably, the closed world Pe-reID problem [6] has
been acknowledged previously through the following compo-
sitions: 1) Feature representational learning, 2) metric learn-
ing and 3) ranking optimization. In this section, we discuss
the above approaches and their underlying research findings
with their capabilities for providing better Pe-reID solutions.
Feature representation learning has been implemented with
three derivatives such as global, local and auxiliary. The global
features represent the whole person’s image for learning [10].
Contrastingly, the local feature learning approaches use parts
of the image as input to the extraction algorithm [11]. However,
in auxiliary feature representation, data generation models such
as Generative Adversarial Networks (GAN) are used to learn
variations in the existing datasets. The features of the entire
person image are learned in the global feature representation
model. These models used powerful deep learning architec-
tures as a classifier for the identification of persons. A set
of highly discriminating features were captured with single
image representation and cross image representation on triplet
loss embedding [12]. The other most popular Pe-reID models
treated it as a multi-class classification problem [13] and
multi-scale representation problem [14]. Though global feature
representation learning has leveraged its full potential for
giving good accuracies, it suffered from overfitting problems.

The overfitting problem occurred in global feature rep-
resentation as the network learned mostly the background
information rather than focusing on the person of interest.
The global features also have an image misalignment problem
that is induced because of the multiple views and person
orientations in the training images. Part-based local feature rep-
resentation has been proposed to overcome the misalignment
and overfitting problems in global features. Two mechanisms
were formulated in the form of pose-based [15] and rough
horizontal-based [16] body part detection for training. In the
automated body part detection models, the full body and
part features were fused together for classification. Especially,
part base local feature representation models such as multi-
channel aggression [13], multi-scale context-aware convolu-
tions [14], multi-stage feature decomposition [2], and bilinear
pooling [3] have shown expedient performance. Moreover,
the performance has been enhanced further by pose-driven
[17] and pose-guided matching [18] methods. However, in
horizontally divided part-based models, the part-based con-
ventional baseline [18] has served as a building platform for
part-based Siamese long short-term memory (LSTM) networks
[3]. Other highly accurate models such as Interaction and
Aggregated (IA) [19], and second-order nonlocal attention [3]
have used reinforced feature learning approaches. The local
feature representation learning approaches are limited by the
use of noisy pose estimations and large background clutter.
Some of the problems associated with both global and part-
based feature learning models were maneuvered efficiently by
using additional attributes in the training data. These additional
attributes are generative datasets [3], semantic representations
[20], viewpoint data [17] and data augmentation [18]. The
above auxiliary features are found to provide additional data
samples for training, which greatly enhanced their ability to
identify persons. However, these auxiliaries are computation-
ally expensive and required an additional pre-processing stage
for input pairing.

Apart from image-based Pe-reID methods, some recent
works have used video-based inputs to relocate a person in
the multi-view video frames. Though the video representation
has more information in the form of both spatial and tem-
poral data, they fail to capture them accurately due to the
unpredictable nature of the persons appearing in the video
sequences. Predominantly, recurrent neural networks (RNN)
were proposed to capture the temporal information [21] with
a temporal pooling layer at the end of RNN. Mixed attributes
of spatial and temporal information using sequential fusion are
used to enumerate the frame-level feature representations for
improved recognition [22]. A varying length video sequence
is considered challenging in most video-based applications. In
[19], long video sequences are divided into tiny snippets and
are ranked in descending order to learn the compact embedding
from the top – K segments.

In most of the works on Pe-reID, the backbone architecture
is similar to that of the standard ones used for image classi-
fication tasks such as VGG-16 and ResNet50. Few works on
Pe-reID have modified the ResNet backbone by introducing
size 1 in the last convolutional layer or by adding adaptive
average pooling in the last pooling layer [23]. However, a
tremendous amount of design time can be curtailed by adopting
AutoML models for Pe-reID as shown in [20]. The primary
objective of all the above-discussed models is to improve
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the identification accuracy of the person. One such model
which has improved the performance of the Pe-reID deep
learning methods is deep metric learning (DML) [24]. The
DML uses a metric loss function to calculate the distance
between the features from within the class and between classes
during training for generating a maximally discriminant feature
vector for classification in the dense layers. The identity loss
has been widely studied in multiple Pe-reId methods than
any other models. The other type of DML model that has
indeed improved the performance of the Pe-reID is triplet loss
embedding, which starts by computing the distance between
the positive class pairs and negative class pairs. The learning
is initiated by maximizing the distance between the negative
pairs and minimizing it between the positive pairs. The only
shortcoming is during the pre-processing stage where the
pairing process is performed between the samples from within
the class and across classes. Moreover, this pairing complexity
increases with the increase in the number of samples per class
or an increase in the number of classes itself. Similar to the
above DML model, ranking optimization has been shown to
improve retrieval efficiency during the testing phase [25]. Very
recently, attention-based models [2] have been shown to further
strengthen the efficiency of Pe-reID models.

In this work, we propose a global average attention pooling
(GAAP) layer at the end of the convolutional layers in ResNet
backbone architectures and evaluate its performance against
state-of-the-art models. We evaluate the importance of the
proposed GAAP against various attention models and across
two popular backbone architectures VGG and ResNet. Finally,
we conclude by reasoning the significance of the GAAP layer
in Pe-reID implementation through experimentation.

III. METHODOLOGY: RANK VIEW TRIPLET LOSS
EMBEDDING

Learning in Pe-reID is accomplished with D data samples
XPe−reID = {xi, yi} ∀ i = 1 to D with the goal of finding
a mapping function between input xi and their corresponding
labels yi. The objective of the Pe-reID deep learning neural
networks is to learn a mapping function θ : XPe−reID 7→ F
that transforms the combined feature space XPe−reID into
F , in which the samples are highly discriminative. Given a
set of test images TPe reID, the learned mapping function
θ will try to project the test images into constituent labels.
The testing images and training images in this case are totally
nonoverlapping. The primary challenge in the above model is
in the learning process of the mapping function θ which in
the previous works has been a simple image classifier. The
mapping function in case of Pe-reID has to adapt to varying
and insufficient training samples per class which results in
inconsistent loss parameters during the training process. To
regularize the loss function during training we propose to
induce an attention layer with global averaging pooling as an
architectural upgrade to the existing 50-layer ResNet model.
In this subsection, we present the complete Global Average
Attention Pooling (GAAP) network and deconstruct the entire
pipeline implementation in tensorflow2.3.

A. GAAP Architecture

Global Average Attention Pooling (GAAP) is a network
built on top of the existing ResNet50 model with an additional

4 layers. The first three layers in GAAP are convolutional
layers, and the last one is a pooling layer. The overall GAAP
model for Pe-reID has been illustrated in Fig. 1. A multiscale
architecture such as ResNet50 is being used as the backbone
network as it has become the state-of-the-art model in many
previous works [14]. The proposed attention model has effec-
tively shown to fuse the low level and high-level features to
isolate the features of importance within a class label. The
attention features are further averaged globally to regenerate a
highly discriminative feature map for a particular class label.
The model is end–to–end trained on the classification loss
function only, which is categorical cross-entropy.

Fig. 1. Global Average Attention Pooling Network Illustration for Person
Re-Identification.

The mark of a good person reidentification model is
to retrieve accurately the query person image that closely
matches the sample images in the class label. However, the
previous models used different loss functions to attain close
matches between the quey and training images. The two
most commonly used loss functions are contrastive and triplet
loss. The implementation of these loss functions requires
enormous computation resources for training. The proposed
GAAP attention framework adds only four layers to the
existing network and therefore occupies uses comparatively
lesser computational resources. Moreover, the total parameters
of the GAAP architecture are lesser than the metric learning
models.

The model in Fig. 1 takes input images in training data and
transform them into features. The backbone network is Resnet
with 50 layers with skip connections.The appearance images
An (x) ∀ n = 1 to N is divided into a length of N samples
per class, the appearance sequence is a multidimensional tensor
represented as A ∈ Rr×c×3. Here, (r, c) are RGB image height
and width in three color channels. Since the GPU capacity
is 8GB, the images are standardized to 128×64×3 across
all datasets. This becomes the input to the RGB appearance
stream SA → An (None, x, y, c). The SA stream is made
from backbone ResNet consisting of multiple convolutional,
maximum pooling with rectified linear activations and batch
normalization layers. There is no padding in convolutional
layers. This SA stream will extract features from A using the
trainable parameters ΘSA

by optimizing the loss function LSA

on the entire dataset

ΘSA
= argmin

ΘSA

LSA
(ΘSA

: A (x) , y) (1)

Here y denotes the class labels. The SA stream is optimized
using the categorical cross-entropy loss LSA

defined as

LSA
= −

C∑
i=1

(yi × log (yi) + (1− yi)× log (1− yi)) (2)
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The trained model M(ΘSA
) will output at the end of ith

convolutional layer with jth appearance feature map by using
the expression

F
ij
A

(x, y) = fa

(∑
p

r−1∑
n=0

c−1∑
m=0

(
W

nm
ijp ∗ A(i−1)p (x + n, y + m)

)
+ bij

)
(3)

Where, A is the person image and fa is the activation
function. Wnm

ijp are the weights at position (n,m) associated
with pth feature map in the (i− 1)

th layer of the CNN
ResNet50 network. The parameter bij is the bias associated
with each of the neurons. Eq’n (3) depicts the convolutional
operation between the images and the weight matrix, which
is updated sequentially during training of the network. The
output RGB appearance features has the dimension FA ∈
Rrj×cj×3×C . Here, C is the channels or filter kernels applied
in jth convolutional layer. These features are further processed
using the attention layers before being applied to the dense
layers for classification.

B. Attention Layers and Global Average Pooling (GAAP At-
tention Module)

The proposed attention layers are shown in Fig. 2. The
proposed model is inspired by self-attention in [11]. It consists
of four 1×1 convolutional layers with stride 1 and one residual
connection to preserve the original feature encodings. The dot
product enhances the features that are important and discards
the others that are least useful in the decision process. This
allows the features to concentrate on the areas of the pixels
that are highly discriminative in nature. The difference between
self-attention in [12] and the proposed in Fig. 2 is that the
latter takes input from different features within the class for
computing the attention maps. Contrastingly, the self-attention
model uses the same features of a single sample to calculate
the attention map. The attention map in out proposed model
is calculated between the F i

A (x, y)of ith feature of an image
Ai in a class and the F j

A (x, y) of the jth feature of the same
image in the class. These features are obtained from the learned
backbone network. This enables the network to learn similar
appearances across the same image with different features
computed using the learned filters in the feature mapping
network. The proposed cross-feature attention (CFA) is defined
as

CFA (fi) = softmax

(
αQi.K

T
i + (1− α)QjK

T
j√

dk

)
.Vi

(4)

Where i, j ∈ 1, ..., J , with J is the number of filters in the
convolutional layers and α = 0.5 is the set hyperparameter for
all the layers. The (Q,K, V ) are the query, key and value as
three convolutional layers in the Fig. 2.

The dot product enhances the features that are important
and discards the others that are The weighted sum of features
are obtained from all possible positions using the following
learning model.

ai = Wa × θ
(
f i
A

)
+ f i

A (5)

Where, ai is the attention maps obtained from the learned
Wa with parameters θ of the network. The +f i

A is the residual

Fig. 2. Attention Layers and its Architecture.

connection. Finally, to capture the domain specific features, we
apply global average pooling instead of maximum pooling used
regularly. The global average pooling of attention features is
formulated as

fga = [f1, f2, ......, fK ]
T
=

 1

|Fk|
∑

fi∈Fk

fi

 (6)

Where, FK is the total number of features in the feature
maps with K features. fk represents feature maps which
are learned by the backbone and attention layers in the Pe-
reID pipeline using the backpropagation algorithm. Finally, the
backbone Resnet50 is presented in Fig. 3.

Fig. 3. The ResNet50 Architecture used as Backbone Network in the
Proposed GAAP Model

Finally, the combined loss of the entire GAAP network is
computed as

LGAAP =

itr∑
i=1

LSA
(Θ (Ai (x) ; θ) , yi) (7)

Where, Θ is the trainable parameters of Resnet50 and θ
are the learnable parameters of the attention network. The final
feature representation is learned by minimizing the categorical
cross entropy function LSA

for classification. During testing
only Ai (x) are used for inferencing the trained model.
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IV. RESULTS AND DISCUSSION

The four benchmark person Re-ID datasets used in this
work are Market-1501, RAiD, Partial-iLIDS and RPIfield. We
evaluated the performance of the proposed method using the
following parameters, computed cumulative matching charac-
teristics (CMC) and mean Average Precision (mAP). This sec-
tion gives details about the benchmark person re-identification
datasets used for evaluation, the model configuration set for
training and testing with in-depth assessment of attention
framework.

A. Datasets for Pe-reID

This work has conducted extensive experimentation on
four popular benchmark datasets, Market-1501 [1], RAiD
[26], Partial-iLIDS [16] and RPIfield [27]. Market-1501 is
the largest person re-identification image dataset containing
1501 identities captured with six camera angles and 32,668
bounding box persons that are annotated with deformable
part model pedestrian detector. An average of 3.6 images are
obtained per person per viewpoint. The training and testing sets
have 750 and 751 classes respectively with 3368 additional
query images. In this work, we train the model with 750
image classes and test with 750 classes. The training set is
split into 15% validation. The image resolution is 128×64.
Few training samples of the Market – 1501 are shown in
Fig. 4. RAiD is developed in 2014 which has multiple person
trajectories recorded using four static camera views. The data
is primarily focused on persons on sidewalks and crosswalks.
The images in the dataset appear cleaner in the background
when compared to the other datasets used in this work. The
RAiD dataset has 43 classes with 6290 image samples that
are split into 0.7:0.15:0.15 for training, validation and testing.
The image resolution is 128×64. Partial iLIDS has occluded
person re-identification samples from 476 images from 119
classes. It contains four camera views with a varying resolution
of the hand cropped images from the surveillance video data.
However, the proposed work has set the resolution of all the
images in the dataset as 128×64×3. The occlusions in the
images are due to another person or luggage. The RPIfield
is constituted in 2018 with 112 class identities with 12 non-
overlapping camera viewpoints having 601581 samples is
being shown in Fig. 4. The images are annotated using fast
pyramid features for bounding box detection which is the
reason for multiple resolutions across the dataset. However,
the proposed work has normalized the use of image resolution
to 128×64 across all the datasets and subsequently across the
models used in this work.

B. Model Configuration

For feature extraction we selected three Resent models as
the backbone for feature extraction. The first was tiny ResNet-
18 with the attention layers added before the dense layers.
This model was used to train the model in a lightweight
configuration for real time implementation. The feature ex-
traction process was handled with the help of 8 convolution
layers in ResNet-18. Similarly, we applied ResNet-34 with 32
and ResNet-50 with 48 convolutional layers each for feature
extraction respectively. The ResNet-50 is deep with added 1×1
convolutions to preserve the input features and decrease the
dimensionality of the feature vector. We also included the

Fig. 4. Samples from Market – 1501 Dataset.

popular VGG – 16 and – 19 models to analyse the real time
deployability as these models are highly recommended in this
regard. To evaluate our proposed ResNet with attention layers,
we adopted categorical cross entropy loss for optimization
with Adam optimizer. This has resulted in providing level
playing comparisons with the previous works. In the next
subsection, evaluation protocols for the proposed model are
being formulated.

C. Model Evaluation Protocols

All the backbone networks and the associated layers are
trained from scratch on the benchmark datasets used in this
work. Weights and biases were initialized using the standard
zero mean 0.01 variance gaussian distribution function at the
start of every training session. The network learns by updating
weights and biases by optimizing the gradient losses that are
backpropagated in reverse. The other training initialized hy-
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perparameters would be learning rate, activations, momentum
factor, frame dimensions, number of epochs, learning rate
decay and minimum allowable loss of the trained classifier.
The training set in each class is unbalanced in all the datasets
and no attempt has been made to normalize the sample images
in each class. However, data augmentation has been initiated
on each image to increase the size of the dataset. Four types
of augmentation were applied in the form of horizontal and
vertical shifts, zoom and crop as shown in Fig. 5. The batch
size was selected as 32 which means that there will be 32
images per training batch in each episode. The GAAP model
with ResNet – 50 backbone was initialized with a learning rate
of 0.0001 with a decay of 10% whenever the validation loss
became constant for more than 4 epochs. The other backbones
of ResNet were initialized with a higher learning rate to
compensate for the lesser depth in features. The momentum
factor has been considered as 0.8 across all networks and
databases. The average number of training epochs were set
at 25. Since the structure of the datasets has been unbalanced
in the sample size, the image resolution is kept constant at
128×64 along with all other training initializers to maintain
balanced evaluation.

Unseen training samples were used for testing the proposed
GAAP network. The SoftMax outputs provide a statistical
measure of the probability distribution of the test person image
that closely matches the labels in the trained class. Here, we
evaluate the global average pooling network with attached
attention layers and their impact on the overall performance
of the network across all datasets. Finally, we compare the
proposed GAAP model with other Pe-reID methods and also
perform a detailed ablation study to analyse the behaviour of
the model under various test loads. All the models were trained
and test on 8GB Nvidia A-4000 series with 16GB memory.
The implementation has been done in TensorFlow and Keras
packages.

D. Evaluation of the Proposed GAAP Model

The evaluation of the proposed method is conducted by
calculation of cumulative matching characteristics (CMC) and
mean Average Precision (mAP) across the training dataset.
We computed single- and five-fold cross testing on all the
datasets. We designed five backbone architectures to evaluate
the models performance in identification of a person under
various circumstances. Table I provides the results on all
benchmark datasets with five backbone networks: VGG-16,
VGG-19, ResNet-18, ResNet-34 and ResNet-50. The larger
versions of ResNet such as ResNet-101 and ResNet-150 were
not trained due to the GPU hardware insufficiency.

All the backbone networks were trained on exactly similar
protocols as discussed in previous sections. The above table
shows that VGG has failed to take advantage of the attention
layers attached after the feature extraction convolutional layers.
The reason for underperformance by VGG when compared
to ResNet is the missing residual connections in the former
model. The residual connections make the ResNet models
to avoid overfitting and vanishing or exploding gradients
problems. As the networks get deeper, the deep layers may
sometimes get zero gradients as input which contributes to
faulty decision making on the class labels. The success of
ResNet – 50 is attributed to the fact that network is made

Fig. 5. Samples from RPIfield Pe-reID Dataset.

deeper by adding 1×1 convolutions that help increase the
feature quality and reduce the dimensionality.

The results are as expected, and the overall recognition
rate mRA with ResNet – 50 was averaged around 91.2%
after 5-fold repetition. This is better than the other Pe-reID
recognition frameworks in table I by an average of around
10%. The reason lies in the residual connections in ResNet - 50
and added attention module that highlighted the relationships
between within-class samples to drive the appearance of the
person in multiple cameras. RPIfield dataset has been shown
to have maximum test accuracy due to the presence of large
training data in all the considered datasets. In the next section,
we evaluate the importance of the attention module.

E. Evaluation of Attention Layers

Table II shows the computed parameters on the test data
with attention layers and without attention layers. The results
show that the there is a 30% increase in network confidence
for recognition with the proposed GAAP architecture when
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TABLE I. EVALUATION OF THE GAAP MODEL ON BENCHMARK
DATASETS WITH DIFFERENT BACKBONE NETWORKS

Backbone Networks
Trained in GAAP Pe-reID Datasets mRA CMC

1 - Fold 5 - Fold 1 - Fold 5 - Fold

VGG - 16

Market-1501 0.731 0.776 0.727 0.746
RAiD 0.743 0.788 0.732 0.752
Partial-iLIDS 0.705 0.696 0.713 0.701
RPIfield 0.741 0.81 0.764 0.775

VGG - 19

Market-1501 0.716 0.721 0.741 0.713
RAiD 0.803 0.848 0.799 0.818
Partial-iLIDS 0.815 0.86 0.804 0.824
RPIfield 0.777 0.768 0.785 0.773

ResNet - 18

Market-1501 0.813 0.882 0.836 0.847
RAiD 0.788 0.793 0.813 0.785
Partial-iLIDS 0.84 0.885 0.836 0.855
RPIfield 0.852 0.897 0.841 0.861

ResNet - 34

Market-1501 0.814 0.805 0.822 0.81
RAiD 0.85 0.919 0.873 0.884
Partial-iLIDS 0.825 0.83 0.85 0.822
RPIfield 0.83 0.875 0.819 0.839

ResNet - 50

Market-1501 0.842 0.873 0.8 0.828
RAiD 0.828 0.897 0.851 0.862
Partial-iLIDS 0.803 0.808 0.828 0.8
RPIfield 0.867 0.912 0.863 0.882

compared to the traditional models. All the models are trained
using the same initial conditions as discussed in the Section
4.3. The big jump in the proposed model is due to the ability
of the network to train on the features that are important for
classification. The use of attention layers guarantees highly
discriminative features within a class label. In the next section,
we evaluate the global average pooing of attention features
against the traditional maximum pooling model used in previ-
ous works.

F. Evaluation of Global Average Pooling

Before evaluating the global average pooling layers in
GAAP architecture with backbone CNN models, we present
the attention maps obtained on Market – 1501 dataset with
ResNet – 50 backbone CNN model in Fig. 6. The figures
provide a visual confirmation of the concentration of features
used for training the dense layers in the GAAP pipeline for
recognition of persons in Market – 1501 dataset. We observed
similar kind of results across all other datasets used in this
work.

In the following Table III, we computed the performance
parameters CMC and mRA for the proposed global average
pooling and maximum pooling of attention features after the
convolutional layers in all the backbone networks used in
this work. The results show that the global average pooling
results in an 10 ±2% increase in performance of the backbone
network for recognition of persons when compared to the
traditional maximum pooling model. In the traditional max-
imum pooling model, the largest values in the feature space
on the batch size within a class label are pooled together for
training on the dense layers. This procedure generates outlier
features that are not concentrated on the person or object
of interest in the entire feature space at all times. Hence, it
is intuitive that the final feature space for dense layers may
possibly miss some of the prominent features necessary for
correct identification. This can be avoided by considering an
averaging feature space across a batch size within a class
label. Consequently, the global averaged features have shown
to exhibit the characteristics of all prominent regions of interest
across a batch size given a generalized representation of the

Fig. 6. Data Augmentation Applied on Market – 1501 Dataset.

person across the class label. This is observable in the Fig.
7 visualization of attention regions projected on the original
images of Market – 1501 dataset. Finally, we compare our
proposed GAAP with ResNet – 50 backbone with the state –
of – the – art methods for Pe-reID on the benchmark datasets
in the following section.

Fig. 7. Attention Maps Obtained from the Proposed GAAP Architecture on
ResNet – 50 Backbone CNN Model.

G. Comparison with the State-of-the-Art Pe-reID Methods

This section draws comparisons of different Pe-reID meth-
ods against the proposed GAAP architecture. As can be ob-
served from the above analysis that the ResNet – 50 backbone
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TABLE II. PERFORMANCE EVALUATION OF THE SELECTED BACKBONE NETWORKS ON PE-REID DATASETS WITH AND WITHOUT ATTENTION LAYERS

Classifiers Datasets
With Attention Layers (GAAP) Without Attention Layers
mRA CMC mRA CMC

1 - Fold 5 - Fold 1 - Fold 5 - Fold 1 - Fold 5 - Fold 1 - Fold 5 - Fold

VGG - 16

Market-1501 0.731 0.776 0.727 0.746 0.504 0.489 0.497 0.499
RAiD 0.743 0.788 0.732 0.752 0.546 0.544 0.569 0.539
Partial-iLIDS 0.705 0.696 0.713 0.701 0.476 0.474 0.445 0.465
RPIfield 0.741 0.81 0.764 0.775 0.54 0.546 0.574 0.564

VGG - 19

Market-1501 0.716 0.721 0.741 0.713 0.521 0.508 0.51 0.504
RAiD 0.803 0.848 0.799 0.818 0.576 0.561 0.569 0.571
Partial-iLIDS 0.815 0.86 0.804 0.824 0.618 0.616 0.641 0.611
RPIfield 0.777 0.768 0.785 0.773 0.548 0.546 0.517 0.537

ResNet - 18

Market-1501 0.813 0.882 0.836 0.847 0.612 0.618 0.646 0.636
RAiD 0.788 0.793 0.813 0.785 0.593 0.58 0.582 0.576
Partial-iLIDS 0.84 0.885 0.836 0.855 0.613 0.598 0.606 0.608
RPIfield 0.852 0.897 0.841 0.861 0.655 0.653 0.678 0.648

ResNet - 34

Market-1501 0.814 0.805 0.822 0.81 0.585 0.583 0.554 0.574
RAiD 0.85 0.919 0.873 0.884 0.649 0.655 0.683 0.673
Partial-iLIDS 0.825 0.83 0.85 0.822 0.63 0.617 0.619 0.613
RPIfield 0.83 0.875 0.819 0.839 0.633 0.631 0.656 0.626

ResNet - 50

Market-1501 0.842 0.873 0.8 0.828 0.563 0.561 0.532 0.552
RAiD 0.828 0.897 0.851 0.862 0.627 0.633 0.661 0.651
Partial-iLIDS 0.803 0.808 0.828 0.8 0.608 0.595 0.597 0.591
RPIfield 0.867 0.912 0.863 0.882 0.64 0.625 0.633 0.635

TABLE III. COMPARATIVE ANALYSIS OF GLOBAL AVERAGE POOLING AND THE TRADITIONAL MAXIMUM POOLING OF ATTENTION FEATURES FOR
PE-REID TASKS

Classifiers Datasets
With Global Average of Attention Features (GAAP) With Maximum Pooling of Attention Features

mRA CMC mRA CMC
1 - Fold 5 - Fold 1 - Fold 5 - Fold 1 - Fold 5 - Fold 1 - Fold 5 - Fold

VGG - 16

Market-1501 0.731 0.776 0.727 0.746 0.628 0.613 0.621 0.623
RAiD 0.743 0.788 0.732 0.752 0.67 0.668 0.693 0.663
Partial-iLIDS 0.705 0.696 0.713 0.701 0.6 0.598 0.569 0.589
RPIfield 0.741 0.81 0.764 0.775 0.664 0.67 0.698 0.688

VGG - 19

Market-1501 0.716 0.721 0.741 0.713 0.645 0.632 0.634 0.628
RAiD 0.803 0.848 0.799 0.818 0.7 0.685 0.693 0.695
Partial-iLIDS 0.815 0.86 0.804 0.824 0.742 0.74 0.765 0.735
RPIfield 0.777 0.768 0.785 0.773 0.672 0.67 0.641 0.661

ResNet - 18

Market-1501 0.813 0.882 0.836 0.847 0.736 0.742 0.77 0.76
RAiD 0.788 0.793 0.813 0.785 0.717 0.704 0.706 0.7
Partial-iLIDS 0.84 0.885 0.836 0.855 0.737 0.722 0.73 0.732
RPIfield 0.852 0.897 0.841 0.861 0.779 0.777 0.802 0.772

ResNet - 34

Market-1501 0.814 0.805 0.822 0.81 0.709 0.707 0.678 0.698
RAiD 0.85 0.919 0.873 0.884 0.773 0.779 0.807 0.797
Partial-iLIDS 0.825 0.83 0.85 0.822 0.754 0.741 0.743 0.737
RPIfield 0.83 0.875 0.819 0.839 0.757 0.755 0.78 0.75

ResNet - 50

Market-1501 0.842 0.873 0.8 0.828 0.687 0.685 0.656 0.676
RAiD 0.828 0.897 0.851 0.862 0.751 0.757 0.785 0.775
Partial-iLIDS 0.803 0.808 0.828 0.8 0.732 0.719 0.721 0.715
RPIfield 0.867 0.912 0.863 0.882 0.764 0.749 0.757 0.759

has shown better performance when compared to other four
models. Table IV records the performance of the models on
benchmark datasets. All the models were trained from scratch
on the same 8GB GPU with 16GB memory under similar
initial conditions, except for the learning rate which has been
selected differently to avoid overfitting. The stopping criteria
is set as the flat validation error for more than 5 epochs and
after two times decrease in learning rate.

The works in table IV are based on supervised and unsuper-
vised methods that have clocked maximum mRA and CMC in
the literature. We also compared with attention-based methods
like AGW and the results show that the GAAP has indeed
performed better than the AGW. The proposed GAAP has
attention layers at the end of convolutional networks which
enables the model to generate attention features for dense
net classifier. However, the past attention-based methods used
attention inside the convolutional layers that failed to capture
the essential focused features for classification. We also found
that the proposed model trains faster than the previous most

popular triplet loss embedding with ResNet -50 backbone
network. Fig. 8 and 9 shows the training accuracies and loss
plots on Market – 1501 dataset for GAAP and DML with
triplet loss respectively. Overall, our proposed GAAP model
have shown good performance on RIPfiled Pe-reID dataset due
to its rich multi view and multi resolution representation of
the person images. Finally, the average recognition on all the
benchmark datasets is around 84.12 which is 5% more than
the previous methods.

V. CONCLUSION

In this work, we present an attention framework-based
solution for person reidentification problem. The attention
framework is built at the end of the feature extraction network
and before the classifier dense network. Subsequently, the
attention features are pooled using global averaging across the
within class images. The proposed GAAP network is trained
with ResNet – 50 as a backbone architecture for feature extrac-
tion. Consequently, extensive experimentation on four bench-
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Fig. 8. Training Performance of GAAP with ResNet – 50 Backbone on
Market – 1501 Dataset.

Fig. 9. Training Performance of DML with Triplet Loss Embedding with
ResNet – 50 Backbone on Market – 1501 Dataset.

mark person Pe-reID datasets has shown that the proposed
model performs better than state-of-the-art. Interestingly, the
proposed model generated an average identification accuracy
of around 84.12. Also, the proposed GAAP model trains in less
time and achieves a competitive average validation accuracy
on the benchmark datasets. However, the improvement of
performance is achieved on large datasets with heterogeneous
properties.

TABLE IV. COMPARISON OF PREVIOUS STATE – OF – THE – ART
PE-REID METHODS AGAINST THE PROPOSED GAAP MODEL

Methods Market - 1501 RAiD Partial-iLIDS RPIfield
mRA CMC mRA CMC mRA CMC mRA CMC

PCB [28] 0.812 0.808 0.849 0.949 0.712 0.708 0.749 0.849
MGN [21] 0.832 0.821 0.852 0.952 0.732 0.721 0.752 0.852
HAN [3] 0.842 0.856 0.824 0.924 0.742 0.756 0.724 0.824
BDB [22] 0.803 0.817 0.785 0.885 0.703 0.717 0.685 0.785
IANet [19] 0.817 0.831 0.798 0.898 0.717 0.731 0.698 0.798
BoT [28] 0.824 0.838 0.812 0.912 0.724 0.738 0.712 0.812
AGW [2] 0.838 0.852 0.787 0.887 0.738 0.752 0.687 0.787
FPR [29] 0.823 0.837 0.798 0.898 0.723 0.737 0.698 0.798
PGFA [15] 0.813 0.827 0.843 0.943 0.713 0.727 0.743 0.843
HOReID [7] 0.824 0.838 0.891 0.991 0.724 0.738 0.791 0.891
PVPM [17] 0.822 0.836 0.802 0.902 0.722 0.736 0.702 0.802
GML [25] 0.813 0.827 0.813 0.913 0.713 0.727 0.713 0.813
HCT [30] 0.592 0.606 0.653 0.753 0.492 0.506 0.553 0.653
UDAML[24] 0.654 0.668 0.729 0.829 0.554 0.568 0.629 0.729
TLE [12] 0.713 0.727 0.758 0.858 0.613 0.627 0.658 0.758
MEB-Net [18] 0.752 0.766 0.765 0.865 0.652 0.666 0.665 0.765
PLF [16] 0.723 0.737 0.733 0.833 0.623 0.637 0.633 0.733
GAAP (OURS) 0.842 0.873 0.828 0.897 0.803 0.808 0.867 0.912
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Abstract—The authors of this research paper present a mech-
anism for dealing with loanwords, missing words, and newly de-
veloped terms inclusion issues in WordNets. WordNet has evolved
as one of the most prominent Natural Language Processing (NLP)
toolkits. This mechanism can be used to improve the WordNet
of any language. The authors chose to work with the Hindi and
Gujarati languages in this research work to achieve a higher
quality research aspect because these are the languages with
major dialects. The research work used more than 5000 Hindi
verse-based data corpus instead of a prose-based data corpus.As
a result, nearly 14000 Hindi words were discovered that were not
present in the popular Hindi IndoWordNet, accounting for 13.23
percent of the total existing word count of 105000+. Working with
idioms was a distinct method for the Gujarati language. Around
3500 idioms data were used, and nearly 900 Gujarati terms were
discovered that did not exist in the IndoWordNet, accounting for
nearly 1.4 percent of the total of 64000+ Gujarati words in the
IndoWordNet. It will also contribute almost 14000 Hindi words
and around 900 Gujarati words to the IndoWordNet project.

Keywords—Gujarati; Hindi; Indian language WordNet; In-
doWordNet; loanwords; WordNet

I. INTRODUCTION

Languages transmit knowledge from one generation to
the next, as well as from one culture to another, through
communication. There are multiple modes of communication,
including speech, writing, and sign language. No matter what
the communication medium is, Communication becomes a
systematic process when using any language because each
has its vocabulary, grammar, and components. There are 7151
different languages in the world [1], some of which are well-
known while others are on the verge of extinction.

Hindi [2], a truly mellifluous Indo-Aryan language, is
one of the most popular languages in the world, which is
scripted using Devanagari [3] and is currently supported by
The Unicode Standard [4]. Although Hindi is widely spoken
throughout the world, it is mostly used in India, particularly
in the Hindi Belt, which encompasses sections of India’s four
major zones: eastern, western, central, and northern [2]. The
rich literature and long history of Hindi users make up the
language’s legacy. Hindi-based research and related efforts in
relevant research disciplines are currently strongly emphasized.

Gujarati[5], like Hindi, is a sweet-sounding language that
belongs to the Indo-Aryan language family. Although Gujarati
is used by Gujaratis all over the world, it is especially utilised

∗Corresponding authors.

for communication in Gujarat, located in India’s western
region, which is considered the origin place of Gujarati.
Gujarati is written in the Devanagari script as well and is
currently supported by The Unicode Standard [6]. Gujarati is
also thriving in terms of research and development in recent
years [7], [8].

Natural languages are those that have evolved gradually
and are used by humans to communicate. It is a well-known
fact that computers don’t understand natural languages. To
make computers understand different kinds of languages, many
research works are going on for different languages. Natural
Language Processing (NLP) [9] is used to assist computers in
understanding these languages. Computer Science (CS) [10],
Computational Linguistics (CL) [11], and Artificial Intelli-
gence (AI) [12] all intertwine in NLP. To grasp a language,
computers, like humans, must understand the alphabet, words,
meanings of words, pronunciation, vocabulary, sentence struc-
ture, context, and all grammatical rules associated with it.

Because computers lack cognitive intelligence, making
them grasp any language is difficult. WordNet [13]–[15], a
systematically managed correlated lexical database that usually
consists of words and semantic relations with the words
including synonyms, hyponyms, and meronyms, is commonly
used to help computers overcome this limitation. As a practical
matter, WordNet can be thought of as a hybrid of a dictionary
and a thesaurus. There are various WordNet-based research
projects underway [16], [17], some of which are language-
specific exclusively and others that are multilingual.

The authors used IndoWordNet [18], [19], a well-known
WordNet based on Indian regional languages, for this study.
IndoWordNet is a WordNet that has a base of 18 different
Indian languages. The Center for Indian Language Technology
(CFILT) in the Computer Science and Engineering Department
at IIT Bombay created IndoWordNet. Hindi is the default base
language of this WordNet. The IndoWordNet is used in this
research for both Hindi and Gujarati languages. Even when
a well-built WordNet exists for popular languages [20], [21],
there is always room for improvement.

The authors were motivated by the various WordNets they
used and the difficulties they encountered while using them in
different research studies due to missing or borrowed words.
Current research is an attempt to address such concerns. This
research will be useful in strengthening the WordNet and
adding new words, loan words, and missing words.

Loanwords, missing words and newly developed terms are
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several issues that must be addressed in the building of any
language’s WordNet. Each language typically has loanwords,
which are words taken from other languages with slight or no
alterations. Another challenge is dealing with words that are
not in WordNet and dealing with the newly developed terms
in the recent times. This research aims to efficiently address
these issues in order to improve WordNets throughout time.

This research paper will also explain how to use WordNets
to make effective use of information created by WordNets
in order to strengthen WordNet research. The Section II,
Literature Review will discuss various research works in a
similar or related field to determine the research gap and the
need for current research work. The Section III, Methodology
segment describes the actual mechanism that can be used to
continuously improve the WordNets. The Section IV, Results
part will summarise the outcome of the applied mechanism for
the Hindi and Gujarati languages utilising the IndoWordNet.
The Section V, Conclusion portion will indicate how the
improvements should be implemented and expanded. Finally,
Section VI, Future Enhancement include some relevant and
helpful remarks for upcoming research works.

II. LITERATURE REVIEW

The authors attempted to delve deeper into the WordNet
research area first, as they were working with various WordNets
and encountering issues with missing words from WordNets.
WordNets are lexical hybrid resources that are an intercon-
nected combination of a dictionary and a thesaurus built using
different approaches for different languages. Professor George
A. Miller[13], [14] oversaw the creation of the first WordNet
for the English language at Princeton University’s cognitive
science lab. Following the development of Princeton’s Amer-
ican English WordNet, a multilingual wordnet EuroWord-
Net[15] was created on similar principles during March 1996
to June 1999, specifically designed for the various European
languages (Dutch, Italian, Spanish, German, French, Czech and
Estonian). The development of WordNets for various Indian
languages began in the early 2000s, spearheaded by the Hindi
WordNet [16]. Later, in the direction of Bhattacharyya research
project IndoWordNet [17] was expanded to include multiple
Indian languages, and it now supports 18 languages (Assamese,
Bangla, Bodo, Gujarati, Hindi, Kannada, Kashmiri, Konkani,
Malayalam, Manipuri, Marathi, Nepali, Oriya, Punjabi, San-
skrit, Tamil, Telugu, Urdu).

Authors attempted to locate some advancement and im-
provement associated research works related to WordNet after
exploring for foundation-related research works. Redkar et al.
[18] attempted to create an online multilingual dictionary with
19 languages for researchers and non-researchers to utilise for
various purposes. To access the IndoWordNet [17], Panjwani
et al. created pyiwn [19], a python-based Application Program-
ming Interface (API), pyiwn is used to access IndoWordNet in
this study.

In other recent work, McCrae et al. [20] worked on English
WordNet 2020, an open-source project to improve and extend
the Princeton WordNet, which hasn’t been updated in a long
time. In other recent work, McCrae et al. worked on English
WordNet 2020, an open-source project to improve and extend
the Princeton WordNet, which hasn’t been updated in a long

time. They made around 15000 modifications since the last
version was updated.

Kanojia et al. [21] worked on linking 18 different Indian
Language WordNets to Princeton WordNet, which aids in the
exchange of knowledge and comprehension of various termi-
nologies and their meanings in a multilingual environment.
Fellbaum [22] described the WordNet’s latest approaches,
which are focused on language mapping concepts. He also
discusses Crosslinguistic WordNets, as well as all of the
components of how WordNets are managed over time.

In an another introductory work, Bhensdadia et al. [23] re-
viewed the development of the Gujarati wordnet. That research
was also a component of the IndoWordNet, and the source
language for Gujarati language development was solely Hindi.
As a result, the authors of the current study decided to conduct
parallel research in both languages. Zankhana and Sajja [24]
also worked on the issue of word sense disambiguation in the
Gujarati language using a Knowledge-Based Approach and a
Genetic Algorithm. Using the IndoWordNet, Modh and Saini
attempted to contextually improve Gujarati machine translation
[25]. They used the n-gram model and tests with varying frame
sizes to try to enhance the translation of Gujarati idioms.

The authors reviewed numerous study works linked to
WordNets of various languages, as well as improvement-
related works and a few studies focusing on the trip of the
WordNets’ development thus far.The authors realised that there
is still a need to identify some systematic technique that might
aid streamline the process of improving and strengthening
WordNets. Inclusion of loanwords, missing words, and newly
formed terminology in any WordNet of any language around
the world must be done in a systematic and organized way.

The authors also discovered that while most WordNet-
based initiatives focus on prose-based content, verse-based
content can also provide some noteworthy contributions. Using
verse for such research purposes is still a challenge in and
of itself. Languages with a greater number of dialects make
such study even more difficult. Taking into account all of
these factors, the authors decided to focus on developing a
system for continual WordNet improvement and strengthening.
The authors opted to work with Hindi and Gujarati languages
since they have diverse dialects, and they chose to evaluate
the mechanism’s quality and efficacy with Hindi’s verse-based
literary content and Gujarati’s idiom-based data.

Following an extensive literature review and identifying
a pressing need of the hour while conducting research on
metadata generation for Hindi poetry [26], [27] and a few
other research works related to Hindi poetry [28] and Gujarati
idioms [29] using WordNet, the findings indicate the need for a
systematic approach to dealing with loanwords, missing words,
and recently developed terminologies. Since there are so many
dialects in Hindi and Gujarati, resolving such difficulties is
more complicated; Intriguingly, the authors acknowledged this
research as a challenging one.

III. METHODOLOGY
This proposed research revolves around the use of Word-

Net, specifically the use of WordNet to find words that aren’t
currently in the WordNet. Several phases of this research as
represented in Fig. 1, Core Methodology includes:
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Fig. 1. Core Methodology

• III-A Data Collection

• III-B Data Preprocessing

• III-C Data Filtering

• III-D Data Logging

• III-E Data Rechecking

Authors incorporated transliteration and translation wher-
ever non-English text is included, keeping in mind the inter-
national readership of the research work.

A. Data Collection

Special efforts were expended during the data collection
phase for both Hindi and Gujarati. After analysing and brain-
storming numerous types of data, the Hindi language poetic
data and the Gujarati language idiom data were chosen with
the goal of finding the most missing terms for a qualitative and
quantitative contribution to the improvement of the respective
languages’ WordNets. Online websites and portals, as well as
offline literature, were thoroughly examined for data collection.
This study makes use of poetic data from Hindi literature. In
Hindi poetry, verses play an important role. To write any type
of verse, there are some specific rules that must be followed.
Audichya and Saini’s Hindi Verse dataset [30], as well as some
additional data, were used. A total of 5011 poetic pieces of
information were collected.

Example Hindi Data:

लग रहा है आज अम्बर, ज्याें उमड़ता सा समन्दर।
उठ चली चंचल िहलोरे, आ रहे जैसे बवंडर।।

Transliteration of Example Hindi Data:

Lag rahā hai āj ambara, jyoan umadatā sā samandara.
uṭh chalī chanchal hilore, ā rahe jaise bavanḍara..

Translation of Example Hindi Data:

Looks like the sky today, as a rising sea.
Agitated tremors got up, like a tornado coming.

Gujarati data was obtained in the same way that Hindi
data was, from various books and portals, along with some
data which was directly acquired from the authors’ previous
research studies [31]. All of the standard Unicode-based data
was collected, organised, and verified by specialists between
December 2017 and April 2022.

Example Gujarati Data:

મોઢા પર મારવંુ

Transliteration of Example Gujarati Data:

Moḍhā par māravun

Translation of Example Gujarati Data:

Slap on face

B. Data Preprocessing

Following data collection, data processing takes place,
which includes data preprocessing and cleaning. With the
exception of the specific language’s unicode range, which
eventually removes unnecessary special symbols, emojis, junk
characters, and so on, all unnecessary data is discarded first.
Punctuation marks are also removed (Full Stop, Comma,
Question Mark, Colan, Semicolon, Brackets, Exclamation
Mark, Quotation Mark, Slash, and all irrelevant marks).
The data is chunked into a list of words after the marks
are removed and the preprocessing cleaning operation is
completed. This procedure is known as Word Tokenization in
the domain of NLP.

Preprocessed Hindi Data:

लग रहा है आज अम्बर ज्याें उमड़ता सा समन्दर उठ
चली चंचल िहलोरे आ रहे जैसे बवंडर

Transliteration of Preprocessed Hindi Data:

Lag rahā hai āj ambara jyoan umadatā sā

samandara uṭh chalī chanchal hilore ā

rahe jaise bavanḍara

Translation of Preprocessed Hindi Data:

Looks dwell is today sky like surge as

sea rise walk fickle tremors come stay like

tornado

Preprocessed Gujarati Data:

મોઢા પર મારવંુ

Transliteration of Preprocessed Gujarati Data:

Moḍhā par māravun
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Translation of Preprocessed Gujarati Data:

Slap on face

C. Data Filtering

The data preprocessing stage’s list of words is now ready to
be filtered. Let us first define filtering and its purpose. Every
language has its own StopWords. Stopwords are commonly
used words that have a little or no impact on the meaning of
a sentence. Because this experiment uses Hindi language data,
the authors used Hindi StopWords from a hybrid StopWords-
based research of Hindi [32] and Gujarati[33] languages.
StopWords from a specific language must be used in this stage
to filter based on the language chosen for the implementation
of this mechanism. StopWords were filtered while applying
filtering to the list of words produced by the data processing
stage.

Found Hindi Stop Words:

रहा है आज रहे जैसे
Transliteration of Hindi Stop Words:

rahā hai āj rahe jaise

Translation of Hindi Stop Words:

dwell is today stay like

Filtered Hindi Data:

लग अम्बर ज्याें उमड़ता सा समन्दर उठ चली चंचल
िहलोरे आ बवंडर

Transliteration of Filtered Hindi Data:

Lag ambara jyoan umadatā sā samandara

uṭh chalī chanchal hilore ā bavanḍara

Translation of Filtered Hindi Data:

Looks sky like surge as sea rise walk

fickle tremors come tornado

For the given Hindi example, five Hindi StopWords were
filtered.

Found Gujarati Stop Word:
પર

Transliteration of Found Gujarati Stop Word:

par

Translation of Found Gujarati Stop Word:

on

Filtered Gujarati Data:

મોઢા મારવંુ

Transliteration of Filtered Gujarati Data:

Moḍhā māravun

Translation of Filtered Gujarati Data:

Slap face

For the given Gujarati example, a Gujarati StopWord was
filtered. Data filtering is critical because it will assist us in
reducing computational processing in subsequent stages. The
remaining words will now go through the logging process.

D. Data Logging

The act of keeping a record of something is referred to
as logging. Words from the filtered data list are checked in
WordNet one by one at this stage. If a word is already in the
WordNet, one can access all of the relevant properties of that
word, such as Synsets, Synonyms, POS tags, Gloss, Example
statements, and much more relevant information provided by
the specific WordNet.

Now comes the crucial part of this research work: if any of
the words are not found while checking the word’s existence
in the WordNet, some WordNets may produce an information
message, while others may generate an error through excep-
tions. Such cases must be handled properly, and any words
that are not found in WordNet must be logged and kept in a
list of not found words.

The following words were not found in WordNet for the
filter data from the data filtering stage.

Logged Hindi Data:

लग ज्याें उमड़ता सा उठ चली चंचल िहलोरे
Transliteration of Logged Hindi Data:

Lag jyoan umadatā sā uṭh chalī chanchal

hilore

Translation of Logged Hindi Data:

Looks like surge as rise walk fickle tremors

Logged Gujarati Data:

મોઢા
Transliteration of Logged Gujarati Data:

Moḍhā

Translation of Logged Gujarati Data:

face

This is a continuous process that can be repeated whenever
a word is not found in WordNet. This entire mechanism can be
embedded in any system that uses WordNet. All that remains
is to integrate these various stages and keep track of words that
are not found in WordNet while searching for various types of
uses.

E. Data Rechecking

This is an optional step in reprocessing the logged data by
rechecking it against WordNet. If this mechanism is integrated
with any other system that uses WordNet, the logging stage will
produce a large list of words that were not found over time.
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Now, that list may contain some words that have already been
added to WordNet in a later release, so to avoid those words
from the logged data, the entire data can be rechecked with
the most recent updated WordNet, and any duplicate words
that have already been added to WordNet will be removed.
Similarly, logged data can be filtered again with the updated
StopWords if necessary.

The logged Hindi and Gujarati data example has been
rechecked, and one word has been added in Hindi WordNet
in the most recent update, so it has been removed from the
data. Gujarati data remains as it is as the word is still not
added in the Gujarati WordNet.

Rechecked Hindi Data:

लग ज्याें उमड़ता सा उठ चली िहलोरे
Transliteration of Logged Hindi Data:

Lag jyoan umadatā sā uṭh chalī hilore

Translation of Logged Hindi Data:

Looks like surge as rise walk tremors

Rechecked Gujarati Data:

મોઢા
Transliteration of Rechecked Gujarati Data:

Moḍhā

Translation of Rechecked Gujarati Data:

face

As a result, the data rechecking stage is for final checks
before producing a clean list of data that are not available in
WordNet. Let’s take a look at the overall results of this study.

F. Discussion

If this mechanism is applied and followed in a systematic
manner, this research will undoubtedly help to strengthen the
various WordNet-based research works. This mechanism is
useful for almost all WordNet-based projects, regardless of
language. It was purposefully tested with Hindi language based
poetic data and Gujarati idiom based data to determine its
effectiveness because processing poems and idioms differs
slightly from processing prose. That is the only explanation
for such extraordinary results. There could be several reasons
for the large number of words that were not found. It is possible
to mention a few borrowed words, missing words, newly devel-
oped terminology, and combined or misspelt words. Because
Hindi and Gujarati have so many dialects, there are more
chances of borrowing words from neighbouring and sister
languages.

IV. RESULTS

This research was carried out over a long period of time,
between December 2017 and April 2022. During this time,
5011 Unicode Hindi Verse-based poetic literature data and
3472 Gujarati idioms data were processed using this research
methodology through all of the stages III-A. Data Collection,

III-B. Data Preprocessing, III-C. Data Filtering, III-D. Data
Logging, III-E. Data Rechecking as described in the III.
Methodology section. Table I. Overall Results representing
the different stats of current research work. As a result, the
authors were able to populate a list [34] of 13,593 Hindi words
which are not available in the Hindi WordNet section of Indian
Languages WordNet (IndoWordNet). The total number of
Hindi words in the IndoWordNet is 1,05,458, but through this
research work, 13,953 new potential words were discovered,
accounting for nearly 13.23 percent of the total number of
words. In addition, 887 Gujarati words[35] were discovered
while analysing 3,472 Gujarati idioms, accounting for 1.38
percent of the existing 64,300 Gujarati words in WordNet.
This many words are more than enough to demonstrate the
utility of this mechanism. Because there haven’t been any
similar research and datasets based on the Hindi and Gujarati
languages, benchmarking isn’t possible at this moment. Due
to the limitation that there are currently no other comparable
datasets available for both Hindi and Gujarati, future results
may vary depending on the availability. If used, the current
research methodology can yield significant results for various
languages as well. This mechanism will undoubtedly aid in
the improvement of WordNets in various languages around
the world. While using this mechanism with other languages,
the results may vary, but it will significantly improve any
WordNet.

TABLE I. OVERALL RESULTS

Sr. No. 1 2

Language Hindi Gujarati

Existing Words in IndoWordNet 105458 64300

Absent Words in IndoWordNet 13953 887

Absent Words % 13.23% 1.38%

V. CONCLUSION

To summarise, continual efforts are always required to
strengthen the WordNets in order to accommodate freshly
produced terms, loanwords, and missing words. Dealing
with WordNets of languages with several dialects is diffi-
cult.Maintaining a log of words not found in WordNet while
using any WordNet is usually beneficial. Later, processing
those words with all of the WordNet’s accessible words will
yield a potential list of words. Such lists may be evaluated for
inclusion in WordNet. On such words, the regular techniques
for adding words to any language’s WordNet can be used.

If these words are still not related to the specific language,
they may have been borrowed from another language. In that
scenario, these words can be cross-checked with WordNets
from neighbouring languages from which they may have
borrowed. For the continuing enhancement and strengthening
of WordNet research projects, such methods and mechanisms
can be included with practically every language’s WordNet.

VI. FUTURE ENHANCEMENT

The list of populated words after the data rechecking phase
can be checked with the nearby and sister languages WordNets
to identify the words in case some of the borrowed words
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belong to some nearby languages for future enhancement.
Other studies, such as joint words or language detection related
research, studies can also be conducted to check for missspelt
and incorrect words.
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Abstract—Diabetic retinopathy (DR) is among the most dan-
gerous diabetic complications that can lead to lifelong blindness
if left untreated. One of the essential difficulties in DR is early
discovery, which is crucial for therapy progress. The accurate
diagnosis of the DR stage is famously complicated and demands
a skilled analysis by the expert being of fundus images. This
paper detects DR and classifies its stage using retina images
by applying conventional neural networks and transfer learning
models. Three deep learning models were investigated: trained
from scratch CNN and pre-trained InceptionV3 and Efficient-
NetsB5. Experiment results show that the proposed CNN model
outperformed the pre-trained models with a 9 to 25% relative
improvement in F1-score compared to pre-trained InceptionV3
and EfficientNetsB5, respectively.

Keywords—CNN; convolutional neural networks; deep learn-
ing; transfer learning; medical imaging; diabetic retinopathy; retina
fundus images

I. INTRODUCTION

Diabetic retinopathy (DR) is one of the diseases associated
with diabetes and causes blindness to 4.4 million Americans
over age 40 [1]. DR is an eye condition developed quickly in
diabetes mellitus patients in type 1 or 2 [2]. DR often has no
obvious symptoms in the early stages, but it becomes more
pronounced as the disease progresses to more severe stages.
An experienced ophthalmologist schedules a plan, which may
run from weeks to months, to examine diabetic patients to
determine their stage based on the retina’s lesions and the
severity level. Essentially, DR affects light-sensitive tissue
blood vessels (i.e., retina) [3]. DR can be either nonprolif-
erative or proliferative. In nonproliferative DR (NPDR), no
abnormal blood vessel growth is found in the retina. Still,
small outpouchings exist as the wall of retinal capillaries is
weakened due to high blood glucose. These outpouchings are
known as microaneurysms. NPDR can be mild, moderate,
or severe based on the number of found microaneurysms
and distortion of the blood vessels in the retinal exam. As
the disease progresses, blood vessels may grow abnormally
covering the retina; hence, DR becomes proliferative (PDR),
leading to severe visual consequences.

In preventing blindness caused by the DR, detection, diag-
nosis, and treatment in earlier stages will control the disease
and reduce vision loss. Diagnosis of the DR is complicated and
requires high potential abilities [4]. One well-known obstacle
for DR is that even for diabetic macular oedema, there are no
early warning signs. Therefore, it is highly desirable to detect
DR on time. Currently, DR diagnosis needs a well-trained
doctor to diagnose the disease and manually evaluate digital
images of the fundus of the retina. DR is recognised through

identifying lesions connected with vascular malformations
resulting from diabetes. This process may require longer time
and effort depending on the experience and efficiency of the
examiner doctor.

With the recent advancements in intelligent solutions, deep
learning and transfer learning techniques showed significant
success in object recognition and detection tasks. This research
aims to automate DR diagnosis through exploiting convolu-
tional neural networks (CNN) and transfer learning to identify
DR from retina images. The Asia Pacific Tele-Ophthalmology
Society (APTOS) dataset was used for blindness diagnosis and
detection in this research. In addition, a comparison of the
evaluation of different models to detect the disease effectively.
This intelligent solution would help the health community
diagnose the disease more efficiently, using less time and
resources.

The remainder of this paper is organised as follows. In
Section II, the related studies on the topic have been reviewed.
Section III presents the research models used in this study
followed by a description of the dataset used in the diagnosis
DR in Section IV. Section V lays evaluation metrics and
experimental design. Section VI presents the results of the
experiments, and finally, the study is concluded in Section VII.

II. RELATED WORK

Early DR detection is critical and time-consuming, and
ophthalmologists are burdened. This attracted many re-
searchers to develop early DR detectors and classifiers. Here,
an overview of the deep learning techniques used in the
previous literature is presented. Also, the used DR datasets
in those studies are summarised. All of the reviewed literature
detected DR from retinal fundus images. If detected, DR was
classified into one of four severity levels: mild, moderate,
severe NPDRs and PDR.

In the deep learning approach, CNN extracts features from
input images and feeds them to the deeper layer in the model.
Shan et al. [19] distinguished microaneurysms from fundus
images using stacked sparse autoencoder (SSAE). Their model
reached 91.3% for F1-score and an AUC of 96.2%. Singh et al.
[20] employed a densely connected neural network architecture
to detect the DR severity efficiently. Experimental findings
showed that the DR severity could be successfully identified
through the model with an accuracy of 83.6%.

Some researchers fine-tuned pre-trained models, known as
transfer learning (TL), instead of training their models from
scratch. These pre-trained models were initially trained using a
large amount of out-of-domain data for object recognition and
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TABLE I. PREVIOUS WORK IN EARLY DR DETECTION USING TRANSFER LEARNING. PREPROCESSING COLUMN INDICATES WHETHER ANY IMAGE
PROCESSING WAS APPLIED BEFORE MODEL FINE-TUNING.

Work Preprocessing Pre-trained models Dataset Performance

Nquyen et al. [5]
Highlight spot, Crop, Drop outliers,
Convert B/W, Rotate tree, Special Filtering

VGG-16, VGG-19 EyePACS

(Ensemble)
Accuracy 82%
Sensitivity 80%
Specificity 82%

Masood et al. [6]
Downsize to a common radius, Normalize,
Crop a borders

InceptionV3 EyePACS Accuracy 48.2%

Maswood et al. [7] Ben’s preprocessing EfficientNet-B5 APTOS2019 Accuracy 93%

AbdelMaksoud et al. [8]
Filtering using median filter, Resize into
256 × 256, Transformation Processes,
Normalize

EffecientNet-B0 IDRiD Accuracy 86%

Qummar et al. [9] Resize into 786 × 512, Mean normalized
Resnet50, Inceptionv3,
Xception,Dense121,
Dense169

EyePACS

(Ensemble)
Accuracy 80.8%
Sensitivity 51.5%
Specificity 86.7%

Gao et al. [10]
Remove black borders, Resize into
672 × 672

(modified) MobileNet-Dense,
MobileNetV2

MESSIDOR,
EyePACS

(Ensemble)
Accuracy 96.2%

Taufiqurrahman et al. [11] Resize 224 × 224
MobileNetV2-SVM,
MobileNetV2

APTOS2019
(MobileNetV2-SVM)
Accuracy 85%

Khojasteh et al. [12] Patch Exraction
SVM/KNN/OPF,
DRBM,ResNet-50

DIARETDB1,
e-Ophtha

(ResNet-50-SVM)
Accuracy 98.2%
Sensitivity 99%
Specificity 96%

Hemanth et al. [13] Histogram equalisation — MESSIDOR
Accuracy 97%
Sensitivity 94%
Specificity 98%

Kose et al. [14] Kirsch’s template — MESSIDOR
Accuracy 89.8%
Sensitivity 79.6%
Specificity 93.2%

Pham et al. [15]
Subtracting the average local colour using
a Gaussian mask

EfficientNet-B5 APTOS2019 —

Shankar et al. [16] Histogram based segmentation ResNet50 MESSIDOR
Accuracy 99.28%
Sensitivity 98%
Specificity 99%

Jiang et al. [17] —
Inception V3, Resnet152,
Inception-Resnet-V2

Beijing Tongren
Hospital

(Ensemble)
Accuracy 88.21%
Sensitivity 85.57%
Specificity 90.85%

Tymchenko et al. [18] —
EfficientNet-B4, EfficientNet-B5,
SE- ResNeXt50

MESSIDOR,
APTOS2019,
EyePACS,
IDRiD

(Ensemble)
Accuracy 99%
Sensitivity 99%
Specificity 99%

detection. Then, only the output layer is replaced according
to the given task and number of classes. Table I lists some
of these studies along with the used pre-trained models and
their performance. Whenever a study investigated more than
one pre-trained model, an ensemble was applied to combine
all these models and produce an optimal model.

Traditionally, the output layer of pre-trained models is
replaced by a multi-layer neural network classifier and a
softmax layer with a size equivalent to the number of classes
to be recognised. Nevertheless, Taufiqurrahman et al.[11] sug-
gested restructuring the MobileNetV2 model by replacing the
fully connected layer with a Support Vector Machine (SVM)
classifier. This modified version, MobileNetV2-SVM, obtained
better performance than its original model. MobileNetV2-SVM
achieved an accuracy of 85% and AUC of 92.8%. In a similar
fashion, Khojasteh et al.[12] replaced the softmax layer with

several classifiers: OPF, SVM, and KNN. Combing Resnet-
50 and SVM outperformed other models with an accuracy of
98.2%, a sensitivity of 99%, and a specificity of 96%.

Several models can be combined using ensemble learning
to improve prediction performance or reduce the bias in the
learning process. Jiang et al. [17] introduced an image-based
method to detect the DR early using an interpretable ensemble
deep learning model. The proposed model is working on three
main steps. Firstly, the fundus images preprocessing. Secondly,
three different deep learning models have been used inde-
pendently and trained sufficiently: Inception V3, Resnet152,
and Inception-Resnet-V2. Finally, the Adaboost optimiser al-
gorithm combined all the models’ results to generate the final
score. The integrated model proved a high performance in
all evaluation metrics used: sensitivity, specificity, accuracy,
AUC, 85.57%, 90.85%, 88.21%, and 0.946, respectively. Also,
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Tymchenko et al. [18] developed a DR detector using three-
head CNN, which trained classification, regression and ordinal
model. They used the output of these three heads for DR
detection and achieved the sensitivity and specificity of 0.99.

As in the research, [17], [8], [6], [11], [7], this research
aims to use InceptionV3, CNN, EfficientNetsB5 to detect DR
due to their efficiency previous studies. However, these models
will be validated using the same dataset to compare their
results. Besides handling the issue of imbalanced distribution
of classes on APTOS 2019 dataset, that not highlighted in
previous researches.

III. METHODOLOGY

The purpose of this research is to classify a retinal fundus
image whether it has a DR and at which severity. According to
previous literature, deep learning and transfer learning models
can solve this task. Transfer learning is a method that allows
using the knowledge gained from other tasks to tackle new sim-
ilar problems quickly and effectively. Hence, CNN models that
are pre-trained will be fine-tuned utilizing domain dataset. Two
pre-trained models will be selected for this study, InceptionV3
and EfficientNetsB5, for their effectiveness in diagnosing DR
in the work of [17], [8], [6], [11], [7]. The performance of
the fine-tuned pre-trained models will be compared with the
performance of a CNN without pre-training.

A common issue in medical imaging datasets is the dispar-
ity in the number of samples within classes due to the difficulty
of obtaining such samples. This problem is known as the
class imbalance, and it pushes classifiers to prefer classes with
higher training samples, reducing classification performance.

This section describes the techniques mentioned above.

A. Convolutional Neural Network (CNN)

Deep neural networks are artificial neural networks with
more hidden layers to perform more complicated tasks and deal
with massive amounts of data. The convolutional neural net-
work (CNN) is one of the deep learning model networks with
multiple layers such as convolution, pooling, fully connected,
and non-linearity layer. CNN has been used with many ap-
plications, especially those that deal with spatial information,
such as document analysis, image and video recognition, and
computer vision [21]. The main aim of CNN is to increase or
decrease the image dimensions into a more manageable form
and extract the significant features, then process it to provide
better predictions.

In this study, three convolution layers were employed with
the same kernel size of (3,3). ReLU is used as an activation
function with all layers, followed by a max-pooling layer with
(2,2) pooling size to reduce the size of the large images. The
results were flattened before the fully connected layer with a
dropout of 0.2 to avoid overfitting. A softmax activation layer
was used as the output layer. The architecture of the model
is shown in Fig. 1. Some of the model’s configurations were
based on the work of [22], [23], [24].

B. Pre-Trained CNN Models

It has become customary to utilize a pre-trained CNN
model and fine-tune it with in-domain dataset for the majority

of computer vision applications. A pre-trained CNN model
is a CNN model that has been trained on a large volume of
data, such as ImageNet, for image classification [25]. Two
pre-trained CNN models will be investigated in this paper:
InceptionV3 and EfficientNetsB5.

Inception-v3 is a CNN architecture from the Inception fam-
ily that contains 48 deep layers. Inception is characterised by
implementing multiple kernels of different sizes in each layer
(means become wider) instead of increasing the number of
layers and going deeper in the network [26]. Each unit consists
of four parallel operations: 1×1, 3×3, 5×5 conv layers and
3×3 max-pooling. All feature maps that come from different
paths are concatenated together as the input of the next layer.
Because in the image classification, the feature size of the
image can diversify and deciding a fixed kernel size is difficult.
Lager kernels are effective when the features are distributed
over a wide area in the image. On the contrary, smaller kernels
are useful and give excellent results in detecting small areas
distributed across the image frame. To effectively recognise
this variable size feature, kernels of different sizes are needed,
which are provided in Inception models [27], [28].

EfficientNets family has a highly significant performance
that achieves state-of-art on ImageNet, CIFAR-100, Flowers,
and three other transfer learning datasets [29]. The architecture
of the EfficientNets model involves convnet designs to reduce
the space of the model with each layer to be scaled uniformly
with a constant ratio to optimise the accuracy performance.
It focuses on three aspects of scaling width, depth, and
resolution. According to that, the EfficientNets family produces
seven models with different image dimensions, and there is no
change of layers operator of baseline network. This research
proposes to apply EfficientNets B5 version.

C. Data Augmentation

Many approaches have been proposed to overcome the
imbalanced dataset problem that can be classified into two
categories: creating algorithms to resample the data and data
preprocessing to generate new samples [30]. Resampling a
dataset is a method used to balance the class distribution
of the dataset. This is achieved by either adding samples to
the minority class (oversampling) or removing samples from
the majority class to balance the data (undersampling) [31].
However, data augmentation is a common technique used to
generate new samples of the data to provide the image in a
different representation.

Data augmentation techniques help improve the deep learn-
ing model’s ability by generating artificial new images to
achieve high variation in the training dataset and avoid overfit-
ting problems. Many transform operations could be applied for
data augmentation, such as random rotation, brightness, zoom,
and image preprocessing techniques, such as Gaussian blur
or CLAHE [32]. The data augmentation techniques included
in this research are horizontal and vertical flip, zoom, and
rotation. Fig. 2 shows a sample image from class 0 augmented
after preprocessing image phase.

IV. DIABETIC RETINOPATHY DATASET

Several datasets are available for the retina to detect DR
and the vessels. Often these datasets are utilised for training,
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Fig. 1. CNN Module Architecture used in this Study.

Original Image Zoom range = 0.1 Horizontal Flip Vertical Flip Rotation range = 180

Fig. 2. Applying Data Augmentation Techniques in a Sample of Retinal Fundus Image.

validation, and testing deep learning models. The Asia Pacific
Tele-Ophthalmology Society (APTOS) published this dataset
in the second quarter of 2019. As shown in Table I, several
studies used the APTOS2019 dataset [33] for blindness de-
tection, containing a large set of retina images taken using
fundus photography. Initially, two sets were published: labelled
images, known as the train set, and unlabelled images, known
as the test set. Only the labelled images were included in
this study, consisting of 3662 fundus images. Each image was
labelled into one of five classes, representing the severity of
DR. Table II shows samples of each class and its characteristics
that differentiate it from the others. As many of the medical
dataset, APTOS2019 suffers from class imbalance as shown
in Fig. 3 with majority of the cases towards healthy images
without DR. However, there is a balance between the sum of
all DR images regardless of their severity and healthy images.

The image size is a more critical factor that will impact
the classification tasks. As shown in Fig. 4, there is a different
distribution of image height and width, which suggests that
not all images are in a perfect square shape.

V. EXPERIMENTS

A. Experimental Design

All experiments were implemented and evaluated using
Python [34] and leverage TensorFlow and Keras library [35]
using Kaggle GPUs, Kaggle presents free access to NVidia
K80 GPUs in kernels. In particular, these GPUs can be used to
train deep learning models [33]. For this study, the labelled set
was split into three homogeneous sets: training, validation and
testing sets with a ratio of 68%, 20%, and 12%, respectively.

Fig. 3. Class Distribution among APTOS2019 Training Set.

The distribution of classes within each split is shown in Table
III. Two sets of experiments were performed: fine-tuning and
training using an imbalanced training set, 2489 samples, and
a balanced training set after augmentation, 6158 samples.

B. Data Preprocessing

As most of the pre-trained models in this study were trained
using images of size 224×224, images of APTOS2019 were
rescaled accordingly. Moreover, images were converted into
grayscale, which increases the visibility of some abnormalities.
Following [18], [7], further image processing processes were
applied: uninformative black areas were removed using circu-
lar crop, blending using Gaussian blur with alpha=4, beta=-4,
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TABLE II. LABEL DESCRIPTION AND CHARACTERISTICS OF DR SEVERITY LEVELS WITH ITS SAMPLES FROM APTOS2019

Sample Characteristics

Label 0: No diabetic retinopathy (NoDR)

Label 1: Mild nonproliferative retinopath: In this early stage of the disease,
small patches of balloon-like swelling in the small blood cells in the retina,
known as microaneurysms. The fluid will leak into the retinas through these
microaneurysms as shown in the left images.

Label 2: Moderate nonproliferative retinopathy: As the disease progresses,
Blood vessels feeding the retina may swell and distort and also lose blood trans-
portation capacity. These conditions cause significant changes to the appearance
of the retina and can contribute to diabetic macular edema (DME) as shown in
the left images.

Label 3: Severe nonproliferative retinopathy: Many further blood vessels are
blocked, which deprive the retinal region of blood supply. These regions secrete
growth factors that suggest that the retina is forming new blood vessels as shown
in the left images.

Label 4: Proliferative diabetic retinopathy (PDR): This more serious form
called proliferative diabetic retinopathy. Damaged blood vessels are blocked in
the retina in this case, causing the development of irregular new blood vessels,
and can flow into the clear, jelly-like substance that fills the center of the eye
(vitreous). Scar tissue stimulated through new blood vessel growth can gradually
separate the retina from the posterior of the eye. Therefore, retinal detachment
could lead to permanent eyesight loss as shown in the left images.
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Fig. 4. Distribution of Image Width and Height in APTOS2019.

TABLE III. THE SPLIT OF APTOS2019 TRAIN SET USED IN THIS STUDY
AND ITS CLASS DISTRIBUTION.

Class Training set Testing set Validation set
No DR 1229 217 359
Mild 265 43 62
Moderate 670 124 205
Proliferative DR 132 25 36
Severe 193 31 71
Total 2489 440 733

and gamma=128. Consequently, the resulting images are not
entirely greyscaled as modifications were applied separately
on every pixel’s colour channel. This helps improve the blood
vessel’s visibility and its growth in the eye, as shown in Fig. 5.
All image preprocessing techniques was applied using Python
(cv2) OpenCV library [36], [37].

C. Data Augmentation

Data augmentation was implemented using ‘ImageData-
Generator’ class from Keras library [35]. As shown in Fig. 3,
the number of cases in each category varies significantly, with
no DR as the majority class (49.3% of total images). The num-
ber of the augmented images is different based on the number
of the original images, as shown in Fig. 6. The augmentation
phase enriched the diversities of the classes to provide high-
quality images to the learning models. This operation was
performed only on the training dataset. Image augmentation
for the minority classes was applied via zooming, flipping,
and rotation, which acquired a dataset three times larger than
the original set.

D. Fine-Tuning the Pre-Trained CNN Models

For every pre-trained model included in this study, the input
layer was set to be 224×224 and three channels. However, the
output layer was modified to match the number of classes in
this task, i.e. five classes. Then, all layers were frozen during
the fine-tuning process except for the modified last layers.
The last layers were trained using Adagrad optimiser with
a learning rate of 0.01 and for 30 epochs. Similar training
configurations were employed when training CNN model.

E. Evaluation Metrics

A multi-class classification task necessitates factors such as
class balance and expected outcomes when picking the optimal

TABLE IV. EVALUATION METRICS AND THEIR FORMULAS.

Metric Description Formula

Accuracy The average number of
correct predictions. Acc =

∑C

i=1

TPi+TNi
TPi+FNi+FPi+TNi

C

Precision
Capability of identifying
the correct instances for
each class. Pre =

∑C

i=1
TPi∑C

i=1
TPi+FPi

C

Recall
Capability to recognise
the true positive out of the
total true positive cases. Rec =

∑C

i=1
TPi∑C

i=1
TPi+FNi

C

F1-score The harmonic average of
precision and recall. F1 = 2 ∗ PreM∗RecM

(PreM+RecM )

TABLE V. RESULTS WHEN TRAINING MODELS USING THE IMBALANCED
DATASET.

Precision Recall F1-score Accuracy kappa
Training set

CNN 61% 69% 69% 67% 61%
Inceptionv3 84% 71% 74 % 88% 84 %

EfficientNet B5 35% 34% 32% 62% 29%
Validation set

CNN 58% 65% 61% 65% 58 %
Inceptionv3 51% 51% 51% 76% 70%

EfficientNet B5 40% 36% 34% 64% 30%
Testing set

CNN 64% 71% 67% 73% 65%
Inceptionv3 62% 53% 54% 78% 72%

EfficientNet B5 30% 34% 31% 63% 30%

metrics to evaluate the performance of a particular classifier
against a given dataset. One performance metric may assess
a classifier from a specific perspective while others can not,
and vice versa. Hence, there is no standardised (unified) metric
for defining the generalised performance measurement of the
classifier. In this paper, several metrics are chosen to measure
the models’ performance: Accuracy, Precision, Recall and F1-
score. Table IV. summarises how each of the first four metrics
is calculated for a multi-class classifier with C classes, where
TPi and TNi are the number of cases correctly diagnosed
for class Ci or not, respectively. And FPi and FNi are the
number of cases that were incorrectly diagnosed to the class
Ci or not, respectively.

As one of the experiments uses an imbalanced dataset,
Cohen’s kappa was used as an additional metric. It can be
computed as follows:

K =
P0 − Pe

1− Pe
,

where P0 denotes the overall accuracy and Pe denotes
a measure of the probability of the agreement between the
prediction class values and the actual class values as it occurs
by chance [38]. K = 1 if classes are in complete agreement
while K = 0 proves the opposite.

VI. RESULTS AND DISCUSSION

A. Training with Imbalanced Dataset

Each pre-trained model was fine-tuned using the imbal-
anced training set, with 2489 samples and no DR as the
majority class. When training the CNN model from scratch,
the same imbalanced set was used for training. Table V. lists
the results obtained during models training. Since accuracy is
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Fig. 5. Applying Image Preprocessing Techniques on Some Samples from APTOS2019. The First row Shows the Original Sample from each Class. The
Second Row Shows the Same Samples after Converting them into Grayscale using the cvtColor Function and COLOR BGR2GRAY as a Parameter. The Third

Row Shows the Same Samples after Applying Gaussian Blur and Circular Cropping.

Fig. 6. Samples Per Class in APTOS2019 Training Set. Class 0 (no DR) is
the Majority Class so Other Classes were Augmented with Different

Numbers of Samples to Obtain a Balanced Training Set.

unreliable when evaluating models trained on an imbalanced
dataset, F1-score and kappa are the primary evaluating metric.
CNN model achieves the highest F1-score with 67%, while
the InceptionV3 model obtained 54%. On the other hand, the
EfficientNetB5 model has the lowest performance.

To investigate the reasons for EfficientNetB5 performance,
the learning curve for each of these models are depicted in Fig.
7. As shown in the figures, the learning curves of the CNN
and InceptionV3 model in training and validation phases was
improving smoothly, while the EfficientNetB5 model suffered
from a high overfitting problem, which caused its low results.

Fig. 8 visualises the confusion matrix of these models,
which indicates the number of predictions produced by the
model where it classified the classes correctly or incorrectly.
The diagonal expresses the correctly diagnosed states for
each class, where the off-diagonal elements represent the
misclassified samples. In general, all models have their best
recognition for Class 0 (no DR) and 2 (mild NPDR) aligned
with the class majority shown in Fig. 3. with Class 0 and 2 with
the largest samples, respectively. However, most confusion
was between different classes of DR, not no DR and any
DR. This observation was accurate for all models. In other
words, these models have good DR detection but poor severity
level classification. The detection rate can be calculated by
mapping all DR severity levels 1-4 to 1. Hence, the obtained
detection rates are 90%, 96% and 83% for CNN, InceptionV3
and EfficientNetB5, respectively.

B. Training with Balanced Dataset

In this experiment, pre-trained models were fine-tuned
using the balanced training set via augmentation, with 6158
samples. The same set was used for training when training the
CNN model from scratch. Table VI lists the results obtained
during models training. CNN model achieves the highest F1-
score with 64%, while the InceptionV3 model obtained 58%.
On the other hand, the EfficientNetB5 model has the lowest
performance with a 48% F1-score. Looking at the learning
curves for these models in Fig. 9. the performance of the
validation set improved better than the training set for the CNN
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(a) CNN (b) InceptionV3 (c) EfficientNetB5

Fig. 7. Learning Curves for the Models Trained using the Imbalanced Dataset using the Train Set (2489 Samples) and the Validation Set (733 Samples).

(a) CNN (b) InceptionV3 (c) EfficientNetB5

Fig. 8. The Confusion Matrix when Evaluating on the Test Set (440 Samples) for the Models Trained using the Imbalanced Dataset. The x-Axis Represents
the Actual Labels, while the y-axis Represents Predicted Labels. Label 0: no DR, Label 1: mild NPDR, Label 2: Moderate NPDR, Label 3: Severe NPDR,

and Label 4: PDR.

TABLE VI. RESULTS WHEN TRAINING MODELS USING THE BALANCED
DATASET

Precision Recall F1-score Accuracy kappa
Training set

CNN 50% 50% 49% 50% 28%
Inceptionv3 76% 75% 75% 75% 64%

EfficientNet B5 59% 59% 59% 59% 33%
Validation set

CNN 57% 65% 61% 65% 53%
Inceptionv3 64 % 60% 60% 79% 69%

EfficientNet B5 59% 47% 47% 74% 62%
Testing set

CNN 61% 68% 64% 68% 57%
Inceptionv3 59% 59% 58% 78% 70%

EfficientNet B5 57% 46% 48% 73% 60%

model, which indicates that some samples were difficult for
the models to learn from the features. However, this was not
observed for InceptionV3 and EfficientNetB5 models, which
means the performance of training and validation sets were
approximate are similar.

Fig. 10 visualises the confusion matrix of these models.
In general, all models could not recognise Class 4 (PDR)
successfully compared to other classes. As in the previous
experiment, most confusion was between different classes of
DR, not no DR and any DR. The obtained detection rates
here are 84%, 95% and 90% for CNN, InceptionV3 and
EfficientNetB5, respectively.

This study performed two experiments; the first was on
a dataset imbalanced between classes and only processed by
scaling and resizing the image. The second experiment was on
a balanced dataset by utilising augmentation data and applying
image preprocessing techniques. F1-score was used to measure
and compare the performance in both experiments because
it is a standard measure of imbalanced data classification,
in addition to the rest metrics mentioned in Section V-E.
The performance was improved when using balanced since
the InceptionV3 and EfficientNetB5 models obtained higher
results. InceptionV3 model’s performance improved in Recall
and F1-score when using a balanced training set while the
results of the CNN model decreased in all measures. On the
other hand, the results of the EfficientNetB5 model improved
in all metrics when using a balanced training set. Hence, fine-
tuning pre-trained models could benefit from the augmented
samples and enhanced features, which was not the case for the
CNN model.

Furthermore, the CNN model achieves the highest results
in the two experiments which are 67% and 64% of F1-score, in
the first and second experiments, respectively. When looking
at their learning curves, overfitting was an issue in pre-trained
models, indicating the need for more powerful regularisation
for these advanced architectures. In other words, the more
complex the architecture, the more prone to overfit.

In general, the detection ability of these models was better
than its classification between DR severity levels. For Efficient-
NetB5, the DR detection was improved by 7% absolute when
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(a) CNN (b) InceptionV3 (c) EfficientNetB5

Fig. 9. Learning Curves for the Models Trained using the Balanced Dataset using the Augmented Train Set (6158 Samples) and the Validation Set (733
Samples).

(a) CNN (b) InceptionV3 (c) EfficientNetB5

Fig. 10. The Confusion Matrix when Evaluating on the Test Set (440 Samples) for the Models Trained using the Augmented Balanced Dataset. The x-Axis
Represents the Actual Labels, while the y-Axis Represents Predicted Labels. Label 0: no DR, Label 1: mild NPDR, Label 2: Moderate NPDR, Label 3:

Severe NPDR, and Label 4: PDR.

using a balanced training set, while it was the opposite case
for CNN as its detection accuracy dropped by 6% absolute.

VII. CONCLUSION

DR is currently one of the dominant diseases that sig-
nificantly affect people with diabetes. The paper covers the
details of the implementation and evaluation of several deep
learning models: CNN, InceptionV3, and EfficientNetsB5 for
classifying DR using the APTOS2019 dataset. Two different
experiments were conducted, the first with the original images
and the second after processing the images and balancing the
classes. The InceptionV3 model performed the best accuracy
on the dataset in both experiments, while the CNN model
got the highest F1-score in both experiments. Using these
prediction results, effective DR detection systems can be
implemented using deep learning models so that the patient can
be treated and dealt with in the early stages. The results of this
research may not be the same as previous research due to the
difference in the dataset used and the data processing method.
This research’s main challenges and limitations are that the
image dataset was imbalanced, and there was a shortage of
efficiency of the devices utilised in processing even when using
online GPU, such as Kaggle, the allotted time was limited.
For further work, this research can expand to address these
deficiencies by using other methods to balance data and apply
other pre-trained models to diagnose DR.
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Abstract—Automatic License Plate Detection and Recognition
(ALPR) is one of the most significant technologies in intelligent
transportation and surveillance across the world. It has many
challenges because it affects by many parameters such as the
country’s layout, colors, language, fonts, and several environmen-
tal conditions so, there isn’t a consolidated ALPR system for all
countries. Many ALPR methods have been proposed based on
traditional image processing and machine learning algorithms
since there aren’t enough datasets, particularly in the Arabic
language. In this paper, we proposed a real-time ALPR system
for the Egyptian license plate (LP) detection and recognition
using Tiny-YOLOV3. It consists of two deep convolutional neural
networks. The experimental results in the first available publicly
Egyptian Automatic License Plate (EALPR) dataset show the
proposed system is more robust in detecting and recognizing the
Egyptian license plates and gives mean average precision values of
97.89% and 92.46% for LP detection and character recognition,
respectively.

Keywords—Automatic license plate recognition; Egyptian li-
cense plate; Tiny-YOLOV3; CNN; eALPR dataset

I. INTRODUCTION

Numerous applications, including traffic surveillance, au-
tomatic toll collection, parking, and theft prevention, depend
on the automatic detection and recognition of licence plates
[1]. The main objective of ALPR systems is to detect the
location of the license plate in the vehicle image and recognize
its characters and digits without involving massive human
resources, and saving processing time.

The ALPR problem has been investigated over the last
decades by many researchers, and several methods have been
presented. However, the ALPR is still active due to several
difficulties that are related to digital image processing, in-
cluding the diversity of lighting, camera angles, distance from
the camera, scales, complex backgrounds, etc. In addition to
the license plate layout, each country defines a special plate
structure, background, color, language, font type, and size,
which differ from country to country. The majority of ALPR
proposed methods are outside the Middle East (e.g. United
States, China, Brazil, Taiwan, and Europe) [2]–[5].

Most of the previous works are based on traditional
image processing techniques such as binarization, edge-
based, character-based, color-based, texture-based, and tem-
plate matching approaches, which are based on hand-
engineered features. With the rapid development of the deep
learning, the prediction performance of many computer vision
tasks such as image classification, segmentation, and object

detection has been greatly improved [6]. Many approaches
have used deep Convolutional Neural Networks (CNN) to
obtain state-of-the-art accuracy. However, the main drawback
of deep learning models is that they need big datasets for the
training stage. so, few deep learning works were presented
in the Arabic region due to the lack of a publicly available
dataset, especially for Egyptian license plates.

You Only Look Once (YOLO) [7] inspired models have
made significant advancements in object detection problems.
So we decided to use it in our proposed system. YOLOV3
[8] is the enhanced of YOLO and YOLOV2 [9] real time
object detection algorithm that uses a model with 53 fully
convolutional layers on the other side, Tiny-YOLOV3 is a
light model focused on a speed / accuracy trade-off that uses
eight convolutional and six max-pooling layers. Hence, Tiny-
YOLOV3 is quicker but less accurate than YOLOv3.

In this paper, we propose a new real-time system for
Egyptian license plate detection and recognition based on
the Tiny-YOLOv3 object detection deep learning model. It
consists of two stages : the first stage is responsible for
detecting the license plate location from the input vehicle
image and the second stage is recognizing the characters and
digits from the detected license plate. The proposed system
is used to evaluate the EALPR dataset that the first public
Egyptian LP dataset.

our main contribution can be summarized as follows:

• A new real-time system for Egyptian license plate
detection and recognition based on the Tiny-YOLOv3
deep learning model for both stages.

• Evaluation of the proposed system on the EALPR
dataset, including 2450 vehicle images and more than
12,000 Arabic digits and characters.

The paper is organized as follows. We briefly review ALPR
related works in Section II. Section III introduces the EALPR
proposed system. We report the experimental results in Section
IV, and finally, we present the conclusions and future work in
Section V.

II. RELATED WORK

ALPR is challenging because it depends on several factors,
including the plate country’s design, colors, environment, lan-
guage, and texture. Both license plate detection and character
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recognition could be done using the object detection tech-
niques. There are two approaches of object detection features,
hand-engineered features (Haar, HOG, SIFT, SURF, ... etc.)
and deep neural networks features based on convolutional
neural networks (YOLO, SSD, Faster-RCNN, RefineDet, ...
etc.). We briefly review some previous related work to the
ALPR problem.

In [10], proposed a smart vehicle control system based on
ALPR. The proposed method is color-based and extracts the
region of the license plate based on some of the predefined
colors like yellow and white, and applies histogram algorithms
and morphological operations for rapid detection. This method
uses a back-propagation neural network for character recogni-
tion. A total of 350 vehicles are used for testing the method
and achieving a high success rate.

In [11], presented an ALPR system for the Egyptian license
plates. A total of 221 images of classic Egyptian vehicle
license plates were used in this study. The proposed method
accuracy for plate detection is 78% using edge detection
and morphological operations, 85% using the illumination
model of YCbCr and wavelet transform, 85% for character
segmentation, and 74% for character recognition.

In [2], developed an end-to-end deep learning system for
Brazilian license plate detection and recognition in uncon-
strained scenarios. The developed system is based on deep
convolutional neural networks (CNN). The authors used the
public available Brazilian datasets. The accuracy of the license
plate detection is 99%, and the recognition is 93%.

In [5], presented a two stages method for license plate
detection and recognition. In the first stage, the author detected
the vehicle region using a faster R-CNN method and in the
second stage, they used the same algorithm with hierarchy
sampling method for plate detection in the vehicle region. The
proposed method is evaluated by Caltech dataset and achieved
98.39% as the precision rate.

In [3], proposed a real-time end-to-end ALP system based
on the state-of-the-art YOLO object detection. They presented
a fully annotated public dataset called FPR-ALP for Brazilian
license plates. Fast-YOLO, YOLOV2, and CR-Net are used
for plate detection and recognition respectively. The recogni-
tion accuracy of the system is 93.53% higher than both the
commercial Sighthound and OpenALPR solutions.

III. PROPOSED SYSTEM

A. System Overview

In Fig. 4, we show the main stages of the proposed
ALPR system. The development of real-time object detection
techniques is an important step for building a reliable ALPR
system. We use two object detection models for license plate
detection and recognition. The input to our proposed system is
the vehicle image, whereas the output is the recognized license
plate characters and digits. Tiny-YOLOV3 is the backbone
architecture for both stages LP detection and recognition.

B. ELAPR Dataset

In this section, we introduce a new dataset for the Egyptian
license plate called (EALPR). We scrap the EALPR dataset

images from websites such as Instagram pages [12]–[15] and
Facebook Marketplace [16] using web scraping Tools [17],
[18]. It has 2,450, and 12,160 characters images including
many types of vehicles such as cars, buses, trucks, micro-
buses, and mini-busses. Fig. 1 shows the characters and digits
statistics. The vehicle images are captured using different
cameras, at varying times, lighting, and background. Fig.
7 shows samples from EALPR. It is publicly available on
https://github.com/ahmedramadan96/EALPR.

Fig. 1. Characters and Digits Statistics in the EALPR Dataset.

The Egyptian License Plate (LP) uses the Arabic digits and
characters which is varying in several countries that use Latin
letters such as Europe, Brazil, US, ... etc. It has a dimension
16 (height) X 40 (width) with aspect ratio 1:2 approximately
[19]. its layout is divided into 3 regions: the country region
contains the Egypt word in Arabic and English format, the
character region includes plate characters, and the number
region contains plate digits. Fig. 2 shows the Egyptian LP
structure. It uses 10 Arabic digits and 17 Arabic characters.
Fig. 3 illustrates the used license plate Arabic characters,
digits, and their corresponding English format.

Fig. 2. Egyptian License Plate Structure.

Dataset annotation is required for object detection YOLO
models. After collecting EALPR dataset we manually annotate
the vehicles, characters, and digits using Ybat tool [20] as
shown in Fig. 5, and 6. Ybat provide the start and end coor-
dinates (xmin,xmax), (ymin,ymax) respectively for each rectangle.
The four values of YOLO bounding boxes is calculated using
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a. Plate Arabic Digits and Latin Digits.

b. Plate Arabic Characters and Latin Characters.

Fig. 3. a. Plate Digits b. Plate Characters in Arabic (First Row) & English
(Second Row).

equations (1)-(4)

bx =
xmin + xmax

2× w
(1)

by =
ymin + ymax

2× h
(2)

bw =
xmax − xmin

w
(3)

bh =
ymax − ymin

h
(4)

where bx,by,bw,bh representing the center point of the
rectangle, width, and height, respectively.

C. License Plate Detection Network (LP-Net)

LP-Net is responsible for taking the raw vehicle image as
input and detecting the location of the plates. The plates are
cropped based on the bounding boxes using OpenCV [21] and
passed to the character model. A license plate is an object that
may be detected using object detection algorithms. The main
function of object detection algorithms is to detect the object
locations at different scales (shapes and sizes). Deep learning
object detection techniques work effectively in a variety of
environments and with a large dataset. LP-Net is the same
original Tiny-YOLOV3 network. Tiny-YOLOV3 consists of 8
convolutional and 6 max-pooling layers in the feature extractor
block. The network architecture is shown in Table I. It uses
small kernel sizes 3×3 and 1×1 for the convolutional layers
and 2×2 for max-pooling layers. We changed the input image
size from 416×416 to 608×608, which resulted in higher
accuracy. We also changed the final convolutional layer to
predict only one class label (“license plate”). YOLO predicts
bounding boxes using A anchor boxes (we choose A = 3) with
four values (bx,by,bw,bh), confidence, and C class probability,
therefore the number of filters is 18 which is defined in
Equation (5)

#Filters = (Classes+ 5)×Anchors (5)

TABLE I. TINY-YOLOV3 ARCHITECTURE

Layer Type Filters Size/stride
0 Conv 16 3×3/1
1 Max 3×3/2
2 Conv 32 3×3/1
3 Max 3×3/2
4 Conv 64 3×3/1
5 Max 3×3/2
6 Conv 128 3×3/1
7 Max 3×3/2
8 Conv 256 3×3/1
9 Max 3×3/2

10 Conv 512 3×3/1
11 Max 3×3/2
12 Conv 1024 3×3/1
13 Conv 256 3×3/1
14 Conv 512 3×3/1
15 Conv 33 3×3/1
16 Yolo loss
17 Route 13
18 Conv 128 3×3/1
19 Upsampling ×2
20 Route 19,8
21 Conv 256 3×3/1
22 Conv 33 3×3/1
23 Yolo loss

D. Character Recognition Network (Char-Net)

The main function of Char-Net is to detect the plate digits
and characters and recognize them using deep object detection
CNN. The input for this network is the cropped license plates
that were detected from the previous network. We accept all
cropped (LP)s with an aspect ratio of 1:2 and reject the small
plates. Also, It has the same architecture of Tiny-YOLOV3 as
shown in Table I with some changes. All plates are resized to
be 384×192 to prevent the vanishing gradient in CNN layers.
The architecture is changed to detect 27 digits and characters
that are used in the Egyptian license plates. Fig. 3 show all
used digits and character classes. The number of filter in the
last convolutional layer is 96 which calculated using Equation
5

IV. EXPERIMENTAL RESULTS AND EVALUATION

A. Experimental Setup

All experiments were performed on a personal computer
with Windows 10 64-bit, Intel(R) Core(TM) i7-9750H 2.6GHZ
CPU, 16GB memory, and NVIDIA GeForce GTX 1660Ti
GPU. The proposed system is implemented using the darknet
deep learning framework and OpenCV library. The YOLO
implementation is available here [22]. As previously men-
tioned, the EALPR dataset vehicle images are collected from
social networks with different environments and conditions.
For plate and character networks, we resize the input image
to be 608×608 and 384×192 respectively. 80% of the dataset
is selected randomly for training our proposed system and the
remaining 20% is used for testing purposes. In the training
stage, we use the pre-trained Tiny-YOLOV3 model to initialize
the network’s weights. Both the plate and character networks
were trained for 5000 epochs and 6000,54000 max batches
respectively with a batch size of 64 images. We use the Leaky
RELU activation function. The momentum is set to 0.9, the
weight decay to 0.0005, and the learning rate started with
0.001 used for both networks. Table II summarizes all training
parameters for both models.
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Fig. 4. Main Stages of the Proposed EALPR Approach.

Fig. 5. Vehicle Plate Annotation.

B. Evaluation Metrics

The proposed system is evaluated using the mean average
precision (mAP) value. The mAP value depends on precision
and recall metrics [23] which are described in Equations (6)

Fig. 6. Plate Characters Annotation.

and (7).

Precision =
TP

TP + FP
(6)

Recall =
TP

TP + FN
(7)

where True Positive(TP), False Positive(FP), and False
Negative(FN) means the number of correctly detected (plates
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Fig. 7. Sample Images from EALPR Dataset.

TABLE II. TINY-YOLOV3 TRAINING PARAMETERS FOR LP-NET &
CHAR-NET

Parameter Value
Framework Darketnet
Image Dimensions 608×608 (LP-Net) and 384×192 (Char-Net)
Channels 3
Activation Function Leaky RELU
Policy steps
Epoch 5000
Max batches 6000 (LP-Net) and 54000 (Char-Net)
Batch size 64
Subdivision 16
Learning rate 0.001
Decay 0.0005
Momentum 0.9

and characters), the number of negative correctly detected
(plates and characters), and the number of not detected (plates
and characters), respectively. Object detection correctly de-
pends on the Intersection over Union (IoU) value that measures
the similarity between the ground truth, and the predicted
bounding box. We choose IOU = 0.5. The average precision

(AP) is described in Equation (8) as the area under precision
and recall values. AP is the standard evaluation way for object
detection networks.

AP =

∫ 1

0

P (R)dR (8)

where P(R) is the precision over recall. The mAP value is
the average of all classes of AP.

C. Results Analysis

We evaluate the Performance of LP-Net and Char-Net using
the mean average precision with the threshold value = 0.5.
After training both networks with 5k epoch. The mAP of Let-
Net is 97.89 %, while the Char-Net Performance is 92.46%
to predict the bounding boxes with the ground truth. Fig. 8
and 9 show the results obtained from the experiments on both
networks. In Fig. 8, the model result is the bounding boxes for
each LP and LP class inside the vehicle image, while in Fig.
9 the result is the bounding boxes for each character and its
class inside the detected license plate.
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Fig. 8. LP-Net Results.

Fig. 9. Char-Net Results.

V. CONCLUSION

In this study, We present a real-time Egyptian license
plate detection and recognition system. The proposed system
is a pipeline of two deep convolutional neural networks. It
can be deployed on GPU-less computing devices. The tiny-
YOLOV3 model is the backbone for both networks. Also,
We evaluated it on the publicly available Egyptian License
plate (EALRP) dataset. The accuracy of the proposed system
is 97.89% and 92.46% for license plate detection and character
recognition, respectively. We suggest collecting more samples
for the dataset with many variations and Implementing other
YOLO model versions or Attention vision transformers to
improve the accuracy of the proposed system.
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Abstract—Accurate diagnosis of patient conditions becomes
challenging for medical practitioners in urban metropolitan cities.
A variety of languages and spoken dialects impedes the diagnosis
achieved through the exploratory journey a medical practitioner
and patient go through. Natural language processing has been
used in well-known applications, such as Google Translate, as
a solution to reduce language barriers. Languages typically
encountered in these applications provide the most commonly
known, used or standardized dialect. The Arabic language can
benefit from the common dialect, which is available in such
applications. However, given the diversity of dialects in Arabic in
the healthcare domain, there is a risk associated with incorrect
interpretation of a dialect, which can impact the diagnosis or
treatment of patients. Arabic language dialect corpuses published
in recent research work can be applied to rule-based natural
language applications. Our study aims to develop an approach to
support medical practitioners by ensuring that the diagnosis is not
impeded based on the misinterpretation of patient responses. Our
initial approach reported in this work adopts the methods used by
practitioners in the diagnosis carried out within the scope of the
Emirati and Egyptian Arabic dialects. In this paper, we develop
and provide a public Arabic Dialect Dataset (ADD), which is a
corpus of audio samples related to healthcare. In order to train
machine learning models, the dataset development is designed
with multi-class labelling. Our work indicates that there is a
clear risk of bias in datasets, which may come about when a
large number of classes do not have enough training samples.
Our crowd sourcing solution presented in this work may be an
approach to overcome the sourcing of audio samples. Models
trained with this dataset may be used to support the diagnosis
made by medical practitioners.

Keywords—Dialectal Arabic (DA); healthcare diagnosis; natu-
ral language processing (NLP); multi-class labeling; crowd sourc-
ing

I. INTRODUCTION

Research into healthcare practices often highlight language
barriers as a major hurdle that impedes a seamless doctor
patient interaction and hinders the possibility of positive di-
agnostic outcomes [1], [2], [3]. In emergency rooms, where
timing is critical and information exchange between the patient
and the doctor can save lives, the language barrier is seen as an
obstacle that must be overcome. It is important to understand
the role that language plays, as there has been an increase in
culturally and linguistically diverse populations among patients
and practitioners [2]. As a result of this ongoing global
migration and globalization, many societies all over the world
have become multicultural, with many migrants who do not

speak the official language of the host country. In the United
Arab Emirates (UAE) in particular, the local citizens make
up only about 11% of the population, with the rest being
from various parts of the world, mostly from Southeast Asian
countries and various Arab countries [4]. With this diversity in
culture and population, it causes a communication gap in the
healthcare service and creates challenges in providing quality
individual and holistic healthcare [5].

A large number of published studies [6], [7] address
the language barrier that exists between the doctor and the
patient, resulting in a poor understanding of diagnosis, relevant
investigations, and medication instructions [7]. Surveys, such
as that conducted by [8], have shown that language barrier
can also lead to poor comprehension and compliance with
recommendations for follow-up and treatment. This increases
the likelihood of the occurrence of adverse medical events,
thereby lowering patient satisfaction. Hence, communication
barriers must be considered as part of any strategy aimed at
improving patient safety and risk management in healthcare
organizations [9].

Attempts to solve this communication problem have been
reported in [10], [11], [12], [13] by using Google Translate
(GT) or an interpreter. However, when language is a barrier,
GT remains the most easily accessible and a free initial mode
of communication between the doctor and the patient [10].
A good medical interpreter needs to be able to accurately
translate the complex medical terminology. Evidence in [14]
suggests that when limited English proficiency patients have
access to skilled professional interpreters or bilingual physi-
cians, they have better communication, patient satisfaction, and
outcomes, as well as fewer interpretation errors.

The limitations related to healthcare and diagnosis have
been reported in [14], [15], [16]. GT has only 57.7% accuracy
and should not be relied on for critical medical communica-
tions [10]. In [12], it is mentioned that those patients who
require interpreters but do not receive them, have a poor
self-reported understanding of their diagnosis and treatment.
Ad hoc interpreters misinterpret or omit up to half of all
physicians’ questions and are more likely to make clinically
significant errors. The three most commonly used forms of
interpreters are ad hoc, professional, and telephone interpreters.
For ad hoc interpreters, people commonly use friends or family
members of the patient or staff in the work setting, such
as housekeepers, secretaries, or medical personnel, who are
untrained in interpreting. It is increasingly recognized that the
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use of untrained or ad hoc interpreters can lead to inaccurate
communication and ethical breaches.

Language barrier leads to a communication breakdown
between the patient and healthcare providers [6], [17]. Hence,
it is critical for the doctor and the patient to communicate
effectively, which is why it is advantageous if the doctor is
fluent in the patient’s language [18], [19]. However, doctors
may not always be able to communicate in the patients’ native
language, which creates hurdles, as shown in [20].

Early health communication linguistic research [21] fo-
cused mainly on small datasets, such as language samples
gathered from face-to-face clinical interactions or research
interviews [22]. The main drawback of this was that the
findings presented were based on limited datasets and hence,
researchers have started to use corpus linguistic methods [23].
A corpus is a collection of authentic text or audio organized
into datasets [24].

The Arabic language is classified into three forms: classi-
cal, modern standard and dialectal. Classical Arabic (CA) is
the language used in both ancient history literary and religious
texts. Modern Standard Arabic (MSA) is the “official” Arabic
used in books, magazines, media, legal documents, etc. Di-
alectal Arabic (DA) is the informal Arabic that native speakers
use to communicate in their daily lives. Research in [25], [26],
[27], [28] focused on the development of an Arabic language
corpus, such as Egyptian, Tunisian and Iraqi dialects.

Over the last decade, Arabic and its dialects have made
growth in the field of Natural Language Processing (NLP)
[29]. Dialects vary and mutate over the large geographical span
of the Arab peninsula with popularity borne by the Egyptian
dialect in a majority of countries in the Middle East and North
African regions. The UAE population distribution provides
the motivation for the work reported in this paper. Of the
40% Arab population in the UAE, Emirati and non-Emirati
Arabic groups are almost in equal proportion. This allows us to
focus our research efforts on the Emirati and Egyptian dialects
based on the fact that the Egyptian dialect is the most spoken
in the non-Emirati Arab community. Although research in
[30] focused on developing a pediatric assistant that supported
Arabic dialects, particularly Egyptian dialects, there is a lack
of research for both Emirati and Egyptian dialects in the UAE
healthcare sector.

With the growth of AI applications, researchers are looking
for ways to use NLP (a strand of AI) to solve real-world
problems related to language. So, a dataset that can enhance
the functionality of NLP-based applications is highly desirable
for researchers in this field and is a main contribution for
science. Researchers working on language translation tools and
chatbots will be very interested in such tools when focusing on
the development of solutions for the healthcare industry. These
datasets can be used to develop machine learning models to
detect and classify linguistics.

In this work, the approach used by medical practitioners
in the UAE were analyzed following some interviews with
doctors representing the Dubai Health Authority (DHA). A
database of questions was developed in the English Language
and a platform was developed to allow users to record a
translated version of the typical response to a question in their
Arabic dialect (Emirati or Egyptian). These responses were

labeled and stored as an audio dataset in a raw mp3 format
for researchers to use. Recordings with poor audio quality were
manually removed after an inspection. The development of AI-
based tools can improve the diagnostic outcomes for patients
and lead to a better care. Issues that are diagnosed early allow
for treatments, which can lead to correct prognosis and timely
interventions.

The remainder of this paper is organized as follows:
Section II provides the related work in the field of Arabic
NLP (ANLP); Section III discusses the DA challenges in
healthcare; Section IV presents our approach and methodology
for building a dataset to train a Machine Learning (ML)
algorithm; Section V deals with the ML approach to which
the dataset can be applied. Finally, Section VI provides the
limitations of the work in addition to the social and ethical
considerations. We conclude this paper with future directions
of research that can be supported through this dataset and its
enhancement.

II. LITERATURE REVIEW

A considerable amount of literature has been published
on the growth of the DA, which has been recognized as
the primary language for informal communication [31]. This
growth has been aligned with the emerging trends in online
social media platforms (e.g. Twitter, Snapchat, Facebook etc.).
The online social media factor attributes to the varsity of DA,
which has led to a wider use in offline social interaction. As
highlighted in [32], the forms of DA differ depending on the
geographic distribution and the socio-economic conditions of
the speakers. Each form of DA is considered a divergence from
the formal variety, the MSA. This divergence is evidenced in
the challenges presented by [33], highlighting Arabic Internet
users adopting a mixture of MSA and DA, thereby increasing
the challenges related to text processing for machine transla-
tion through NLP.

The recent advances in computational power and pro-
cessing of large data arrays have led to the enhancement of
NLP as a technique to empower machines in gaining a better
understanding of the human language [34]. Deep learning
(DL), a consequence of the rise in computational power, has
increased the opportunity for more tasks to be carried out by
NLP. The Arabic NLP community (ANLP) [35] has yet to
grasp the advantages offered by NLP with DL, despite the
growth of DA aligned with social media platforms mentioned
earlier. However, recent work published by [36] shows a
new focus on ML and DL, based on lexicon and corpus
approaches. Islam et al. [37] discuss the importance of NLP
in the healthcare industry with researchers finding ways to
improve diagnostics. Furthermore, automation for initial and
informal diagnosis has been envisaged through the use of
NLP to provide an on-demand self-service for patients [38].
The communication between a doctor and a patient usually
involves personal questions, which reveal intimate information
necessary for an accurate diagnosis [19]. These challenges
are amplified in the Arabic culture and the framework of
respect and politeness around the spoken dialogue [39]. To
cater for these challenges, techniques used by practitioners
have included the use of an interpreter [40]. However, the
framework of politeness mentioned earlier also reduces the
success of using an interpreter in the Arabic culture. Another
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Fig. 1. List of Published Papers using Crowd Sourcing.

alternative approach used by doctors is known as code switch-
ing [41], where the bilingual capability of the practitioner can
be used to combine English words and terms (of important
medical consequence) and words in DA, which can provide
an atmosphere of comfort and respect for the patient in the
cultural setting. Although code switching has been reported to
be a positive and useful approach, the bilingual capability is not
ubiquitous, given the divergence of DA. Hence, approaches,
which are supported by artificial intelligence (AI), play a role
in bridging the gap. This gap is wider, where the growth in
healthcare tourism [42] is supported by the deployment of
practitioners accustomed to MSA or a different strand of DA
[43].

Approaches in sentiment analysis, which apply NLP as
reported in [44], have been used in healthcare based on text
computation extracted from web sources, such as blogs and
social media, and with no methodical approach used for the
attainment. Again, the politeness of the Arabic culture plays a
significant role in the level of accuracy that may be gained
through these approaches, as there is a limited directness.
Furthermore, online sources will also suffer from a lack of
contextual information, which can be used to train models used
in AI. Researches [31], [44], [45], [46] were developed using
a corpus-based approach for sentiment analysis in healthcare.
The techniques that have been used are Lexicon. There are
several challenges mentioned in [45], [46] facing the sentiment
analysis and evaluation process, especially in the medical do-
main. There are health related blogs and forums where people
discuss their health issues, symptoms, diseases, medication,
etc. [47]. These challenges become obstacles in analyzing
the accurate meaning of sentiments and detecting the suitable
sentiment polarity. The approaches used to overcome these
challenges are discussed in [48].

ML implementations of audio analytics have gained pop-
ularity in applications, such as Alexa, Siri, Google Assistant
and Google Home. The capabilities offered are founded on
models, which can extract information from audio signals
[49]. Audio processing capabilities supported by open-source
codes and public big data have led to an accelerated de-
velopment of applications, such as Shazam, which provides

an audio similarity search capability [50]. Applications of
audio analytics can range from customer sentiment analysis in
recordings taken from call centers to media content monitoring
for parental control. In the domain of healthcare, several ML-
based approaches have been proposed to consider clinical
decisions supported using text-free data [51]. In recent years,
clinical speech and audio processing have offered new opportu-
nities, such as automatic transcription of patient conversations,
synthesis of clinical notes, as well as identification of disorders
related to speech [52]. Chatbots, such as Babylon Health,
have been developed for diagnosis and prevention of diseases.
Such chatbots use speech recognition technologies to compare
symptoms reported by the user with a database of diseases to
recommend a course of actions based on the identified disease
in addition to the patient history. In the special case of machine
translation, there is currently limited evidence in the literature
of the use of healthcare-oriented ML-based translators in
clinical practice [53]. Instead, physicians commonly use either
professional interpreters, who are usually costly, or digital
translating services, such as GT, which are not tailored to
properly function with a medical lexicon.

There are different techniques for processing the audio
files for ML. The approaches used in the literature are audio
spectrograms in [54] and Mel Frequency Cepstral Coefficients
(MFCC) in [55]. In [56], the input of fixed length video
segments of 10 seconds was converted to an audio spectrogram
and fed into a Convolutional Neural Network (CNN) based on
Alexnet [57] and VGG-16 [58] architectures. In [55], the use of
audio spectrograms to feed into a CNN with the use of MFCCs
was discussed. The authors also used a second approach, where
the audio spectrogram was used as an input, using a modified
VGG-16 architecture based on transfer learning [59]. Results
in [55] showed that the accuracy using MFCC was higher than
the spectrogram-based approach.

The approach proposed in this paper supports speech
recognition (SR) under text and speech processing as a branch
of NLP. Advances in SR through big data and DL have yielded
significant gains through innovative approaches, as found in
recent academic work [60], [61]. Limited work on the use of
an audio corpus is referenced in [54], where voice recognition
based on whole sentences without speech segmentation is
done. To improve and innovate in the field of voice recognition
for healthcare diagnosis in the DA, this corpus provides the
big data component, which is labelled and can be used for
supervised learning. The labelling approach of the corpus
can support the development of voice recognition with DL
for improvement in the healthcare diagnostic outcomes. The
approach used to create the corpus is similar to Amazon
Mechanical Turk. Other approaches, which use the crowd
sourcing and labelling mechanism, are mentioned in Fig. 1.

III. HEALTHCARE CHALLENGES WITH DA

With the discovery of oil in the UAE in the late 1950s,
a huge economic and social transformation began resulting
in an increase of the need for foreign labor. Since then,
the UAE has seen a huge number of expatriates trickling in
to gain from the profitable economic bustle including trade,
real estate, construction, and healthcare, thereby outnumbering
the national population. While the nationals whose spoken
language is Arabic only amount to 11.48% of the entire
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TABLE I. SAME MEANING OF DIFFERENT HEALTHCARE WORDS IN
EGYPTIAN AND EMIRATI DIALECTS

Egyptian Dialect Emirati Dialect Meaning
©k. ð P@ñ« pain
	
àAÒ

�
Ô
	
« �

é«ñË nausea

©k.
�P

@ ¨ð 	QK. I vomit

ú



	
æªk. ñ

�
JK. ú




	
GPñªK
 It hurts

TABLE II. EXAMPLES OF HEALTHCARE STATEMENTS IN DIFFERENT DAS
WITH THEIR TRANSLATIONS IN ENGLISH

Questions/ Answers Translation by GT Correct Translation
ú



	
æªk. @ð ø



Pð 	P (Egyptian dialect) visit and see me my throat hurts

t�'
 @X A
	
K @ (Egyptian dialect) I am deaf I am dizzy

	
àAJ
« A

	
K @ (Egyptian dialect) I am an eye I am sick

?
�
éJ
ÊÒªË@ ø


Aë
�
IK
ñ� AÓ ñË Q�
��
 hP ñ

�
�

(Syrian dialect)

What would
happen if you
did not make

this process happen?

What will happen
if I do not

get the surgery?
�
é
	
K AJ.ª

�
K ú



ÍAg

�
é�Ag

(Jordanian dialect) My current sense is tired I am tired
�
é«ñË ú




	
æJ

	
¯

(Emirati dialect) Vinny is crazy I feel nauseated

population in 2022, the expatriates total around 88.52% of the
population, mainly coming from India, Pakistan, Bangladesh,
Philippines, Iran, Egypt, Nepal, Sri Lanka and China [4]. As
most of these migrants are non-Arabic speakers, the common
communication language used in the different public and
private service sectors in the UAE is English. The Arabic
language has also been a barrier to Arabic speakers across
the country, as the Arab migrants use different dialects or
DAs, which diverge from the MSA, and are often classified
regionally as Egyptian, North African, Levantine, Gulf, and
Yemeni or sub-regionally as Tunisian, Algerian, Moroccan,
Lebanese, Syrian, Jordanian, Saudi, Kuwaiti and Qatari [62].
Moreover, many of the Arabic speakers cannot use the English
language to communicate efficiently with non-Arabic speakers.
This suggests that the language in the UAE is a contributing
factor to misinformation in several critical service providers
including the healthcare sector.

In the UAE, the two mostly spoken Arabic dialects are
Emirati (11.48%) and Egyptian (4.23%) [4]. While the major-
ity of the Arabic speaking residents use these two dialects to
communicate on a daily basis [63], hospitals are staffed mostly
with physicians who speak exclusively English at workplace.
Therefore, these physicians are frequently obliged to deal with
Arabic speaking patients who have no language in common.
Moreover, the diversity of the Arabic language through its
several DAs poses another serious challenge that needs to be
addressed [62]. Table I shows an example of several Arabic
healthcare terms expressed differently in Emirati and Egyptian
dialects, but having the same meaning. A situation of this
kind, with barriers in language and medical understanding,
creates serious problems for quality, security and equitability
of medical care. Rosse et al. [64] defined a language barrier as
“a communication barrier resulting from the parties concerned
speaking different languages” and supported previous claims
that these barriers pose a significant threat to quality of care
and patient safety.

Therefore, the language barrier poses challenges for achiev-
ing high levels of satisfaction among physicians and patients,
providing high-quality healthcare service, and maintaining
patient safety. To address these challenges, several solutions
are available today, but they all have their drawbacks. There
has been recently a rising demand of English-Arabic translat-
ing services for medical, anatomy and healthcare lexicons in
Arabic cosmopolitan countries, which usually attract multilin-
gual/multidialectal expatriates [65]. Knowing that professional
interpreters are very expensive and are not always available for
some dialects, the framework of politeness in the Arab culture
also reduces the success of using an interpreter for DA speak-
ers. On the other hand, GT, increasingly often used when no
other alternatives exist, is known to be unreliable for medical
communication [66] and human interference is greatly needed
to produce accurate and effective translation. For instance, an
Egyptian patient reporting a pain in the leg, ú




	
GAªk. ð ú



Îg. P\\

, is interpreted as “My feet are hungry” instead of “My
leg hurts”. Another example shows the inadequacy of GT,
which fails to translate two different statements having the
same meaning into the same expression. The two Egyptian
dialect statements ¨Y�Ó A

	
K @\\ and ¨@Y� ø



Y
	
J« A

	
K @\\ ,which

both report a headache, are construed as “I’m cracked” and “I
have a headache”, respectively. Table II, which illustrates some
examples of translation from several DAs to English, shows
the inaccurate translation of GT when used in the healthcare
sector.

All these factors lead us to explore and suggest a better
solution to the language dilemma that physicians face in pro-
viding high-quality and safe care to DA-speaking patients with
limited English proficiency in the UAE. Our work proposes a
new approach of efficiently addressing this problem by using
the crowd sourcing and labelling mechanism for the Emirati
and Egyptian dialects in the medical diagnosis context. To
our knowledge, no other work has followed this approach to
address the challenge of English-Arabic interpretation in the
medical field, specifically related to the emergency diagnosis
questionnaire.

IV. APPROACH AND METHODOLOGY

The crowd sourcing approach used in this work is termed
as “crowd labeling”. In this approach, an automated labeling
implementation is developed, which allows for audio record-
ings to be labeled at the time they are recorded and uploaded
by contributors.

A. Architecture Overview

Fig. 2 provides an overview of the application architecture
using HTML, CSS, JavaScript, PHP and Google Developer
APIs. Visitors to the webpage can see a landing page, which
offers them the option to record their phrase in the Emirati or
Egyptian dialect. The selection prompts a back-end process on
the web server to get a random question and associated phrase
from a pool, which is hosted in a Google sheets document.
This is done using Google developer APIs.

The contributor records the phrase and uploads it to the
audio sample database, which is hosted in Google drive. This
repository is available for public access for other researchers.
The audio files are labelled automatically. When a file is
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Fig. 2. High-Level Implementation Architecture.

uploaded, the following attributes are included in the file name:
<dialect>_Q_<possible question from Doctor>
_S_<possible answer from patient>_L_
<predefined labels>.mp3

An example from the repository is provided here:
emirati_Q_What_brought_you_here_S_I_feel_
pain_in_my_leg_L_leg_pain.mp3

The audio samples are recorded with a 48 MHz sampling
rate and stored in the mp3 format.

B. Application Overview

Fig. 3 provides an overview of the implementation with a
summary of the steps:

1) User visits the webpage (https://nlp.pbl.school/)
2) User reads the welcome note.
3) User selects the dialect they wish to contribute in.
4) Once the question-and-answer set is generated, the

user records the audio.
5) The user reviews the recording quality and uploads

it to the Google drive storage location. The user can
proceed to step 7 to continue with contributions or
proceed to step 8 and exit the application by closing
their browser page.

6) If the audio sample is not clear, the user can decide
to re-record it and return to step 5.

7) The user can choose to launch a new contribution and
restart at step 3.

8) The user can choose to exit the application at any
time.

C. Access to Repository

The repository of the collected audio files can be accessed
from Google drive using the link below. As new recordings
are published, this drive is automatically updated. Researchers
have unlimited access to the ADD dataset:

Fig. 3. Crowd Labeling Application Flow Diagram.

Fig. 4. Implementation of ML Pipeline for Patient-Doctor Diagnostic Device.

https://drive.google.com/drive/folders/160HE3q
FcqNJMyC4M5Hx1e2SffKhDeW8?usp=sharing

Access to this repository can also be automated using
Google drive APIs by researchers who intend to create a
continuous ML pipeline. With this approach, each time a new
file is uploaded, the ML pipeline implemented can fetch the
file and update the ML algorithm. The current implementation
of this is shown in Fig. 4. The implementation consists of a
two-monitor device based on the Raspberry Pi 4, and placed
in the room of a physician. The doctor can select a question,
which is played in the dialect of the patient. The response
from the patient is recorded and uploaded to the ML model for
classification. The response from the ML model provides the
physician with the phrase from the database that best matches
the input from the patient.

Preliminary results on the accuracy of the classification
have been produced, as described in Section V. We intend to
publish detailed results in the future when the size of the corpus
reaches a minimum threshold.

V. ML PROPOSED APPLICATIONS

We address in this section the need for capacity develop-
ment in this area by providing some conceptual ML methods
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Fig. 5. Spectrogram of an Audio Clip with a Spectral Range of 0 kHz to 10
kHz.

for researchers to developing predictive algorithms for several
healthcare speech recognition-related applications. Examples
of such applications include speech tagging, dialect classi-
fication, diagnosis multi-labelling and language translation,
using our freely available public ADD dataset for Emirati and
Egyptian dialect lexicons.

Libraries, such as Librosa, provide useful tools for audio
signal processing, using a Fourier Transform to convert an
audio signal into a frequency domain from the time domain.
Librosa supports the display, processing, and analysis of
key spectral features, such as spectral-flux, spectral centroids
and fundamental frequency components, which are essential
features for ML-based spectral analysis [49]. Fig. 5 shows
an implementation of Librosa’s spectral display capabilities
in which spectral images of our collected audio samples are
generated. The image is normalized to a specific color profile
and a frequency profile from 0 to 4 kHz, which aligns to the
human speech audio range.

In a typical classification application, the images can be
processed and numerically represented with the pixel color
information being the input for each neuron in an Artificial
Neural Network (ANN) or Convolutional Neural Network
(CNN) model, such as AlexNet or GoogLeNet, as proposed
by Boddapati et al. [67]. The training of the model will
allow for classification of dialects and diagnosis types. This
is summarized by the process pipeline shown in Fig. 6. In this
section, we develop and test the proposed design process on the
ADD dataset, as one possible approach of using the dataset for
Arabic/English translation of the emergency diagnosis patient
answers.

A. Audio Processing

A total of 301 recordings in the Egyptian dialect and 138
recordings in the Emirati dialect are collected as part of the
ADD after manually removing the faulty audio samples from
12% of the Egyptian dialect recordings and 22% of the Emirati
dialect recordings. The errors include wrong translation, blank
recordings, and duplications. The maximum duration for an
audio sample is 10 seconds, the minimum is 1 second, and the
average is between 2 and 3 seconds.

Next, we consider the recorded raw audio samples, where
a sample of an Egyptian dialect speech waveform is shown in
Fig. 7. The waveform only shows the change of the signal’s
amplitude over time without giving any insight about the
different frequency components pertaining to the recorded

Fig. 6. Proposed Classification Pipeline.

audio signal. Therefore, we convert the audio waveform to
a spectrogram, which is a 2D image representing sequences of
spectra with time along one axis, frequency along the other,
and brightness or color indicating the strength of a frequency
component at each time frame. This representation can thus be
used with CNNs that are usually applied on images and can be
applied directly to sound in this case. Moreover, learning more
about the signal’s frequencies gives us a better understanding
of the recorded audio signal and allows us to filter out any
unwanted disturbance, as distortion and noise can be visualized
in a spectrogram.

B. Machine Learning Models

For speech classification, Mel Frequency Cepstral Coef-
ficients (MFCCs) are commonly used for their classification
and identification effectiveness, as they can describe concisely
the shape of the spectral envelope expressed on a Mel-
scale. However, MFCCs are also known as being “lossy”
representations, which are preferably ruled out when working
with a high-quality sound. Therefore, the spectrograms can
be used directly as 2D images to feed pre-trained CNNs. In
the case of a limited size dataset, transfer learning is used
to relax the hypothesis that the training data must be large,
independent and identically distributed with the test data. This
motivates many work [68], [69], [70], [71], [72], [73] to use
transfer learning in the presence of insufficient training data for
speech and language classification. A network, which is pre-
trained on a large-sized dataset, such as the ImageNet [74], will
keep its structure and connection parameters, when used by a
network-based deep transfer learning, to compute intermediate
image representations for smaller-sized datasets. Therefore, a
network, such as a CNN, is trained on the ImageNet to learn
image representations that can be efficiently transferred to
other visual recognition tasks with limited amount of training
data. The front-layers of the network are operated as a feature
extractor, where the extracted features are classified using ML
classifiers, such as a support vector machine (SVM).

C. Preliminary Results

We propose a similar machine learning model for the
spectrograms classification to identify the English translation
of the corresponding Arabic audio sample. Fig. 8 shows the
different steps followed in the described model. We perform
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Fig. 7. Audio Waveform Sample of an Egyptian Dialect Recorded Answer.

identification experiments with a closed-set experimental pro-
tocol, where our model should predict the label to which the
input image belongs. For experimentation, we use four classes
of the dataset labeled as: “I smoke”, “I do not smoke”, “I
live with my family”, and “I live alone”. The training set
consists of 80% of the spectrogram images, while the testing
set includes the remaining 20% of the images. Since the ADD
dataset is relatively small, it is easy for the CNN model to
over-fit and not generalize well on the testing data. To alleviate
this problem, we augment the dataset with a factor of five
by editing the pitch of the audio recordings to four different
values. Other augmentation techniques are possible to use,
such as time stretching or adding noise. We use the augmented
training set of the resulting spectrograms on a VGG16 network.
We extract features from different layers of the same network
to explore the different classification accuracies. We perform
an exhaustive search on the layers and report results with the
layer that gives the highest accuracy. We find that the best
performance corresponds to the last convolutional layer of
VGG16. We use the extracted features to train a one-against-
one multi-class linear SVM. The achieved recognition accuracy
is of 78%.

Although the result might not look promising enough, it
shows that the proposed model performs decently well for
a small-sized dataset and proves to utilize the ADD in one
of many ways to implement Emirati and Egyptian dialect
sentences classification into their respective English translated
expressions.

VI. LIMITATIONS, SOCIAL AND ETHICAL
CONSIDERATIONS

The main limitations of the approach presented in this work
were the residual response bias of participants, the short period
of time to conduct the research and failure to fully explore all
the possible responses for both dialects.

The current work relies on translation crowdsourcing,
which is particularly known for its innovative approach,
combining the concept of crowdsourcing and that of natural
and non-professional translation. The translation project that
formed the basis of this work comprised of untrained translator

Fig. 8. One Proposed Design of an ML Scheme Application.

participants who were native speakers of the Arabic dialect
with no previous experience of translation. Even though their
contribution to the crowdsourcing platform, as native speakers,
undoubtedly gave a high credibility to the correctness of the
translated responses, there was still an obvious response bias
in the research given that they were translator novices, with
many participants translating the response differently based
on their knowledge and background. The work shows that
these limitations in volunteer translation suggest that one
might bridge the gap between trained and untrained translators
through collaboration and mutual training in this kind of
projects as in [75].

To accommodate building the dataset and making it public
to the community, only a short period of time was avail-
able for the research. The crowdsourcing platform and initial
recordings were achieved in nine months. Participants were
selected from the close network of school, family, and friends
who spoke the Emirati and Egyptian dialects. Time restrictions
limited the size of the dataset, which includes a total of 301
Egyptian and 138 Emirati dialects recordings. This resulted
in an imbalanced dataset on multiple levels. The Egyptian
dialect recordings are almost double the size of the Emirati
ones, knowing that the acquaintances of the crowdsourcing
developers consisted mainly of Egyptians. On the other hand,
by looking at the participants gender figures, 95% of the
Emirati participants are male, while 63% of the Egyptian
participants are female. Finally, most of the participants ( 80%)
are from the young generation, thereby minimizing the con-
tribution of children, middle age and elder samples of the
Emirati and Egyptian populations. This systemic inequity
based on age and gender disparities has received a lot of
attention recently in voice biometrics [76] and reveals that
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age and gender subgroups have a significant different voice
characteristic. In fact, non-negligible gender disparities exist
in speaker identification accuracy and show that the average
accuracy can be significantly higher for female speakers than
males due to mainly voice inherent characteristic difference
[76]. The results in [77] also indicate a significant age effect
on the voice acoustic parameters (fricative spectral center of
gravity, spectral skewness, and speaking STSD) revealing that
certain speech and voice features change with age.

Even though the research was deemed successful by cu-
rating the first medical diagnosis dataset for the Emirati and
Egyptian dialects, it did fail to completely explore all the
possible responses to the emergency diagnosis questionnaire,
as not all the questions were presented to the participants in
the crowdsourcing platform, and thus many responses missed
being recorded in the Arabic dialects, at least in either one
of them. In hindsight, participants should have been provided
with a wide palette of different responses for them to translate
before they were able to stop recording.

In order to protect the rights of the research participants
and also to maintain scientific integrity, it was important
to take ethical and social considerations into account [78].
The participants were therefore given the option of voluntary
involvement, which allowed them to withdraw at any point
without any obligations. It was also made clear to them that
there were no negative consequences or repercussions to their
refusal to participate. The identities of the research participants
were kept anonymous, as no personal identifiable data were
asked, such as their names, email addresses, phone numbers,
photos and videos. The research used data pseudonymization,
where the audio recordings of the participants were given
artificial identifiers, such as sample001, sample002 etc.

VII. CONCLUSION

In this work, the implementation of a crowd labeling ap-
proach to develop an audio corpus is proposed. An application
of the audio corpus to train an ML algorithm, which interfaces
with a device in a physician’s room is provided. Although
results on the accuracy of the classification of this application
are preliminary and incomplete due to the small size of the
dataset, the implementation approach can be replicated by
researchers by splitting the corpus into training and testing
sets to evaluate different ML techniques or test a specific ML
pipeline. The crowd labeling approach developed here can be
extended to other applications, where data is collected from
public contributors. Special care has been taken to ensure that
no personal identifiable information about the contributors is
collected or stored. The future proposed work will collect
more audio samples and include additional Arabic dialects. A
dashboard will be supporting the dataset to provide statistics
on the collected audio samples.
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Abstract—According to the anti-control principle of chaos,
a combined control method is proposed based on a class of
asymptotically stable linear systems with multiple controllers.
A higher-dimensional hyperchaotic system is investigated by the
Lyapunov exponents method and equilibrium points analysis,
and it exists the largest number of positive Lyapunov exponents.
The chaotic pseudo-random sequences of the higher-dimensional
hyperchaotic system can pass all NIST tests after preprocess-
ing, and behave better chaotic characteristics. Meanwhile, a
new encryption algorithm of image information with position
scrambling, sequential diffusion and reverse diffusion is designed
based on the chaotic pseudo-random sequences. The experiments
of image information are given to verify the effectiveness and
feasibility of the encryption algorithm. Finally, the security
analyses are also discussed by the key sensitivity, differential
attack and statistical analysis. It is shown that the encryption
algorithm has large enough key space and can be applied to
secure communication.

Keywords—Hyperchaotic system; positive lyapunov exponent;
chaotic pseudo-random sequence; image encryption

I. INTRODUCTION

With the rapid development of computer network technol-
ogy and intelligent equipment, the digital information may be
stolen or even destroyed by the attacker when it is transmitted
through the public network, such as the personal privacy infor-
mation, images and videos. In particular, some information is
used in military, medical, political and other important fields,
so it is very necessary to protect the integrity and confidential-
ity of the information transmission process. Information hiding
and information encryption are two important information pro-
tection technologies. Information hiding is to hide information
in another information carrier and transmit it through public
channel, and it includes information hiding algorithm, digital
watermarking, hidden channel technology and anonymous
communication technology, etc. The information encryption
is to design encryption algorithms to improve the security and
efficiency by the characteristics of digital information. Usually,
the image encryption includes uncompressed and compressed
image encryption [1].

The chaos-based image encryption is one of widely used
security method. It can not only prevent the loss of image
information, but also convert original image into unrecognized
encrypted image. The chaos-based image encryption gener-
ally includes two important steps: scrambling and diffusion

*Corresponding authors.

encryption. The scrambling method can scramble the position
of the plaintext image without changing the pixel value of
the image, and it reduces the correlation between adjacent
pixels of the image. The diffusion method changes the pixel
value of the image through XOR operation, which makes the
distribution of the encrypted image information more uniform
and random. Therefore, the combination of scrambling and
diffusion encryption is very effective for the image encryption.

Since Lorenz found the chaos from the mathematical
model of meteorology, chaos theory has attracted extensive
attention of scientists. Chaotic system is usually generated
from a nonlinear dynamic system, and the characteristics
of initial condition sensitivity, non-periodicity, long-term un-
predictability and pseudo-randomness are very suitable for
image encryption and other information encryption [2]–[7].
Moreover, some of the chaos-based encryption algorithms are
analysed and may be not resist the chosen-plaintext attacks
[8]. In [9], the security loopholes of an image encryption
algorithm based on random walk and hyperchaotic systems
are found, and the attack method is proposed to successfully
break the encryption scheme. Therefore, the security of en-
cryption algorithm based on chaotic system is one of the
most important factors for information secure communication,
and more secure chaos-based encryption algorithm need to be
analysed and proposed. Compared with the lower-dimensional
chaotic system, the higher-dimensional hyperchaotic system
has more positive Lyapunov exponents, and the pseudo-random
sequences generated by iteration are more complex chaotic
characteristics. The encryption algorithm based on the higher-
dimensional hyperchaotic system can be used for information
secure communication [10]. The positive Lyapunov exponent is
one of useful methods to show whether the nonlinear dynamic
system exists chaos or not. Generally, the chaotic system
has one positive Lyapunov exponent, while the hyperchaotic
system has two or more positive Lyapunov exponents [11]. The
number and size of positive Lyapunov exponents can reflect
the chaotic characteristics of the system, and the hyperchaotic
system with multiple positive Lyapunov exponents has more
complex dynamic characteristics.

In recent years, the research on higher-dimensional hyper-
chaotic systems with multiple positive Lyapunov exponents has
attracted much attention [12]–[14]. In [15], an effective image
encryption algorithm of confusion and diffusion encryption is
proposed based on chaotic system, and it is very sensitive
to the initial variables. A new chaos-based image encryption
algorithm is investigated in [16], and the security test shows
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that the algorithm has good security performance and can resist
a variety of special attacks. An image encryption algorithm
based on chaotic system and DNA sequence operation is
proposed, which not only has good encryption effect, but also
can resist various typical attacks [17]. A S-box encryption
algorithm based on chaotic system is designed for secure and
fast image encryption, and NIST tests are used to verify the
randomness of the sequences [18]. A color image encryption
scheme is proposed based on non-uniform cellular automata
and hyperchaos, the security analysis shows that the scheme
has a very large key space and can resist various attacks [19]. A
new image encryption algorithm is proposed by the confusion
and diffusion based on chaos and SHA-256, and it can resist
the chosen-plaintext attack and overcome the difficulty of key
management in the “one-time password” encryption scheme
[20]. A modified logistic chaotic map are created to designed
encryption technique with better security and efficiency [21].
An image encryption algorithm is designed by combining
fractional Fourier transform, DNA sequence operation and
chaos theory, and the algorithm has good encryption effect,
large key space and high key sensitivity [22]. A technique
for encrypting RGB image components by using nonlinear
chaotic function and DNA sequence is presented in [23]. In
[24], the theoretical security of a medical privacy protection
scheme based on DNA encoding and chaotic maps is rean-
alyzed, and the scheme is rigorously proven to be insecure
against the chosen-plaintext attack. Based on a combination
of multidimensional chaotic systems, an cryptosystem for the
color image encryption is described in [25], and the level of
security and the computational complexity is improved. By
using higher-dimensional chaotic maps and some conventional
cryptographic techniques, a class of chaotic cryptosystems is
designed to enhance the security of cryptosystems [26].

The research of higher-dimensional hyperchaotic systems is
one of hot topic. Some criteria and methods for constructing
higher-dimensional hyperchaotic systems are proposed [27],
[28]. In this paper, a higher-dimensional hyperchaotic system
is investigated by the combination of multiple controllers, and
a new 11-dimensional hyperchaotic system with nine positive
Lyapunov exponents is designed. The main contributions of
this paper are as follows: (1) Through the combination of mul-
tiple controllers, a class of higher-dimensional hyperchaotic
systems with the largest number of positive Lyapunov expo-
nents is studied; (2) Based on the chaotic sequences generated
by the iteration of higher-dimensional hyperchaotic system, an
encryption algorithm is proposed by combining the position
scrambling, sequential diffusion and inverse diffusion. (3) The
feasibility and security of the new encryption algorithm based
on 11-dimensional hyperchaotic system are verified through
the simulation experiments.

The rest of this paper is organized as follows. Section II
is the design method of hyperchaotic system. Section III is
the design of encryption algorithm. The security analysis of
the encryption algorithm is given in Section IV. Section V
concludes the paper.

II. CONSTRUCTION OF HIGHER-DIMENSIONAL
HYPERCHAOTIC SYSTEMS

A. Chaotic Anti-Control System with Combined Controllers

According to the anti-control method of higher-dimensional
hyperchaotic systems, a nominal asymptotically stable linear
dynamical system is given by [29]

Ẋ = PAP−1X (1)

where X = (x1, x2, · · · , xn), the matrix A and the
similarity transformation matrix P are given as follows:

A =


A1 0 0 0 0
0 A2 0 0 0
...

...
. . .

...
...

0 0 · · · Am−1 0
0 0 · · · 0 Am


n×n

if n is even,m =
n

2

A =


A1 0 0 0 0
0 A2 0 0 0
...

...
. . .

...
...

0 0 · · · Am 0
−1 −1 · · · −1 τ


n×n

if n is odd,m =
n− 1

2

P =


0 1 · · · 1 1
1 0 · · · 1 1
...

...
. . .

...
...

1 1 · · · 0 1
1 1 · · · 1 0


n×n

and Ai =

(
λi ψi1

ψi2 λi

)
is a block matrix, where ψi1 × ψi2 < 0, τ < 0.

Next, a uniformly bounded controller f(σX, ε) and control
matrix C are designed for the system (1), such that

Ẋ = PAP−1X + Cf(σX, ε) (2)

The combination of controllers f(σX, ε) and the control
matrix C are given by

f(σX, ε) =


ε1 sin(σ1x1 + φ1) + ε2 cos(σ2x1 + φ2)
ε1 sin(σ1x2 + φ1) + ε2 cos(σ2x2 + φ2)

...
ε1 sin(σ1xn−1 + φ1) + ε2 cos(σ2xn−1 + φ2)
ε1 sin(σ1xn + φ1) + ε2 cos(σ2xn + φ2)



C =


0 0 · · · 0 0
0 0 · · · 0 0
...

... 1(i,j)
...

...
0 0 · · · 0 0
0 0 · · · 0 0


n×n

where ε1, σ1, φ1, ε2, σ2, φ2 are controller parameters, 1(i,j)
denotes that the element in row i and column j is equal to 1,
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i.e., the controller is in the state of working.

When the dimension n = 11, the matrices Ai (i =
1, 2, 3, 4, 5) are given by

A1 =

(
−0.01 1.00
−6.00 −0.01

)
, A2 =

(
−0.01 18.00
−2 −0.01

)
A3 =

(
−0.01 15.00
−1.00 −0.01

)
, A4 =

(
−0.01 22.00
−2.50 −0.01

)
A5 =

(
−0.01 3.00
−20.00 −0.01

)
and τ = −0.01, ε1 = 76, σ1 = 8, φ1 = 6, ε2 = 68, σ2 =

5, φ2 = 4, the control position (i, j) = (11, 10), therefore, the
controlled system is given as follows:

Ẋ = PAP−1X +


0
0
...
0

f(x10)


11×1

(3)

where the combined controller

f(x10) = 76 sin(8x10 + 6) + 68 cos(5x10 + 4)

and it is shown in Fig. 1.

-4 -2 0 2 4
-150

-100

-50

0

50

100

150

Fig. 1. The Function of Combined Controller f(x10) (x Denotes x10)

B. Chaotic Attractors and Lyapunov Exponent

By the calculation on the software of Matlab R2021a, the
Lyapunov exponents of system (3) are given by

LE1 = 4.37,LE2 = 0.49,LE3 = 0.41

LE4 = 0.35,LE5 = 0.29,LE6 = 0.26

LE7 = 0.22,LE8 = 0.16,LE9 = 0.02

LE10 = 0.00,LE11 = −6.68

Obviously, the 11-dimensional hyperchaotic system has 9
positive Lyapunov exponents, so it has strong chaotic charac-
teristics.

Furthermore, the initial values

X(0) = (0.2, 0.1, 0.3, 0.1, 0.2, 0.1, 0.5, 0.6, 0.7, 0.4, 0.2)

then the phase diagrams of chaotic attractor are shown in
Fig. 2.
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(a) The Plane of x1-x2
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(d) The Plane of x8-x11

Fig. 2. Attractor of the Controlled Hyperchaotic System (3)

C. Equilibrium Point Analysis of the Controlled System

Obviously, the only one equilibrium point of the system
(1) is

Xe = (0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0)

and the corresponding eigenvalues of Jacobi matrix at the
equilibrium point Xe are given by

λ1,2 = −0.01± 7.7460i

λ3,4 = −0.01± 7.4162i

λ5,6 = −0.01± 6.0000i

λ7 = −0.01

λ8,9 = −0.01± 3.8730i

λ10,11 = −0.01± 2.4495i

Since all eigenvalues are negative, so the system (1) is
asymptotically stable.

However, the controlled system (3) has multiple equi-
librium points, and the equilibrium points of the controlled
system (3) can be obtained by Eq. (4).

Therefore, the corresponding solutions can be obtained by
the Cramer rule [11]:

xi =
|Ei|
|D|

= (−1)(11+i)−f(x10)
|D|

|M11,i|

(i = 1, 2, · · · , 11)

where D = PAP−1, Ei is the matrix that the ith column
of the matrix D is replaced by the controller vector in right-
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2.74 −0.25 22.75 −19.25 5.25 −12.25 3.75 −15.25 4.75 1.75 8.75
3.75 1.74 4.75 −17.25 7.25 −10.25 5.75 −13.25 6.75 3.75 10.75
1.45 2.45 22.44 −19.55 4.95 −12.55 3.45 −15.55 4.45 1.45 8.45
2.00 0.00 23.00 −19.01 3.00 −12.00 4.00 −15.00 5.00 2.00 9.00

−0.45 −2.45 20.55 0.55 3.04 −14.45 1.55 −17.45 2.55 −0.45 6.55
1.85 −0.15 22.85 −19.15 5.35 −12.16 2.85 −15.15 4.85 1.85 8.85
0.25 −1.75 21.25 −20.75 3.75 1.25 2.24 −16.75 3.25 0.25 7.25
1.95 −0.05 22.95 −19.05 5.45 −12.05 3.95 −15.06 2.95 1.95 8.95

−0.05 −2.05 20.95 −21.05 3.45 −14.05 1.95 0.95 2.94 −0.05 6.95
2.35 0.35 23.35 −18.65 5.85 −11.65 4.35 −14.65 5.35 2.34 3.35
1.65 −0.35 22.65 −19.35 5.15 −12.35 3.65 −15.35 4.65 2.65 8.64





x1
x2
x3
x4
x5
x6
x7
x8
x9
x10
x11


=



0
0
0
0
0
0
0
0
0
0

f(x10)


(4)

hand side of the Eq. (4), and M11,i is the algebraic cofactor
of Ei, i.e., the solutions xi of the controlled system (3) are
given by

x1 =
11339f(x10)

−106923
, x2 =

10152750f(x10)

106923

x3 =
10156849f(x10)

106923
, x4 =

10155828f(x10)

106923

x5 =
10160590f(x10)

106923
, x6 =

10155606f(x10)

106923

x7 =
10167011f(x10)

106923
, x8 =

10155721f(x10)

106923

x9 =
10161661f(x10)

106923
, x10 =

10252559f(x10)

106923

x11 =
10157933f(x10)

106923

(5)

Hence, one has
106923

10252559
x10 = −76 sin(8x10 + 6)− 68 cos(5x10 + 4)

if one lets
y1 =

106923

10252559
x10

and
y2 = −76 sin(8x10 + 6)− 68 cos(5x10 + 4)

then the intersection points (x10, y1) of y1 = y2 are shown
in Fig. 3, and the equilibrium points of the controlled system
are given by Eq. (5).

III. DESIGN OF ENCRYPTION ALGORITHM

A. Data Preprocessing

An image encryption scheme is designed based on 11-
dimensional hyperchaotic system. Firstly, the 4th-order Runge-
Kutta method is used to discretize the 11-dimensional hyper-
chaotic system, where the Runge-Kutta formula is given by

Xi+1 = Xi +
h

6
(K1 + 2K2 + 2K3 +K4)

K1 = f(ti, Xi),K2 = f(ti +
h

2
, Xi +

h

2
K1)

K3 = f(ti +
h

2
, Xi +

h

2
K2),K4 = f(ti + h,Xi + hK3)

(i = 1, 2, · · ·n, · · · )
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Fig. 3. The Intersection Points of y1 and y2 in Equation (4)

The initial values of the hyperchaotic system X(0), and
the step h = 0.001, then the image encryption algorithm are
given as follows:

Step 1: The number of pre-iterations is equal to
(
2000 +

mod(sum, σ1 × ε1 × φ1)
)

and it is used to counteract the
transient effect of chaotic iteration, where sum is sum of
pixel values of original image, mod is the modular function,
and σ1, ε1, φ1 are controller parameters. The pseudo-random
sequences generated by the iteration of 11-dimensional hyper-
chaotic system are X = (X1, X2, · · · , X11).

Step 2: The operations of rounding, modulo and shifting
are used to generate the pseudo-random sequences Z =
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(Z1, Z2, · · · , Z11), i.e.,

Z1 = fix(mod(mod(X1, 1)× 1012, 1)× 109)

Z2 = fix(mod(mod(X2, 1)× 1014, 1)× 109)

Z3 = fix(mod(mod(X3, 1)× 1013, 1)× 109)

Z4 = fix(mod(mod(X4, 1)× 1013, 1)× 109)

Z5 = fix(mod(mod(X5, 1)× 1012, 1)× 109)

Z6 = fix(mod(mod(X6, 1)× 1013, 1)× 109)

Z7 = fix(mod(mod(X7, 1)× 1012, 1)× 109)

Z8 = fix(mod(mod(X8, 1)× 1014, 1)× 109)

Z9 = fix(mod(mod(X9, 1)× 1011, 1)× 109)

Z10 = fix(mod(mod(X10, 1)× 1013, 1)× 109)

Z11 = fix(mod(mod(X11, 1)× 1015, 1)× 109)

where the function fix represents the rounding operation,
and the pseudo-random sequences Z can pass most tests of
NIST.

Step 3: In order to ensure that the encryption algorithm has
better encryption effect, the pseudo-random sequences Z are
further obtained by

W1 = mod((Z1 − Z2 + Z3),MN) + 1

W2 = mod((Z4 + Z5), 256)

W3 = mod((Z6 + Z7 + 1), 256)

W4 = mod((Z8 + Z9 + 1), 256)

W5 = mod((Z10 + Z11), 256)

Then the new pseudo-random sequences W =
(W1,W2, · · · , W5) can pass the NIST test, and they
are given in Section V.

B. Encryption Algorithms

The encryption algorithms include scrambling encryption,
sequential diffusion encryption and reverse diffusion encryp-
tion. The image information is chosen as an example, and the
flow chart of information encryption is shown in Fig. 4.

Original 

Information

NIST Tests

Encrypted 

Information

Pseudorandom 

Sequences X

Preprocessing 

Sequences W

Scrambling 

Encryption

Diffusion 

Encryption 1

Diffusion 

Encryption 2

No

Yes

Initial Conditions

Higher-

Dimensional 

Hyperchaotic 

System

Fig. 4. The Flow Chart of Information Encryption

a) Position Scrambling Encryption

The original image P1 is in the size of M × N , and the
pixel position of P1 is scrambled based on the pseudo-random
sequence W1, then the scrambled image P2 is obtained by

P2(i) = P1(W1(i)), (i = 1, 2, · · · ,MN)

b) Sequential Diffusion Encryption

The scrambled image P2 is encrypted by using pseudo-
random sequences W3 and W4, and the steps of encryption
are as follows:

Step 1: The first pixel value P2(1) of the scrambled image
is encrypted by the first value W3(1) of the random sequence
via the XOR operation, i.e.,

P3(1) = P2(1)⊕W3(1)

Step 2: Add the pseudo-random sequence W2(i) to the
pixel values of scrambled image P2(i), and subtract the integer
part of P2(i − 1)/φ, then the encrypted information P ′

3(i) is
obtained by the modulus of 256, i.e.,

P ′
3(i) = mod((P2(i) +W2(i)− fix(P2(i− 1)/φ)), 256)

(i = 2, 3, · · · ,MN)

Step 3: The sequence P
′

3 is encrypted with the random
sequence W3 by the XOR operation, and the encrypted image
is given by

P3(i) = P ′
3(i)⊕W3(i), (i = 2, 3, · · · ,MN)

c) Reverse Diffusion Encryption

Use the random sequence W4 and W5 to perform reverse
diffusion encryption on the sequential diffusion encrypted
image P3, and the encryption steps are given as follows:

Step 1: The P3(MN) is encrypted by the pseudo-random
sequence W5(MN), i.e.,

P4(MN) = P3(MN)⊕W5(MN).

Step 2: Through subtraction, multiplication and modulo
operations, the pixel values of P3 are encrypted from the
pseudo-random sequence W4, i.e.,

P ′
4(i) = mod(W4(i)− P3(i) + P3(i+ 1), 256)

(i =MN − 1,MN − 2, · · · , 1)

Step 3: Similarly, the P ′
4 is encrypted by the pseudo-

random sequence W5 by the XOR operation, one has

P4(i) = P ′
4(i)⊕W5(i), (i =MN − 1,MN − 2, · · · , 1)

C. Decryption Process

The decryption is the inverse operation of the encryption,
and it is given in follows:

Step 1: The P4(MN) and W5(MN) is used to obtain the
value P3(MN) of sequential diffusion encryption, i.e.,

P3(MN) = P4(MN)⊕W5(MN)

Step 2: By addition, subtraction, multiplication and mod-
ulo operations, the P3 is decrypted by the pseudo-random
sequences W4 and W5, and it is given by

P3(i) = mod(W4(i) + P4(i+ 1)− (P4(i)⊕W5(i)), 256)

(i =MN − 1,MN − 2, · · · , 1)
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Step 3: Similarly, the P2 (1) of scrambled encrypted image
is obtained by the XOR operation of P3 (1) and W3 (1), i.e.,

P2(1) = P3(1)⊕W3(1)

Step 4: By the XOR, addition, division, subtraction and
modulo operation, the scrambled encrypted image P2 is de-
crypted by the pseudo-random sequences W2 and W3, and it
is given by

P2(i) = mod((P3(i)⊕W3(i) + fix(P3(i− 1)/φ)

−W2(i)), 256), (i = 2, 3, · · · ,MN)

Step 5: The pixel value P2(i) of the scrambled image is
exchanged with the pseudo-random sequence W1(i), and then
one can get the original imageP1, i.e.,

P1(i) = P2(W1(i)), (i =MN,MN − 1, · · · , 1)

Therefore, the decryption process is completed, and the
receivers can get the recovered information from the ciphertext.

IV. EXPERIMENTAL RESULTS

Based on the 11-dimensional hyperchaotic system in Eq.
(3), the numerical simulation results are given by the proposed
encryption and decryption algorithm in Section III. The en-
cryption algorithm is tested by the Lena image in Fig. 5 (a)
with the size of 512× 512 and the Cameraman image in Fig.
5 (e) with the size of 256×256 based on the Matlab software,
and the sum of pixel values of Lena image and Cameraman
image are 32515895 and 7780728, respectively. By the initial
values

X(0) = (0.2, 0.1, 0.3, 0.1, 0.2, 0.1, 0.5, 0.6, 0.7, 0.4, 0.2)

and other parameters of controlled system in Eq. (3), the
results of encryption and decryption are shown in Fig. 5. The
encrypted images Fig. 5 (b) and (f) are chaotic and disordered,
and the original information can not be distinguished, so the
encryption algorithm is effective.

In the encryption algorithm, the sum of image pixel values
is used to obtain the key of the encryption. Obviously, the
sum of pixel values of different images is different, so the
different images will generate different keys to the encryption,
i.e., the cryptosystem has the effect of “one-time-pad”. Hence,
one cannot get any information of the plaintext image from
the encrypted image, and the encryption algorithm is effective
for secure communication.

Meanwhile, the error images in Fig. 5 (d) and (h) show that
the errors between the recovered image and the original image
are equal to zero, and Fig. 5 (c) and (g) show the original
information can be recovered successfully by the decryption
algorithm.

The hyperchaotic system is highly sensitive to the initial
values X(0), A, P, εi, σi (i = 1, 2), etc., and the initial values
are used as the encryption keys. If one of the keys is wrong,
the ciphertext image cannot be successfully recovered, because
the different initial values will generate different chaotic se-
quences. For example, if the value of the controller parameter
is changed from ε1 = 76 to ε1 = 75, then the Lena image

is encrypted by the corresponding pseudo-random sequences
W , but the experiments show that the Lena image cannot be
recovered successfully. Similarly, if the initial values X(0) are
changed to

X(0) = (0.1, 0.1, 0.3, 0.1, 0.2, 0.1, 0.5, 0.6, 0.7, 0.4, 0.2)

the experimental results show that the Lena image cannot
be recovered successfully, so the encryption algorithm is also
sensitive to the initial values X(0).
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Fig. 5. Experiments Results of Image Encryption and Decryption

V. SECURITY ANALYSIS

A. Analysis of Key Sensitivity

A good encryption algorithm must be sensitive to the small
change of the key, i.e., if there is a small change of the key,
then the ciphertext image can not recovered completely. The
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key space is depended on the sensitivity of matrix A, similar
transformation matrix P , controller parameter ε1, σ1, φ1 and
the initial values X(0) of controlled system. As there are 121
elements in matrix A and similar transformation matrix P ,
one needs to keep other keys unchanged but change only
one key with small error, and then the experimental results
of decipher images are given in Fig. 6. Fig. 6 (a) shows the
decrypted image obtained by using the correct keys, and the
ciphertext image can be recovered successfully. Fig. 6 (b)-(d)
shows the decrypted image with the small error key, but the
ciphertext image cannot be recovered successfully. Through
experimental tests, Table I shows the ciphertext can not be
decrypted successfully when the errors of key is greater than
or equal to the minimum values.

TABLE I. TEST RESULTS OF KEY SENSITIVITY

Error of key Recovered successfully
|x1 − x′1| ⩾ 10−16 No
|x2 − x′2| ⩾ 10−15 No
|x3 − x′3| ⩾ 10−16 No
|x4 − x′4| ⩾ 10−17 No
|x5 − x′5| ⩾ 10−16 No
|x6 − x′6| ⩾ 10−16 No
|x7 − x′7| ⩾ 10−16 No
|x8 − x′8| ⩾ 10−15 No
|x9 − x′9| ⩾ 10−16 No
|x10 − x′10| ⩾ 10−16 No
|x11 − x′11| ⩾ 10−15 No
|σ1 − σ′

1| ⩾ 10−15 No
|ε1 − ε′1| ⩾ 10−14 No
|φ1 − φ′

1| ⩾ 10−15 No
|A(i, j)−A(i, j)′| ⩾ 10−15,

(i, j = 1, 2, · · · , 11) No

|P (i, j)− P (i, j)′| ⩾ 10−15,
(i, j = 1, 2, · · · , 11) No

The experimental results show that the image can not be
decrypted successfully by using the key with small error. In
Table I, it can be estimated that the key space of the encryption
algorithm is

KS = 1014 × (1015)5 × (1015)121 × (1015)121 × (1016)7

× 1017

= 103848 ≫ 2210

B. Histogram and Chi-Square Test

Histogram describes the distribution of image pixel value.
The more uniform the distribution of pixel value, the better the
effect of the encryption algorithm. Fig. 7 shows the histograms
of the plaintext image and the encrypted image, respectively.

In addition, the Chi-square test is used to illustrate that
the cryptosystem has very good confusion characteristics [30].
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Fig. 6. Decryption Results of Encrypted Image with Different Keys
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Fig. 7. Histogram of Lena and the Corresponding Encrypted Image

The grayscale level of a grayscale image is 256, and then

χ2 =

255∑
i=0

(fi − gi)

gi
, (i = 0, 1, 2, · · · , 255)

where fi is the frequency of each 0 to 255 pixel level in
the histogram of the encrypted image, gi is the ideal frequency
of uniform distribution, i.e.,

gi =
MN

256
, (i = 0, 1, · · · , 255)

where M and N are the length and width of the image,

www.ijacsa.thesai.org 875 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 13, No. 7, 2022

respectively. If the χ2 distribution with a degree of freedom
of 255 and the significance level is 0.05, then χ2

0.05(255) =
293.25. In Table II, the χ2 test of original images is signif-
icantly greater than 293.25, but the encrypted images are all
less than 293.25. Therefore, the distribution of the histogram
of the encrypted image is uniform, and it do not disclose any
information by the statistical analysis.

TABLE II. χ2 TESTS

Image Lena Cameraman Barbara
Original Image 158350 110970 144100

Encrypted Image 223.64 238.89 215.80

C. Information Entropy

Information entropy is used to describe the randomness of
image information, and it’s defined as follows [31]:

H = −
n∑

i=1

pi log2(pi)

where pi is the probability of the i-th gray value. For gray-
scale images, the expected entropy of image information is
equal to 8. The entropy of three different images and encrypted
images are shown in Table III. The entropy of encrypted
images is close to 8, so the encryption algorithm is suitable to
encrypt the plaintext information and it has good encryption
effect.

TABLE III. INFORMATION ENTROPY

Image Plaintext Image Encrypted Image
Lena 7.4456 7.9915

Cameraman 7.0097 7.9902
Barbara 7.4664 7.9916

Lena in Ref. [32] 7.4456 7.9907
Lena in Ref. [33] 7.4456 7.9768

D. Analysis of Correlation Coefficient

The high correlation between the pixels of the plaintext
image makes the image look clear and one may distinguish the
image information. The correlation coefficient of unencrypted
image is usually large, and the encryption algorithm will
reduce the correlation between pixels to zero or close to zero.
If N pairs of adjacent pixels are taken from the image and
their gray value is (ei, fi) (i = 1, 2, · · · , N), the formula of
correlation coefficient for vectors e = {ei} and f = {fi} is
given as follows [34]:

ref =
cov(e,f)√
D(e)

√
D(f)

cov(e,f) =
1

N

N∑
i=1

(ei − E(e))(fi − E(f))

D (e) =
1

N

N∑
i=1

(ei − E(e))
2
, E (e) =

1

N

N∑
i=1

ei

If the ei denotes the pixel value in position (ki, li), and
the fi denotes the pixel value in position (ki+1, li), then the
calculation result is the correlation coefficient in the horizontal
direction. Similarly, 1000 pairs of pixel points of Lena are
randomly selected in the vertical, horizontal, diagonal and
anti-diagonal directions, and the corresponding correlation
coefficients are shown in Table IV. Meanwhile, the correlations
of Lena and the encrypted images are given in Fig. 8, the
correlation coefficient of the encrypted image of proposed
algorithm has been close to 0.
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Fig. 8. Correlation Analysis of Lena Image

E. Differential Analysis

A secure cryptographic system should be highly sensitive to
small changes in the key or plaintext image during encryption
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TABLE IV. CORRELATION COEFFICIENTS OF PLAINTEXT AND
CIPHERTEXT

Image Horizontal Vertical Diagonal Average
Lena 0.9831 0.9737 0.9666 0.9745

Encrypted −0.0092 −0.0116 0.0114 0.0086
Ref. [35] 0.0141 0.0296 0.0054 0.0164
Ref. [36] −0.0253 0.0026 0.0091 0.0123

and decryption. Especially, if the small changes in the plaintext
image will produce completely different encrypted images,
then it will be more effectively to resist chosen-plaintext
attacks. NPCR and UACI are often used to analyze whether
the encryption algorithm has a good encryption effect and
security. NPCR is the proportion of different pixel numbers in
all pixel points. UACI represents the average difference of the
pixel values of the encrypted image when the original image is
with one pixel (or some pixels) different in pixel values. The
calculation formulas are given as follows [37]:

NPCR =

M∑
i=1

N∑
j=1

D(i,j)

M ×N
× 100%

D(i,j) =

{
1, x (i, j) ̸= x′ (i, j)
0, x (i, j) = x′ (i, j)

UACI =

M∑
i=1

N∑
j=1

x(i,j)−x′(i,j)
255

M ×N
× 100%

where x is the encrypted image, and x′ is the new encrypted
image when the plaintext is changed by one pixel or some
pixels. If the 97 in 99-th pixel value of Lena image is changed
to 98, the 132 in 99-th pixel value of Barbara image is changed
to 133, and the 156 in 99-th pixel value of Cameraman image is
changed to 157, then the NPCR and UACI of corresponding
encrypted images are shown in Table V, and they are very
close to the expected values (NPCR ≈ 99.6094%, UACI ≈
33.4635%). So the encryption algorithm can resist plaintext
attacks and has significant encryption effect.

TABLE V. NPCR AND UACI OF ENCRYPTED IMAGE(%)

Image NPCR UACI
Lena 99.6174 33.5231

Cameraman 99.6323 33.3901
Barbara 99.6281 33.3537

Ref. [38] 99.8700 33.2900
Ref. [39] 99.2402 33.3873

F. NIST Test

NIST test is used to verify the random characteristics of
random sequences, and it includes 15 tests, such as single bit
frequency, longest-run-of-ones and non-overlapping template
matching [40]. If the random sequence can pass all NIST
test, i.e., the p-values are greater than 0.01, then the random
sequence has good randomness. The pseudo-random sequences

Z are obtained by the chaotic sequences X , and the results of
NIST test for pseudo-random sequences Z are shown in Table
VI, i.e., most tests of NIST are passed. Similarly, the results
of NIST test for pseudo-random sequences W are shown in
Table VII, and all the p-values are greater than 0.01, so the
NIST test is passed.

VI. CONCLUSION

Through the combined controllers of trigonometric func-
tion, a class of asymptotically stable nominal linear systems
are controlled to be hyperchaotic system, and a 11-dimensional
hyperchaotic systems with 9 positive Lyapunov exponents is
constructed. Meanwhile, an encryption algorithm of scram-
bling, sequential diffusion and inverse diffusion is designed
based on the new hyperchaotic system. The encryption algo-
rithm has many key parameters and initial values, and the key
is related to plaintext information. To some extent, it has a large
enough key space and can resist exhaustive attack and chosen-
plaintext attack, etc. An example of image encryption is given
by the simulation experiments, and it shows that the encryption
algorithm based on higher-dimensional hyperchaotic system is
feasible, effective and secure. Therefore, the chaos-based en-
cryption algorithm can be applied to the secure communication
in the near future, such as the encryption of images, video and
other multimedia information.
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Abstract—Sound-event detection enables machines to detect
when a particular sound event has occurred in addition to
classifying the type of event. Successful detection of various sound
events is paramount in building secure surveillance systems and
other smart home appliances. However, noisy events and environ-
ments exacerbate the performance of many sound event detection
models, rendering them ineffective in real-world scenarios. Hence,
the need for robust sound event detection algorithms in noisy
environments with low inference times arises. You Only Hear
Once (YOHO) is a purely convolutional architecture that uses
a regression-based approach for sound-event-detection instead
of the more common, frame-wise classification-based approach.
The YOHO architecture proved robust in noisy environments,
outperforming convolutional recurrent neural networks popular
in sound event detection systems. Additionally, different ways to
enhance the performance of the YOHO architecture are explored,
experimenting with different computer vision architectures, dy-
namic convolutional layers, pretrained audio neural networks and
data augmentation methods to help improve the performance
of the models on noisy data. Amongst several modifications to
the YOHO architecture, the Frequency Dynamic Convolution
Layers helped improve the internal model data representations
by enforcing frequency-dependent convolution operations, which
helped improve YOHO performance on noisy audios in outdoor
and vehicular environments. Similarly, the FilterAugment data
augmentation method and Convolutional Block Attention Module
helped improve YOHO’s performance on the VOICe dataset
containing noisy audios by augmenting the data and improving
internal model representations of the input audio data using
attention, respectively.

Keywords—Sound Event Detection (SED); sound event clas-
sification; frequency dynamic convolution; audio processing; Fil-
terAugment; data augmentation; vision transformers; Pretrained
Audio Neural Networks (PANN); Convolutional Block Attention
Module (CBAM)

I. INTRODUCTION

In machine learning, sound event detection (SED) identifies
the different sounds in an audio file and identifies the start
and end time of a particular sound event in the audio. Vari-
ous applications use SED, such as speech recognition, audio
surveillance [1], and context-based indexing and data retrieval
in a multimedia database [2].

Most of the research and development in SED today is
focused on building sound event detection systems that can
be trained using weakly labelled data, i.e., audios without
timestamps for the occurrence of each event or unlabelled data
[3]–[5]. Hence, there is an increased focus on using models
that employ semi-supervised learning [4], [6], [7] to learn from

weakly labelled and unlabelled data. Moreover, most of these
works use sequential models or transformer architectures to
leverage the sequential nature of audio data [8]–[10].

However, the consequence of using sequential and
transformer-based architectures is increased model complexity,
machine computation requirements, and inference times. In
addition, the audios from various sources are seldom devoid of
any interfering noise or disturbance in real-life. Consequently,
this makes such models unsuitable for deployment in smart
devices, which have constraints on the compute available and
often are required to make inferences in real-time, in addition
to often operating in noisy environments. Architectures with
short inference times, low model parameters, and high accu-
racy enable smart devices to deliver accurate insights more
quickly.

The You Only Hear Once (YOHO) architecture proposed
by S. Venkatesh et al. draws inspiration from the famous
computer vision architecture - You Only Look Once (YOLO)
[11] and only makes use of different forms of convolutions,
with no sequential layers. The YOHO algorithm matches
the performance of the various state-of-the-art algorithms on
datasets such as Music Speech Detection Dataset [12], TUT
Sound Event [13], and Urban-SED datasets [14] and at lower
inference times. The fast inference can be ascribed to YOHO’s
regression-based approach, which takes the entire audio stream
as input and predicts each audio event’s start and end time us-
ing regression instead of performing framewise classification.

Hence, this work tests the performance of the You Only
Hear Once (YOHO) [15] algorithm on noisy audio data from
different acoustic environments like indoors, outdoors, and
in vehicles. The experiments show that the standard YOHO
architecture is better than other popular sound event detection
architectures when tackling noisy audios. Thus, we used the
regression-based sound event detection approach from YOHO
and combined it with other computer vision architectures,
pretrained audio neural networks and methods like attention,
data augmentation and dynamic convolutions to increase model
performance in noisy environments. However, it was difficult
to improve on the standard YOHO architecture’s F1 scores. In
the end, we were able to improve the performance of YOHO
on the VOICe dataset by replacing the standard convolutional
layers in the architecture with frequency dynamic convolution
layers which helped mitigate translational invariance along the
frequency axis of the log-Mel spectrograms. We also made use
of the FilterAugment data augmentation method and Convolu-
tional Block Attention Module (CBAM) to improve YOHO’s
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F1 scores for specific noise environments. Hence, in the end
we modified the novel, purely convolutional, regression-based
architecture proposed by S. Venkatesh et al. [15] to use atten-
tion, better internal data representations and data augmentation
to further improve YOHO’s SED performance on noisy data
with a negligible increase in the model parameters.

The first section, “Introduction” explains the motivation
for undertaking this work. The second chapter, “Background
Theory and Literature Review”, deals with the different con-
cepts used in this work and discusses relevant research. The
third chapter, “Methodology and Implementation Details”,
elaborates on the architecture designs and the steps undertaken
in the experiments. The fourth chapter, “Results and Analysis”
delineates and analyses the results. The fifth and ultimate chap-
ter, “Conclusion and Future Work” provides a gist of the future
scope of the research and possible technical improvements.

II. BACKGROUND THEORY AND LITERATURE REVIEW

This section discusses the current state of research in sound
event detection. It also elaborates on the different architectures
and techniques in addition to the dataset and various attention
and activation functions used in this work.

A. State of Research in SED

Early approaches for SED had adapted techniques from
music information retrieval and speech recognition, such as
Hidden Markov Models (HMMs) and Gaussian Mixture Mod-
els (GMMs) [16]. However, HMMs could not deal with
polyphonic audio containing co-occurring sound events.

The advent of deep learning demonstrated the adeptness
of deep neural networks in multi-label sound event classi-
fication and dealing with polyphonic audio. While a simple
feed-forward neural network (FFN) could perform multi-label
classification, it was limited in its ability to model the temporal
information in signals. Consequently, plain FNNs did not gain
popularity for use in SED applications.

In 2017, Cakir et al. showed that the Convolutional Re-
current neural networks (CRNNs) [8] architectures were well
suited for the SED task. The recurrent neural networks (RNNs)
combined with convolutional neural networks (CNNs) could
capture the audio’s local and global context.

The following aspects helped the CRNN architecture per-
form well in the SED task:

• Using successive blocks of convolutional layers and
non-linear transformations, the architecture learned
distinguishing characteristics in the input log-Mel
spectrograms and generated feature embeddings.

• The recurrent layers would then model the temporal
dependencies in the feature embeddings from the
convolutional layers.

• The framewise classification approach was used to
predict the existence of audio events in each audio
frame.

However, a drawback of the CRNN architecture was that
processing times were higher, resulting from the sequential

layers preventing the architecture from fully utilising GPUs’
parallel computation.

To shorten inference durations without compromising high
precision and recall, S. Venkatesh et al. introduced the You
Only Hear Once (YOHO) architecture for SED [15]. The
You Only Look Once (YOLO) algorithm, which is popular in
Computer Vision, served as an inspiration for the YOHO algo-
rithm. YOLO significantly reduced the processing durations for
the input images and enabled real-time object recognition by
changing the prediction of object bounding boxes from a clas-
sification problem to a regression problem. Similarly, YOHO
transforms the frame-based, multi-label classification problem
of acoustic boundary detection into a regression problem. To
achieve this, multiple sets of three different output neurons
were used, one for each class. The presence of an event class
is detected by one neuron, and its start and endpoints are
predicted by the other two in each set for the particular class.
As a result, on numerous datasets, the YOHO article showed
a higher F-measure and lower error rate than CRNNs [15].

The current focus of the majority of SED research and
development is building sound event detection systems that
can be trained using weakly labelled data (audios without
timestamps for the occurrence of each event) or unlabelled
data [3]–[5] As a result, semi-supervised learning models are
being used more frequently [4], [6], [7] to learn from weakly
labelled and unlabelled data. Additionally, the majority of these
works take advantage of the sequential aspect of audio data
by using sequential models or transformer architectures [7]–
[9]. However, this work aims to explore the regression-based,
supervised learning approach for SED; hence, semi-supervised
learning approaches for SED are not a focus of this work.

B. VOICe Dataset

VOICe is a new dataset for developing and evaluating
generalizable sound event detection and domain adaptation
methods. VOICe is offered for sound event detection domain
adaptation from one acoustic scene to another or between
sound events with background and without background noise
[17]. The VOICe dataset consists of 207 different audio
mixtures containing audios with three different sound event
labels:

1) babycry
2) gunshot
3) glassbreak

These audio events are then superimposed with audios from
the following 3 acoustic scenes:

1) outdoor
2) indoor
3) vehicle

The noisy audios are mixed at 2 different sound-to-noise-
ratio (SNR) levels:

1) -3 dB
2) -9 dB

The dataset also consists of 207 audio mixtures devoid
of background noise. Consequently, there are a total of 1449
audio mixtures - 207 mixtures x 3 acoustic scenes x 2 SNRs
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= 1242 noisy audios + 207 clean audios. These audio files are
divided into “training”, “testing”, and “validation” sets. The
testing and validation audio files are 60 seconds long, whereas
the training audio files last about 180 seconds.

We used the noisier SNR -9 dB audios from the VOICe
dataset [17] to assess the performance of YOHO and other
architectures in this work on noisy audio. It is a dataset
that has been artificially constructed utilising noise from var-
ious acoustic scenes and sound events from the TAU Urban
Acoustic Scenes 2019 development set and TUT Rare Sound
Events 2017 development set, respectively. We would have
an algorithm that is resilient to noise and performs sound
event recognition considerably faster than other contemporary
algorithms if it can perform well on noisy data and provide
scores at least matching the CRNN algorithm. Consequently,
it would become a candidate model for portable sound event
detection devices used in natural, noisy environments.

C. YOHO Algorithm

Instead of using the conventional, bigger YOLO architec-
ture, S. Venkatesh et al. modified the final layers of the Mo-
bileNet [15] architecture to implement the YOHO architecture.
As can be seen in Table I, YOHO is purely a convolutional
neural network. The initial MobileNet architectural layers are
retained in the initial half of the table. Layers adjusted for the
target dataset are in the latter half.

Consequently, YOHO has faster inference times than de-
signs with sequential layers like CRNNs because it is built as
a solely convolutional neural network with no recurrent layers.
The probability and the beginning and ending times of each
event label are output from the neural network, which takes as
input log-Mel spectrograms of the audios. In addition, because
this end-to-end method directly predicts acoustic boundaries,
it takes lesser time for post-processing and smoothing [18].

Log-Mel spectrograms are used as the YOHO model’s
input. Next, a 3x3 2D convolution with a stride of 2 is
performed after reshaping the input, halving the time and
frequency dimensions. The MobileNet design uses depth-wise
separable convolutions [19] with 3x3 filters, followed by point-
wise convolutions [20] with 1x1 filters. All convolutions except
the final layer were followed by batch normalisation [21] and
ReLU activations [22]. Every time a stride of two is used, the
time and frequency dimensions are halved.

D. PANNs: Large-scale Pretrained Audio Neural Networks for
Audio Pattern Recognition

It is common practice in computer vision and natural
language processing for systems to be pretrained on large-
scale datasets. The pretrained systems then generalise well to
several downstream tasks. However, the research on building
pretrained neural networks trained on large-scale audio datasets
is limited. Pretrained audio neural networks (PANNs) [23] are
trained on the large-scale AudioSet dataset [24]. These PANNs
are transferred to other downstream audio-related tasks. The
best PANN system achieved mean average precision (mAP) of
0.439 on AudioSet tagging, outperforming the previous state-
of-the-art result of 0.392 [23].

E. ViT: Vision Transformer

The Vision Transformer, or ViT [25], is a transformer-based
model architecture for image classification. Each image is split
into fixed-size patches. The patches are then converted to linear
embeddings using a linear transformation. The linear embed-
dings are then added to the positional embedding, and the
resulting sequence of vectors is fed to a standard Transformer
encoder. Finally, an extra learnable “classification token” in the
output sequence is used to perform image classification [25].

F. CoAtNet: Marrying convolution and Attention for All Data
Sizes

Vanilla Vision Transformers lack the inductive biases that
traditional convolutional networks possess. However, Vision
transformers have the advantage of utilising attention over
their input [26]. Hence, a model which uses convolution and
attention in machine learning benefits from two fundamental
aspects – higher generalisation and higher model capacity.
Convolutional layers have better generalisation, while attention
in the transformer layer yields higher model capacity. Hence
CoAtNet [26] is a hybrid model based on two key insights:

1) By using simple relative attention, depth-wise convo-
lution and self-attention can be naturally fused.

2) By stacking convolution layers and attention layers
in a principled manner, generalisation, capacity, and
efficiency are dramatically improved.

CoAtNet has the best of both convolution networks and
Transformers. CoAtNet not only has the generalisation ability
of convolution networks because of favourable inductive bi-
ases but also has the advantage of superior scalability from
transformers resulting in faster convergence and improved
efficiency [26].

G. KNNs: Kervolutional Neural Networks

KNNs [27] are an effort to establish convolution in non-
linear space. Existing CNN architectures primarily leverage
activation layers which only provide point-wise non-linearity.
Kervolution (kernel convolution) was introduced to approx-
imate complex behaviours of human perception systems by
leveraging the kernel trick. It claims that using the kernel
trick helps it generalise convolution, capture higher-order
interactions of features via patch-wise kernel functions, and
enhance the model capacity without introducing additional
parameters. Extensive experiments showed that kervolutional
neural networks (KNN) achieve higher accuracy and faster
convergence than baseline CNN [27].

H. CBAM: Convolutional Block Attention Module

Convolutional Block Attention Module (CBAM) [28] is an
attention module designed for convolutional neural networks.
The module sequentially computes attention maps along the
channel and spatial dimensions given an intermediate feature
map. The input feature maps are then multiplied by the
attention maps to refine the adaptive features [28].
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I. Frequency Dynamic Convolutions

When a pattern moves along the time axis in the time-
frequency domain, it sounds the same because the frequency
components are the same, but the timing is different. On
the other hand, because the frequency component that makes
up the acoustic properties of the sound event changes as it
moves along the frequency axis, it would sound different [29].
The Frequency Dynamic Convolutions paper [29] highlights
that due to its nature, the standard 2D convolution operation
wrongly enforces translational invariance along both the time
and frequency dimensions of an input log-Mel spectrogram. In
contrast, log-Mel spectrograms exhibit invariance only along
the time axis but not the frequency axis.

Frequency dynamic convolution [29] uses a frequency-
adaptive kernel to enforce frequency-dependency on 2D con-
volution and improve the physical consistency of the model
with sound events’ time-frequency patterns. The inputs have
three axes - the frequency axes, the time axes and the parallel
channels. From the input, it first derives frequency-adaptive
attention weights. Average pooling along the time axis is
followed by two 1D convolution layers which are applied
along the channel axis the input. 1D convolution was used
rather than fully-connected (FC) layers to take into account
neighbouring frequency components. Batch normalisation and
ReLU are applied between two 1D convolution layers. The
channel dimension is compressed into the number of basis
kernels using 1D convolution layers. The softmax activation
function is then used to normalise the values of the frequency-
adaptive attention weights between zero and one.

Additionally, Softmax sets each frequency bin’s weight
sum to one. A temperature of 31 was applied to the softmax
to achieve stable training and homogeneous learning of basis
kernels. Then, using frequency-adaptive attention weights, a
weighted sum of basis kernels is used to produce frequency-
adaptive convolution kernels. The obtained kernel is used for
frequency dynamic convolution operation just like a regular
2D convolution.

J. FilterAugment Data Augmentation

FilterAugment [30] is an improved version of frequency
masking compared to SpecAugment [31]. SpecAugment in-
volved simply masking a small time and frequency range
of Mel spectrograms. While the simplicity of the time and
frequency masking makes it easily adoptable during model
training, they are unforgiving as they completely remove
portions of information from the spectrogram.

FilterAugment was proposed to regularize acoustic models
over various acoustic environments by mimicking acoustic
filters. It approximates acoustic filters by applying random
weights on randomly determined frequency bands, i.e., ran-
domly increasing or decreasing the energy of these random
frequency ranges of the log Mel spectrograms.

Hence, FilterAugment is an effective regularization ap-
proach for acoustic models as it extracts sound information
from a wider range of frequencies and it proved that general-
ising the SED model over a broader frequency range enhances
SED performance by a significant margin.

K. Mish Activation Function

f(x) = x · tanh(softplus(x)) (1)

softplus(x) = ln(1 + ex) (2)

The Mish activation function outperforms ReLU [22].
The advantages of the Mish activation function are: It has
unbounded upper limit and bounded lower limit. It is a non-
monotonic, self-regularized function and a self-gated function.
It is continuously differentiable with infinite order. It falls
under the class of C∞. In contrast, ReLU falls under the
class of C0. However, a disadvantage of Mish is that it is
computationally expensive [32].

L. SERF Activation Function

Serf, or Log-Softplus ERror activation Function, is a type
of activation function which is self-regularized and nonmono-
tonic in nature.

f(x) = x · erf(softplus(x)) (3)

erf is the error function. SERF outperforms Mish and ReLU
on a variety of tasks like image classification, object detection,
machine translation and sentiment classification on multiple
datasets [33].

III. METHODOLOGY AND IMPLEMENTATION DETAILS

The following section describes the different modification
made to each architecture for the downstream tasks as well as
the different hyperparameters set for different aspects of model
training. The codes have been made available on Github1.

A. Audio Processing

The following steps are performed to process the audio
files and corresponding annotations:

1) Convert stereo audio with SNR -9 dB into mono
audio.

2) Read mono audio at a sample rate of 44,100 Hz, then
segment it into windows, where the window length
is set to 2.56s and hop length is set to 1.96s.

3) Generate model compatible output format for each
window’s annotations.

4) Generate log-Mel spectrograms for each window us-
ing the following parameters:

a) Number of Mel bins = 40
b) Number of Fast Fourier Transform compo-

nents = 2048
c) Window length for generating spectrograms

= 1764 sample points
d) Hop length for generating spectrograms =

441 sample points
e) Minimum frequency fmin of 0 Hz
f) Maximum frequency fmax of 22,050 Hz

5) Save the log-Mel spectrograms and the model com-
patible outputs using the .npy file format for use
during model training and validation.

1https://github.com/sohamtiwari3120/YOHO-on-VOICe
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6) At the time of model training, FilterAugment [30]
is optionally used to augment the existing dataset. It
randomly increases or decreases the energy of ran-
dom frequency regions of the log-Mel spectrogram.

B. Model Training Settings

The random seed was fixed at 0. The batch size for training
the model was set at 32. We used the -9 dB audios from the
VOICe dataset for training.

While training, the Adam [34] optimiser with the default
learning rate set to 10−3, epsilon value set to 10−7 and default
weight decay set to 0. Moreover, a call-back was used to
reduce the learning rate of the model by half during training
whenever the validation loss during training did not decrease
for 5 epochs. Gradient clipping was used to clip/keep the global
norm values of the gradients less than or equal to 0.5.

The number of epochs was not fixed, and Early Stopping
[35] regularization was utilised to stop model training if the
validation loss would not decrease for 10 or more epochs.

C. Working Changes to YOHO Architecture

Each audio file is first segmented into overlapping windows
with a window length of 2.56s and a hop length of 1.96s. The
model input dimensions are determined by the length of the
audio example and the number of Mel bins. For the VOICe
dataset, the input log-Mel spectrogram shape is (257, 40),
where 257 is the number of time steps and 40 is the number
of Mel bins.

As shown in Table I, the output of the last 2D convolu-
tion layer is reshaped by flattening the last two dimensions.
The final 1D convolution layer consisting of nine filters of
unit length yields an output matrix of shape 9x9. The first
dimension of the output corresponds to the time axis, and the
second dimension corresponds to three neurons for each of the
three classes in the VOICe dataset. The input spectrogram is
divided into nine bins along the time axis. Every row in the
output matrix represents the audio events’ start and end times
in the input spectrogram’s corresponding bin.

As seen in Fig. 1, the first, fourth and seventh neurons
perform binary classification at each time step to detect the
presence of the respective audio events. The second and third
neurons use regression to predict the start and end times of the
first audio-event class. Similarly, for the fifth, sixth, eighth and
ninth neurons and their respective second and third audio-event
classes.

Table I describes the YOHO architecture for the VOICe
dataset. Each convolution layer in the architecture makes use
of ’same’ padding to keep the shape of the output of the
convolution layer same as that of its input.

D. Working Changes to CoAtNet + CBAM Architecture

The CoAtNet architecture expects input images which
have equal height and width and three channels. Since the
size of the log-Mel spectrograms of the VOICe dataset was
(257, 40) , i.e., (number of time frames, number of mel
bins), a learnable transposed convolution layer [36] is included
before the CoAtNet architecture. The transposed convolution

TABLE I. YOHO’S ARCHITECTURE MODIFIED FOR VOICE DATASET

Layer type Filters Kernel Shape; Stride Output shape
Reshape - - (257, 40, 1)
Conv2D 32 (3, 3); 2 (129, 20, 32)

Conv2D-dw - (3, 3); 1 (129, 20, 32)
Conv2D 64 (1, 1); 1 (129, 20, 64)

Conv2D-dw - (3, 3); 2 (65, 10, 64)
Conv2D 128 (1, 1); 1 (65, 10, 128)

Conv2D-dw - (3, 3); 1 (65, 10, 128)
Conv2D 128 (1, 1); 1 (65, 10, 128)

Conv2D-dw - (3, 3); 2 (33, 5, 128)
Conv2D 256 256 (1, 1); 1 (33, 5, 256)
Conv2D-dw - (3, 3); 1 (33, 5, 256)
Conv2D 256 256 (1, 1); 1 (33, 5, 256)
Conv2D-dw - (3, 3); 2 (17, 3, 256)

Conv2D 512 (1, 1); 1 (17, 3, 512)
5x ( Conv2D-dw;

Conv2D)
-

512
(3, 3);
(1, 1);

(17, 3, 512)
(17, 3, 512)

Conv2D-dw - (3, 3); 2 (9, 2, 512)
Conv2D 1024 (1, 1); 1 (9, 2, 1024)

Conv2D-dw - (3, 3); 1 (9, 2, 1024)
Conv2D 1024 (1, 1); 1 (9, 2, 1024)

Conv2D-dw - (3, 3); 1 (9, 2, 1024)
Conv2D 512 (1, 1); 1 (9, 2, 512)

Conv2D-dw - (3, 3); 2 (9, 2, 512)
Conv2D 256 (1, 1); 1 (9, 2, 256)

Conv2D-dw - (3, 3); 1 (9, 2, 256)
Conv2D 128 (1, 1); 1 (9, 2, 128)
Reshape - - (9, 256)
Conv1D 9 (1 ); 1 (9, 9)

layer would then reshape the input spectrogram to (257, 257)
followed by a 2D convolutional layer which would increase
the number of channels to 3. To this transformed input CBAM
attention (with reduction factor of 2 and kernel size of 3) is
applied before passing it onto the CoAtNet architecture. The
“CCTT” variant [26] of CoAtNet architecture is used, i.e., two
MobileNet Convolution Layers along with two Transformer
layers. Finally, the output of the CoAtNet architecture is passed
through a 1D Convolution layer to increase the number of
channels to 9. The changes are described in Table II.

TABLE II. WORKING CHANGES TO COATNET + CBAM ARCHITECTURE

Name Type Output Shape
input log-Mel spectrogram (1, 257, 40)
make input square ConvTranspose2d(...) (1, 257, 257)
increase channels to 3 Conv2d(...) (3, 256, 256)
cbam CBAMBlock(...) (3, 256, 256)
cn CoAtNet(... ) (1, 9)
increase 1d channels Conv1d(...) (9, 9)

E. Working Changes to ViT Architecture

The Vision Transformer (ViT) expects input images with
three channels and height and width of even values since it
splits each image into fixed-size patches. In our code, the patch
size for ViT was set to 8. The depth of the transformer layer
was set to 6, the number of heads to 16, the dimension of
transformer tensors to 1024 and that of the feed-forward neural
network layer to 2048.

Table III shows that the input log-Mel spectrogram is
passed through a 2D Convolutional layer. This layer increases
the number of channels to 3 and reduces the height of the
image to an even value. The ViT layer outputs a 1D vector
of 1024 values and 161 channels. Consequently, the output
is passed through two successive 1D convolutional layers to
obtain the final output in the desired shape (9, 9).
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Fig. 1. Visualisation of Output Layer of YOHO for VOICe Dataset.

TABLE III. WORKING CHANGES TO VIT ARCHITECTURE

Name Type Output Shape
input log-Mel spectrogram (1, 257, 40)
increase channels to 3 and reduce height Conv2d(...) (3, 256, 40)
ViT ViT(... ) (161, 1024)
head.0 Conv1d(...) (9, 512)
head.1 Conv1d(...) (9, 9)

F. Working Changes to YOHO + KNN Architecture

The YOHO architecture was modified by replacing every
standard 2D convolution layer in the architecture by a 2D
kervolution layer with a linear kernel.

G. Working Changes to YOHO + PANN Architecture

The CNN10 [23] variant of the PANN architecture expects
log-Mel spectrograms with 64 Mel bins as input. Hence as
described in Table IV, the input is processed and made com-
patible with PANN. PANN’s output is then passed through a
couple of transpose convolution layers followed by a couple of
convolution layers to make the output compatible for YOHO.
During training and inference, the weights of PANN pretrained
on the large-scale AudioSet dataset were used for the CNN10
architecture.

TABLE IV. WORKING CHANGES TO YOHO + PANN ARCHITECTURE

Name Type Output Shape
input log-Mel spectrogram (1, 257, 40)
transpose input.transpose(0, 2) (40, 257, 1)
increase channels to 64 Conv2d(...) (64, 257, 1)
transpose input.transpose(0, 2) (1, 257, 64)
PANN CNN10(... ) (512, 16, 4)
transpose conv2d 1 ConvTranspose2d(...) (256, 16, 40)
transpose conv2d 2 ConvTranspose2d(...) (128, 257, 40)
reduce channels 1 Conv2d(...) (64, 257, 40)
reduce channels 2 Conv2d(...) (1, 257, 40)
YOHO YOHO(...) (9, 9)

H. Working Changes to YOHO + CBAM Architecture

The YOHO architecture is modified by inserting a Convo-
lutional Block Attention Module (CBAM) before the input to
every 2D depth wise convolution layer. The reduction factor
was set to 2 and the kernel size set to 3 for every CBAM layer.
The number of channels for each cbam layer was set to the
number of channels of the output from the previous layer.

I. Working Changes to YOHO + Custom Rectangular Kernel
Architecture

In an attempt to mitigate the problem of convolutional
neural networks wrongly enforcing translational invariance
along the frequency axis of the log-Mel spectrograms, a custom
convolutional layer with “rectangular kernels” was applied
before being input to the YOHO architecture. Fig. 2 shows
that the layer consisted of 4 parallel 2D convolution layers:

1) Conv2D layer with filter size (3, 3)
2) Conv2D layer with filter size (log-Mel height//4, 3)
3) Conv2D layer with filter size (log-Mel height//2, 3)
4) Conv2D layer with filter size (log-Mel height*3//4,3)

J. Working Changes to YOHO + FilterAugment Architecture

The YOHO architecture remains the same. The difference
is during training, FilterAugment data augmentation is used.
The decibel range was set to (-6, 6), the band number range
to (3, 6), minimum bandwidth to 6 and a linear filter type
was used. The same set of hyperparameters are used for all
experiments using FilterAugment data augmentation.

K. Working Changes to YOHO + FDY Architecture

The YOHO architecture was modified by replacing every
standard 2D convolutional layer in the architecture by a 2D
frequency dynamic convolution layer with the number of basis
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Fig. 2. Visualisation of Rectangular Kernel Layer Preceeding YOHO.

kernels set to 4 and the temperature set to 31 in every such
layer. The same hyperparameters are used in all experiments
using frequency dynamic convolutions.

L. Working Changes to YOHO + FDY + FilterAugment Ar-
chitecture

The architecture is same as that described in the previous
section, the difference being that the FilterAugment data
augmentation method was being used during the training of
the above architecture.

M. Working Changes to YOHO + FDY + FilterAugment +
CBAM Architecture

The architecture is same as that described in the previous
section, the difference being that the CBAM attention module
(with reduction factor of 2 and kernel size of 3) is inserted
before the input to every depth wise frequency dynamic
convolutional layer.

IV. RESULTS AND ANALYSIS

The results of all the experiments have been tabulated in
Table V. More detailed results have been made available on
Weights and Biases2.

The results illustrate the following points:

1) YOHO, with an average F1 score of 0.8738, outper-
forms the CRNN architecture, which has an average
F1 score of 0.7603, as given in [17].

2) The larger and more complex architectures, such as
CoAtNet, ViT and PANN (with YOHO) with average
F1 scores of 0.7589, 0.7966 and 0.8594 respectively
are unable to match standard YOHO architecture’s
0.8738 F1 score. This is surprising as these architec-
tures are currently one of the best performing models

2https://wandb.ai/sohamtiwari3120/YOHO-on-VOICe?workspace=user-
sohamtiwari3120

in the multiple applications of Computer Vision and
audio processing.

3) On average, the best performing architecture was
the YOHO + CBAM architecture, with an average
F1 score of 0.874. This architecture entailed adding
attention to YOHO, which benefits from the inductive
biases of a convolutional network. This is again
surprising as the CoAtNet architecture, which com-
bines the global attention of transformers and the
inductive biases of the convolutional networks could
not perform as well.

4) The proposed rectangular kernels layer (average F1
score of 0.8676), a simplistic approach to improve in-
ternal model representation of audio log-Mel spectro-
grams performed better than larger architectures like
CoAtNet (average F1 score 0.7589), CRNN (average
F1 score 0.7603), ViT (average F1 score 0.7966) and
YOHO + PANN (average F1 score 0.8594) on the
dataset.

5) YOHO modified with Kervolutional layers reported
the lowest F1 scores in the Outdoor - 0.7883 and
Vehicle - 0.8167 noise environments compared to all
other variants of YOHO.

6) YOHO + FilterAugment reported the best F1 scores
in the outdoor and the vehicle noise environments
- 0.879 and 0.8918, respectively. In contrast, it per-
formed the worst out of all architectures in the indoor
noise environment, with an F1 score of 0.3871.

7) YOHO + FDY + FilterAugment reported very high
scores in the outdoor and noise environments - 0.8746
and 0.8903, respectively. Moreover, frequency dy-
namic convolution layers seemed to counteract to
some extent the drop in performance when using
FilterAugment for indoor audios with an F1 score
of 0.7681.

8) Combining YOHO + FDY + FilterAugment + CBAM
did not perform as expected. Its F1 scores (0.8668,
0.8815 and 0.4534) are lesser than its individual
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TABLE V. RESULTS OF ALL EXPERIMENTS

Architecture Outdoor F1 Vehicle F1 Indoor F1 Average F1
CoAtNet 0.7566 0.7719 0.7483 0.7589
CRNN 0.7500 0.8004 0.7305 0.7603
ViT 0.7902 0.8223 0.7774 0.7966
YOHO 0.8714 0.8884 0.8615 0.8738
YOHO + KNN 0.7883 0.8167 0.7732 0.7927
YOHO + PANN (cnn10) 0.8598 0.8712 0.8472 0.8594
YOHO + Rectangular Kernels 0.8670 0.8792 0.8567 0.8676
YOHO + CBAM 0.8724 0.8905 0.8591 0.8740
YOHO + FDY 0.8674 0.8864 0.8607 0.8715
YOHO + Filt Aug 0.8790 0.8918 0.3871 0.7193
YOHO + FDY + FILT AUG 0.8746 0.8903 0.7681 0.8443
YOHO + FDY + FILT AUG + CBAM 0.8668 0.8815 0.4534 0.7339

components - YOHO, YOHO + CBAM, YOHO +
FilterAugment and YOHO + FDY + FilterAugment.

Table V shows that the standard YOHO architecture is
adept at handling noisy audios, and few architectures and
other variants of YOHO could improve upon the standard
architecture’s scores. It seems that complex architectures with
a large number of parameters performed worse than standard
YOHO on the VOICe dataset. One reason could be less
training data, which large architectures usually require. The
VOICe dataset could be sufficient for YOHO but insufficient
for the more complex architectures.

Furthermore, architectures with sequential layers and trans-
formers like CRNN and ViT performed worse than the purely
convolutional YOHO architecture and its variants. Purely con-
volutional architectures can better utilise GPUs and hence train
faster and longer. In addition, convolutional neural networks
possess inductive biases, which help them generalise to unseen
datasets. Hence, another reason sequential layer-based archi-
tectures did not perform well on noisy audios could be the
lack of inductive biases and poor generalizability compared to
YOHO. However, the reason why CoAtNet, which combines
the inductive biases of convolutional layers and the attention
of transformers, performed poorly on the dataset is unknown.
The poor performance of CoAtNet is confounding, especially
since YOHO combined with attention in the form of CBAM
performed very well on audios from all three noise environ-
ments.

On the other hand, the experiments using convolutional
block attention module (CBAM), FilterAugment and Fre-
quency Dynamic Convolution (FDY) layers hint that improving
internal model representations of the input audio data and data
augmentation hold the key to achieving robust sound event
detection on noisy audios.

V. CONCLUSION AND FUTURE WORK

The standard YOHO architecture is resilient to noise in
audios, and its lightweight architecture with low inference
times makes it a candidate model for use in portable sound
event detection applications. Furthermore, this work found that
combining the YOHO architecture with Frequency Dynamic
Convolutions, Convolutional Block Attention Module, and Fil-
terAugment data augmentation, helped obtain high F1 scores
in specific noisy environments. This increase in performance
can be attributed to improved internal model representations
of the input audios with the help of data augmentation, which

entailed a negligible increase in the number of parameters and
model inference times.

The results suggest that improving audio representations
in the model and data augmentation could help obtain better
performance of SED models in noisy environments. Hence,
future research can explore better representations for audios
and research ways to mitigate the translational invariance
along the frequency axis enforced by standard convolutional
neural networks. This could involve improving the proposed
rectangular kernels layer. Additionally, the models could be
trained with representations from Google LEAF [37], which
was one of the experiments we wanted to conduct. However,
at the time of writing this paper, we could not find links to
pretrained weights for the Google LEAF architecture and our
compute and data were inadequate to train the architecture
from scratch.

Another possible avenue of research could be to determine
why the FilterAugment data augmentation method adversely
affects only the audios containing noise from indoor environ-
ments while showing the opposite, helpful effects in audios
containing vehicular and outdoor noise. This study could help
unlock insights about noise in indoor environments and could
help in the development of intelligent home audio devices.

Another direction of research would be to first train the
larger and more complex architectures with more data to try
and determine the ceiling for their performance in noisy en-
vironments. Furthermore, these experiments could help assess
whether their performance can be improved using additional
data or other factors that govern the model performance.

Finally, to determine why YOHO with convolutional block
attention module performs so well and why CoAtNet does not.
This could help us understand why CoAtNet’s architecture,
which benefits from inductive biases of convolutional networks
and the global attention mechanism of transformer architec-
tures, did not perform well in audios from noisy environments.

This work showed that the promising new regression-based,
purely convolutional sound event detection architecture called
You Only Hear Once can be effectively used in noisy environ-
ments. Furthermore, the regression-based approach was exper-
imented with and used with other architectures and methods
to find ways to better improve robustness to noise. The results
indicate that better audio representations for the model and
data augmentation techniques can help boost the performance
of SED systems. Hopefully, this work will encourage more
research in developing better audio representations and making
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audio-related models more robust to noise.
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Abstract—The principal objective of this paper is to provide
a parallel implementation focused on the main steps of the
parameter-free clustering algorithm based on K-means (PFK-
means) using the Spark framework and a machine learning-
based model to process Big Data. Thus, the process consists of
parallelizing the main tasks of the first stage of the PFK-means
clustering algorithm using successive RDD functions. Then, the
parallel K-means provided by Spark MLlib is invoked by setting
the cluster centers and the number of clusters determined
in the previous step as input parameters of the parallel K-
means. Furthermore, a comparison between the parallel designed
algorithm and the parallel K-means was conducted using UCI
data sets in terms of the sum of squared errors and the processing
time. The experimental results, performed locally using the Spark
framework, demonstrate the efficiency of the proposed solution.

Keywords—Clustering; big data; spark; parallel computing;
parallel K-means

I. INTRODUCTION

Today’s digital world is experiencing unprecedented
progress, causing the generation of an immense amount of data
presented in various formats and derived from many sources,
including social networks, the internet of things, mobile apps,
multimedia, financial services, and ERP systems. Hence, man-
aging this huge amount of data requires efficient techniques
and tools to ensure that the data is processed efficiently to
make the right decision according to the application domain
[1]. Researchers and scientists are constantly contributing to
and developing new machine learning algorithms, as well as
designing more efficient frameworks capable of dealing with
the continuous flow of data generated each lapse of time [2]
[3].

Cluster analysis is one of the appropriate data mining
techniques for ensuring efficient Big Data processing [4] [5].
Indeed, the purpose of cluster analysis is to place similar data
objects in the same group to construct disjoint clusters. The
concept of similarity is firmly based on a distance measure
depending on the characteristics of the data object’s features.
In the same context, several Big Data clustering algorithms
were designed based on specific computing platforms aiming
to either distribute the clustering tasks on several nodes to
perform the necessary calculations in a parallel way or by using
a server with high capacities in terms of CPUs, memories, and
I/O resources [6] [7] [8].

This paper proposes a new parallel clustering algorithm
based on Spark [9], designed to enhance the sequential PFK-

*Corresponding authors.

means algorithm to leverage distributed systems and process
big data. As a result, the proposed parallel implementation
is carried out using open-source Hadoop, the Spark frame-
work with RDDs, and a machine learning-based model. More
specifically, the proposed algorithm aims to parallelize the
two principal stages of the PFK-means algorithm using Spark
RDDs functions. The first one consists of applying successive
RDDs functions in order to perform the computation of the
Euclidean distances, build the initial clusters, and finally up-
date the different clusters to obtain the cluster centers and,
consequently, the number k. The second stage invokes the
use of the parallel K-means provided by Spark mLlib with as
input parameters the cluster centers and the number of clusters
discovered in the previous phase. In that respect, a comparison
between the developed parallel algorithm and the parallel K-
means provided by Spark mLlib was conducted on some UCI
data sets based on the sum of the squared error measure
and the processing time. The results obtained show that the
suggested solution yields more efficient clustering compared
to the parallel K-means with the random initialization mode.
The main contributions of this paper are as follows:

• Improve the approach to determining the initial
cluster centers of the cluster construction step

• Suggest a parallel implementation of the main
steps of the PFK-means clustering algorithm
based on spark RDDs in order to process big
quantitative data.

• Establish a comparison between the designed al-
gorithm and the parallel K-means algorithm pro-
vided by spark mLlib.

The remainder of this paper is organized as follows: Section
II discusses a literature review. Section III gives a short
presentation of parallel computing using the Spark framework.
Section IV provides the design and implementation of the
parallel developed algorithm. Section V shows the results of
the experiment. Finally, Section VI concludes the paper and
presents future perspectives.

II. LITERATURE REVIEW

Over the years, clustering algorithms have undergone sev-
eral evolutions and improvements to face the challenges of
managing heterogeneous and complex data generated from
multiple and varied digital sources. In particular, K-means [10]
[11] is one of the most widely used clustering algorithms due
to its simplicity and efficiency in processing data. This algo-
rithm has experienced several adaptations and improvements
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to address initialization issues, exploit distributed systems and
handle Big Data [12] [13] [14]. In this context, several research
studies based on different parallel computing architectures
have been carried out to give birth to powerful and scalable
algorithms.

Among these algorithms, a parallel adaptive Canopy-K-
means algorithm [15] aims to solve the manual selection
problem for the distance threshold T2 in the Canopy process.
In this regard, it is improved by adaptive parameter estimation
using the MapReduce-based Model and the Spark framework.
The clustering results on the Stanford Large Network Dataset
Collection (SNAP) data set and self-built Dimension demon-
strate the efficiency of the proposed solution.

Another improvement in the parallel K-means is introduced
in [16], which is an improved K-Means Clustering Algorithm
for Big Data Mining based on the density of data points
to construct the corresponding clusters. Thus, the algorithm
was parallelized on the Hadoop platform using the distributed
database to improve its efficiency and decrease the running
time. The simulation results prove that the enhanced solution
outperforms the classical K-means and the DBSCAN algo-
rithm in terms of clustering accuracy by 10%.

In the same context, a clustering center selection method
[17] was developed to solve the issue of the random nature and
limited quality of initial cluster center selection. In addition, a
parallel implementation using the Spark computing framework
was suggested to perform Big Data clustering and therefore
obtain higher execution efficiency, accuracy, and good stability
in big data.

More recently, another improved initialization method [18]
for the K-means algorithm was implemented to enhance the
initial points selection strategy using sparse reconstruction.
Moreover, the parallel version of the algorithm was performed
based on the MapReduce framework and Hadoop cluster using
the real customer data from the JD Mall. The experimental
results demonstrate its efficiency in processing large amounts
of data.

Another contribution aiming to address the K-means algo-
rithm initialization issue is a parallel clustering algorithm based
on grid density [19]. Indeed, the process of the algorithm is
based on specific strategies, including, locality sensitive hash
function(DP-LSH), the adaptative grouping strategy (AGS),
and the MapReduce framework to operate the cluster centers in
parallel and therefore increase the performance of the proposed
approach.

III. PARALLEL COMPUTING USING SPARK FRAMEWORK

Parallel computing is one of the efficient solutions to
process large amounts of data using computing platforms.
Indeed, these platforms allow the distribution of the calcu-
lations according to different architectures [20]. Such plat-
forms can be either horizontally scaled platforms or vertically
scaled platforms [7]. In particular, Spark is a horizontally
scalable cluster computing framework [9], performing parallel
processing for data-intensive applications with working sets.
These applications are managed by the driver program, which
allows them to execute the user’s main function as well as the
parallel operations in a cluster. Hence, it has the advantage

Fig. 1. Spark Architecture.

of executing tasks by ensuring locality-aware scheduling, fault
tolerance, and load balancing [9]. The spark is distinct from
MapReduce since it handles iterative jobs and enables users
to run queries on a Big Data set by loading into memory only
the required data set. More specifically, the Spark framework
is structured around two main abstractions: resilient distributed
dataset (RDD) and shared variables. The RDD is a collection
of items distributed through the cluster nodes that can persist
in memory to be reused in the event of parallel operations.
The shared variables are also used in parallel operations to
share the necessary variables among jobs or between jobs
and the driver program. In addition, Spark is powerful and
outperforms the Hadoop MapReduce framework by 10× in
interactive machine learning workloads. Fig. 1highlights the
basics of spark architecture.

IV. THE PROPOSED PARALLEL PFK-MEANS

This section first introduces an overview of the PFK-
means clustering algorithm for processing quantitative data,
then gives a detailed description of the implementation of
the parallel algorithm designed for Big Data processing, and
finally presents the algorithm describing the various Spark
RDD functions that allow the parallelization of the tasks of
the suggested algorithm.

A. The Sequential PFK-means

The PFK-means algorithm [21] is a parameter-free clus-
tering algorithm aiming to construct progressively homoge-
neous clusters until the appropriate number of clusters is
automatically detected. This heuristic is a combination of
the E-transitive heuristic [22] adjusted for quantitative data,
and the traditional K-means [10] [11]. Indeed, the sequential
version of the PFK-means algorithm performs a partitioning
clustering based on two main stages. The first one aims to
construct clusters successively based on the similarity between
the cluster centers and the data objects using the Euclidean
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Fig. 2. Sequential PFK-means Flowchart.

distance calculation and consequently, gets the initial cluster
centers and the number of clusters k, which are the two
primary input parameters for the K-means algorithm. The
second stage consists of applying the K-means algorithm to
the same data set taking into consideration the cluster centers
obtained and the number of clusters k reached in the first stage.
The first stage of the PFK-means algorithm is an independent
clustering algorithm that enables the discovery of clusters with
appropriate cluster centers. The K-means algorithm is applied
to enhance the quality of the clusters obtained. Fig. 2 resumes
the main steps of the PFK-means algorithm.

B. Design and Implementation of the Parallel PFK-means

The PFK-means is a sequential and iterative clustering al-
gorithm, suitable for processing unsupervised machine learning
data sets. However, the efficiency of this algorithm will be

Fig. 3. The Design of the Parallel Implementation.

restricted when dealing with a large amount of data. Among
the solutions to improve the performance of this algorithm and
make it suitable for processing Big Data is the parallelization
of its tasks using the open-source Hadoop, Spark RDD, and
Machine Learning-based Model. In that respect, the imple-
mentation of the parallel version of PFK-means consists of
the parallelization of its two main stages. In this way, the first
stage consists of the parallelization of three principal tasks,
including the calculation of the total average of the Euclidean
distances, the construction of the initial clusters, and assigning
the data objects to the appropriate clusters as well as updating
the discovered cluster centers. The next stage involves the use
of the parallel K-means provided by spark mLlib, using as
input parameters the discovered cluster centers as well as the
number of clusters automatically detected in the first stage.
Fig. 3 illustrates the design of the parallel implementation of
the PFK-means. In the following, the steps of the initial stage
will be thoroughly described.

1) Calculation of the Total Average of the Euclidean dis-
tances: In order to compute the total average of the Euclidean
distances, the process starts by reading the data set being
processed locally into RDDs partitions since it is the first
step. Then these RDDs’ partitions are transformed using the
Map function with the purpose of calculating the Euclidean
distance between each two data objects, which is performed
in several iterations. Therefore, in each iteration, the Reduce
function sums the partial Euclidean distances for each partition
Map. Then, after completing all the iterations, another Reduce
function is applied to the final result, in order to obtain the total
average of the Euclidean distances. Fig. 4 depicts the process
of spark RDDs to compute the total average Euclidean distance
of the processed data set.

Although the use of Spark is optimal since it avoids
storing the data on a hard disk, the calculation of the average
of the Euclidean distances of the data set is costly. It is,
therefore, essential to optimize this calculation. The first way
involves calculating the average of the Euclidean distances of a
sample instead of processing the entire data set using the Map
and Reduce functions. The second solution consists of first
reordering the whole data set randomly and then applying the
MapPartitions function, which allows decomposing the data
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Fig. 4. The Parallel Process of the Average of Euclidean Distance
Calculation.

set into a specific number of partitions. Then, each partition
performs the computation of the two-by-two Euclidean dis-
tances of a part of the data. Thus, the result produced by the
MapPartitions function is transmitted to the Reducer, allowing
the calculation of the total average of the Euclidean distances.
In this solution, the MapPartitions and Reduce functions are
invoked only once, so the calculation time is much reduced
compared to the solution explained previously.

2) The Construction of the Initial Clusters: This step starts
by choosing the first data object in the data set as the first
cluster center. Then, the data objects similar to this cluster
center are gathered in such a way that the Euclidean distance
between this cluster center and each data object in the whole
data set is less than the total average of the Euclidean distances
calculated in the previous step. Contrary to the sequential
version of the algorithm in which the construction of the
first cluster is realized in n iterations, the construction of the
first cluster in the parallel version of the algorithm is done
using the filter function, which selects the elements similar
to the cluster center by calculating the Euclidean distances in
parallel. Subsequently, the cluster center of the second cluster
is determined in such a way that the data object similar to the
first cluster center whose Euclidean distance is the greatest
is compared to the data objects not similar to the center, so
the data object whose Euclidean distance yields an average
value is chosen as the second cluster center. Consequently, the
determination of the cluster center is realized using the filter
function, which allows selecting the cluster center among the
objects not similar to the first cluster center by calculating
the Euclidean distances in parallel. In this way, the other
cluster centers are determined successively to follow the same
process. This process is finished when all the data objects are
classified and there are no more data objects to choose from
as a new cluster center. And lastly, it is important to mention
that during the construction of the clusters, each data object
can be placed in several clusters, and therefore the clusters
achieved at the end of this step are overlapped. This allows for
the enlargement of the size of the clusters and, accordingly,
improves the quality of the cluster centers obtained. Fig. 5
shows the cluster construction process using the Spark RDDs
functions.

Fig. 5. The Parallel Process of Initial Cluster Construction.

Fig. 6. The Parallel Process of Updating Clusters.

3) Assigning the Data Objects to the Appropriate Clusters
and Update Cluster Centers: After having built the initial
clusters in the previous step, this step consists of assigning
to each cluster center found in the previous step the data
objects similar to it by using the filter function. This function
selects the data objects by performing the calculations of the
Euclidean distances in parallel. Then, the Reduce function is
applied to the RDD returned by the Filter function to update
the value of the cluster center by computing the average of
the data objects contained in the corresponding cluster. In this
step, each data object can be associated with only one cluster,
and consequently, there will be no overlaps in the resultant
clusters. Fig. 6 describes the process of obtaining the final
hard clusters with the new cluster centers using the Filter
and Reduce functions. Once the hard clusters with updated
cluster centers and the number of cluster centers detected
automatically have been obtained, the next step is to apply
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the parallel K-means provided by Spark mLlib with the input
parameters obtained from the first stage, which are the cluster
centers and the number of clusters.

C. The Parallel Proposed Algorithm

The following pseudo-code (Algorithm 1) describes the
stages of the parallel implementation of the PFK-means algo-
rithm. Hence, the process begins by reading the file containing
the set of quantitative data (lines 1 and 2). Subsequently, it
seeks to calculate the average of the Euclidean distances of
the data set using one of the previously explained methods
(line 3). The next step is to build the initial clusters to obtain
the list of cluster centers to be used in the next step (from 4 to
17). Afterward, the process aims to assign the data objects to
the appropriate centers and update the different centers (from
18 to 24). The last step intends to invoke the parallel K-means
provided by Spark mLlib using the parameters obtained from
the previous step (from 25 to 27).

Algorithm 1 The Parallel Implementation of PFK-means
Input:A set of n data objects X
Output:The initial cluster centers Tcnext. The number of
clusters automatically computed
begin

1: ReadFile = sc.textFile(”the file path”)
2: dtSet = ReadFile.map(lines).cache()
3: TotalAverage = ComputeTotalAverage()
4: sc.broadcast(TotalAverage)
5: NextCenter = newList[0], Next = True
6: while Next do
7: sc.broadcast(NextCenter)
8: Cluster = dtSet.filter(dist(X,NextCenter) <

TotalAverage)
9: NextC= dtSet.filter(dist(X,NextCenter) >

TotalAverage)
10: SortedList = NextC.sortBy(dist(X,FarthestElement))
11: NextCenter = MeanV alue(SortedList.collect())
12: Add the constructed Cluster to Tcnext
13: if NextCenter == Null then
14: Next == False
15: end if
16: end while
17: Save the set of centers in Centers
18: i← 0
19: while i < ClustersSize do
20: Cluster = dtSet.filter(dist(X,Centers[i]) <

TotalAverage)
21: UpdateCenter=Cluster.reduce(computeMean(X,Y ))
22: Remove the filtred elements from the dataset dtSet
23: Save the new cluster center in NewCenters
24: end while
25: tmax = maxIterations,dt = dtSet,k =

NewCentersSize
26: initializationMode = KMeansModel(NewCenters)
27: FinalC=KMeans.train(dtSet,k,tmax,initializationMode)
end begin

TABLE I. DESCRIPTION OF THE REAL-LIFE DATA SETS

data set Data size Attributes Cluster number

Iris 150 4 3
Wine 178 13 3
Pima Indian Diabetes 768 8 2
Letter-Recognition(LR) 20000 16 26

V. EXPERIMENTS

For the purpose of implementing the parallel version of
PFK-means with Spark RDDs in stand-alone mode, a machine
of 12GB memory and 1TB hard disk was configured with
Spark (version 3.0.3) and Hadoop (2.7 version) and PyCharm
IDE by installing useful Pyspark libraries (PySpark version
is 3.9). Subsequently, the proposed algorithm was evaluated
on real-world data sets extracted from the UCI machine
learning repository based on the sum of squared errors and
the execution time to measure the clustering performance.
In addition, the parallel PFK-means were compared with the
parallel K-means provided by the mLlib library to demonstrate
the efficiency of the developed solution. It is also crucial to
notice that the parallel implementation of PFK-means has been
tested locally in the PyCharm IDE and, therefore, the size of
the data sets has been limited.

A. Data Sets Description

Table I provides a short description of three real-world
datasets, extracted from the UCI machine learning repository
[23], serving to validate the efficiency of the parallel im-
plementation of PFK-means, including Iris, Wine, and Letter
Recognition (LR). In this way, each data set is represented by
a data size, a determined number of clusters, and the number
of attributes that constitutes the vectors of the data sets.

B. Results Achieved in Terms of the Sum of Squared Errors

One of the effective metrics to evaluate the quality of
clustering is the sum of the squared errors. This measure is
obtained by calculating the sum of the Euclidean distances
between each cluster center and the set of data objects be-
longing to this cluster. Therefore, the sum of the results found
corresponds to the sum of squared errors of the set of clusters.
Accordingly, the more minimal this measure is, the better the
result is achieved.

Table II reports the sum of squared errors of the clustering
result obtained by running the parallel PFK-means and the
parallel K-means provided by Spark mLlib on the Letter
Recognition (LR) data set. The execution of parallel PFK-
means performs clustering by automatically detecting the
number of clusters that can be varied by changing the position
of the new cluster center determined in each iteration of the
cluster construction step of the algorithm. Thus, the reported
results are obtained by iterating the parallel K-means one,
three, and ten times, respectively. In other words, for the
parallel PFK-means, the reiteration is applied just to the second
phase of the algorithm, which consists of applying the parallel
K-means implementation of Spark mLlib using the cluster
centers and the number of clusters found in the first phase of
the algorithm. In this respect, the acquired results are compared
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TABLE II. THE SUM OF SQUARED ERRORS OF THE CLUSTERING
RESULTS ON LETTER-RECOGNITION DATA SET

number of clusters parallel PFK-means parallel K-means number of iterations
(mLlib)

24 117015.22 118400.60 1
24 113035.25 113995.74 3
24 111162.61 110717.19 10
26 114813.58 118262.82 1
26 111198.35 112354.80 3
26 109506.13 109853.67 10

TABLE III. THE SUM OF SQUARED ERRORS OF THE CLUSTERING
RESULTS ON IRIS, WINE, AND PIMA DATA SETS

data set parallel PFK-means parallel K-means
(mLlib)

Iris 97.34 97.70
Wine 18889.14 19015.23
Pima 49403.81 64315.08

with the parallel K-means of Spark mLlib using the random
initialization mode.

By observing the results displayed in the Table II, it can
be seen that the parallel PFK-means outperforms the parallel
K-means in terms of the sum of squared errors, except for
the tenth iteration with k = 24, for which the parallel K-
means exceeds the proposed algorithm. It is also noteworthy
that the PFK-means produces good results from the first
iteration, implying that the cluster centers discovered in the
first phase of the algorithm are well-positioned in comparison
to the cluster centers discovered using the random initialization
mode. Besides the fact that the parallel PFK-means allows
discovering the number of clusters automatically, the result
given by the developed algorithm is stable. Table III presents
a comparison of the parallel PFK-means and the parallel K-
means in terms of the sum of squared errors for the real-world
data sets Iris, Wine, and Pima. The results clearly show that the
execution of the parallel K-means after determining the input
parameters (number of clusters and the cluster centers) from
the first phase of the developed parallel algorithm consumes
less time compared to the execution of parallel K-means with
the random initialization mode for the three data sets used.

C. Results of the Processing Time

In order to evaluate the performance of the parallel PFK-
means concerning running time, the second phase of the
proposed algorithm has been compared with the parallel K-
means of Spark mLlib using the random initialization mode,
which allows to randomly generate the cluster centers. In this
case, the number of clusters k used is the number detected by
the first phase of the parallel PFK-means, and therefore the
number of cluster centers must be fixed before the execution.
On the other hand, by running the second phase of the PFK-
means, the number of clusters is automatically detected and
assigned to the parallel K-means as well as the cluster centers.

Fig. 7 illustrates the execution time of the second stage of
the parallel PFK-means compared to the execution time of the
parallel K-means on Iris, Wine, Pima, and Letter-Recognition
data sets. Fig. 7 shows that the PFK-means outperforms the
parallel K-means for all the data sets used.

Fig. 7. Clustering Time on Real-world Data Sets.

D. Discussion of the Obtained Results

According to the experiments that were conducted on
real-world data sets, it was proved that the proposed algorithm
is a parameter-free clustering algorithm since it can automat-
ically determine the set of cluster centers and the number of
clusters without specifying any input parameters, and therefore
the suggested solution is suitable for unsupervised learning.
However, running the parallel version of k-means provided
by Spark mLlib requires fixing the number of clusters as
well as specifying the initial cluster centers. Moreover, the
execution of the developed algorithm using real-world data
sets gives significant results compared to the results achieved
by the parallel implementation of K-means provided by Spark
mLlib in terms of the sum of squared errors and execution
time. In addition to that, the parallel implementation of the
method allows the distribution of the tasks constituting the
main steps of the algorithm on several nodes, which allows
for the processing of very large files.

VI. CONCLUSION AND PERSPECTIVE

The main concern of this paper is to design a new parallel
clustering algorithm based on the main steps of the PFK-means
clustering algorithm for processing large quantitative data sets
by bringing a significant improvement in the way of deter-
mining the initial cluster centers in the cluster construction
step. Thus, it exposes a general presentation of the parallel
computing platforms and the main process of the Spark frame-
work. Moreover, this paper presents a preview of the sequential
version of the PFK-means algorithm [21]as well as a detailed
explanation of the proposed parallel algorithm. Furthermore,
experiments based on UCI data sets were conducted based
on the sum of squared errors and the execution time. The
results have clearly shown that the suggested parallel algorithm
is an efficient clustering algorithm as it can automatically
construct the initial cluster centers as well as the number of
clusters without having to specify any parameters beforehand.
Besides, it has been demonstrated that the developed algorithm
outperforms the parallel K-means provided by Spark mLlib in
terms of squared errors and processing time.
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In our future research, we intend to concentrate on creating
a remote server configuration to distribute the different tasks
of the algorithm on multiple nodes and therefore process
very large files. In addition, we will establish a deep analysis
to compare both the stand-alone mode implementation and
cluster mode implementation. Furthermore, we will focus on
the implementation of the proposed algorithm using other
similarity measures and various data sets. It may also be
possible to apply the proposed solution to perform real-time
processing.
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Abstract—Natural disasters such as earthquakes or mudslides
destroy everything in their path, causing buildings to collapse,
which can cause people to lose their lives or suffer permanent
injuries. Rescuers and firefighters are responsible for entering
these ruined buildings, this work being very dangerous for them
because they can get trapped in the rubble or suffocate due
to the harmful gases found inside these buildings. Taking into
consideration the risk in this type of operations, technological
innovations can be used to help in the exploration of ruined build-
ings and the rescue of people. Therefore, this article describes the
development of TXRob, a low-cost teleoperated robot used in the
exploration of post-disaster scenarios. TXRob has artificial vision,
environmental gas recognition sensors, a real-time data display
panel, is sized to enter buildings, and is capable of moving over
uneven surfaces, such as debris or cracks, thanks to its track
system. A human operator can remotely monitor and control the
robot. The TXRob’s versatility as well as sensors performance
has been tested on uneven and harsh surfaces in a simulated
disaster environment. These tests suggest that the designed robot
is suitable for use in rescue situations.

Keywords—Rescue robot; teleoperation; low cost robot; artificial
vision

I. INTRODUCTION

The Peruvian territory has suffered serious seismic episodes
due to its location in the fire ring [1], [2]. Some of these
earthquakes have occurred on June 23, 2001 with a mag-
nitude of 8.4Mw (Moment scale), this event happened in
Arequipa, leaving more than 240 dead, 70 people missing
and 2400 injured [3]; in the province of Pisco on August
15, 2007, a 7.9Mw earthquake occurred, leaving 95 dead,
2,291 injured, 76,000 houses destroyed and uninhabitable and
431,000 people affected [4]; on May 26, 2019, an earthquake
of 8.0Mw occurred in Alto Amazonas, which caused the
death of 2 people and several injured people [5]. Due to
these disasters, contingency procedures were developed to
minimize the damage caused. In addition, systems capable
of predicting these telluric movements have been created in
order to minimize the post-disaster impact [6], but one must
indeed have sufficient capacity to respond to a natural disaster,
not only an earthquake, but also landslides or fires where the
structure of the building of the place is affected.

After a disaster, access to the building is partially or
totally inaccessible, so a teleoperated robot would assist with
contingency programs in these hazardous situations, but the
robot must be able to overcome obstacles and accurately
locate potential survivors. For example, in the article [7] a
rescue robot for miners trapped in a cave-in, equipped with

cameras and sensors that detect toxic gas levels. Several
robotics projects robotic projects have been designed with
this approach, most of them remotely controlled to support
human operators in SAR (search and rescue operations) tasks
[8], [9].These robots work more efficiently and faster than a
human human agent, which is reflected in the higher number of
rescued people, this is the main objective of the robot. Rescue
tasks are critical and are performed in dangerous environments
for people, further reinforcing the need to employ this type of
robots [10].

There are several approaches when designing a rescue
robot. To understand and analyze the post-disaster environ-
ment, unmanned aerial vehicles (UAV) or unmanned ground
vehicles (UGV) are used, an example of these vehicles is the
Tactical Hazardous Operations Robot (THOR) [11]. In order
to map a post-disaster scenario, SLAM (Visual Simultaneous
Localization and Mapping) technology is used [12]. When
rescuing survivors, the impact of the rescue robot on the
survivor must be taken into account. Parameters such as the
force induced by the robot and the speed of translation are
important to analyze [13]. But these methods prove to be costly
[14], this is why the development of a low-cost robot would
be more accessible to the rescue teams.

In 2019, air pollution was considered the greatest environ-
mental health risk. environmental health risk. The main sources
of air pollution are large-scale burning of wood, biomass or
crop residues, fuel adulteration, uncontrolled emissions from
vehicles and factories, traffic congestion and accelerated con-
struction. These sources cause smog and thus increase airborne
particulate matter (PM10, PM2,5), NOx, NH3, SOx , CO
and other V OC (volatile organic compounds) in the air [15]. It
is very likely that the concentration of gases after a disaster is
not optimal for humans; this is due to gas leaks, fires caused
by short circuits or ruptures of pipes inside buildings; there
are several sensors that can detect these measurements but it
is necessary to take these measurements remotely. Normally a
gas sensor is incorporated to determine these parameters and
thus secure the area for human intervention. These sensors
are: CO2 sensor, V OC sensor (Volatile Organic Compounds
Sensor), NOX sensor, PIR sensor, among others [16], [17].

Good body temperature control is vitally important in a
survivor, because monitoring body temperature can predict
stroke; sensors such as the UHF RFID temperature sensor
are used to obtain a more accurate measurement [18], [19].
Estimating the maximum response time that can be expected is
vital to prevent the survivor from suffering severe respiratory
distress due to hypothermia, considered below 35C°, which
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could result in death [20]. There are several ways to detect life
signs in survivors in a post-disaster scenario, considering that
there is a 24-hour life time frame, these signs become a priority
for the rescue robot operator. Sound acquisition serves as a
possible support to other sensors in order to locate survivors
quickly and efficiently [21], [22]. In today’s technology, the
use of infrared cameras is necessary for the detection of heat
signatures within an environment to be explored. Due to the
relevance of this tool in the exploration of environments for the
detection of people, the processing of images from the camera
is performed [23], [24].

The stereo vision has the advantage of being wireless, so it
is the main component of the artificial vision modules of the
detection systems in robots [25]. An application is the tracking
of objects, where it is necessary to estimate the distance of the
object, thus achieving a high accuracy in real time [26]. Being
complementary to other systems such as ”leap motion” for
interfaces ”man-robot” for applications in robots EOD (bomb
disposal) [27].

An anti-shock system is used to assist the operator in
manipulating the robot by avoiding obstacles that may pass
unnoticed by the operator. The main components of this system
are usually infrared sensors, ultrasonic sensors, among others
[28].

In the communication with the robot and the control center
there are several options, for example the Zigbee model which
has a central coordinator, routers and end devices using as
XBee-PRO ZB S2B module [29], but taking into account the
low cost objective of the project, it is considered to create
a local WiFi network configured with the Raspberry Pi 4
controller. Due to studies conducted on different platforms of
the different versions of Raspberry, it is concluded that the
latest versions support better the WiFi network [30].

This document is divided as follows: The Methodology is
presented in Section II. Section III describes the development
of TXRob. Section IV presents the development of the control
center. Section V presents the results obtained. Finally, Section
VI presents the conclusions of the research.

II. METHODOLOGY

This paper presents the development of an exploration
robot for post-disaster areas, TXRob. The reason for the
development of the TXRob robot is the great need of agents
dedicated to the rescue of people trapped in ruins caused by a
natural or human disaster. The main features of TXRob are:

• Ability to overcome rugged surfaces and debris, dust
and moisture resistance, and teleoperated control.

• Perfect for simple fabrication due to its low cost.

• Weight less than 10Kg and dimensions of 20cm x
30cm x 15cm, according to the category of exploration
robots.

• It has gas, audio and webcam sensors to collect data
from the environment where it is located and transmit
them to the operator through its graphic interface
located in the control station.

Fig. 1 is the representation of the complete system in a
block diagram. First, the control station generates a wifi server,
the TXRob robot connects to this network as a client. Through
this network, the robot sends the data from the sensors and the
video captured in real time. The values obtained by the gas
sensors will serve to determine the environmental conditions,
while the video, the microphone and the ultrasound will allow
the detection of people trapped in the rubble. Later, again at
the control station, the operator visualizes this information
on the user interface and through a command can generate
instructions that control the movement of TXRob through
the motor drivers. A bidirectional communication is generated
between the robot and the control station.

Fig. 1. System Block Diagram

The performance of the robot was measured in two eval-
uations, the first was an evaluation of the sensors in two
different situations: an environment under normal conditions
and an environment simulated under disaster conditions using
a gradual and sustained increase in temperature, humidity and
CO2. The second evaluation was focused on the versatility in
displacement of TXRob on a flat surface and a rough surface,
where the time needed to reach a given distance in meters was
obtained.

III. TXROB DEVELOPMENT

A. Mechanical Structure Design

SolidWorks software was used to produce the 3D design
and generate the 2D drawings. The chassis of the robot is
designed to be made of stainless steel, for its high durability
and strength, so that the electronic components are fully pro-
tected. The motion system has a hybrid configuration between
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the rocket-buggie system, used in Martian rover explorers,
and a crawler system, see Fig. 2 and 3. This rear-tracked
configuration takes advantage of both systems; on the one
hand, the left and right rocker suspensions are connected to
the body through a differential balancing mechanism, which
decreases chassis instability and pitching, while the tracked
system is ideal for exploring rough terrain. The two front
wheels allow for better handling and more efficient turns. Ul-
trasonic sensors are mounted front and rear to avoid collisions
with the environment, and the top-mounted camera allows a
greater field of vision.

Fig. 2. Isometric View of the Mechanical Structure Design.

Fig. 3. Side View of the Mechanical Structure Design.

B. Electronic Circuit Assembly

For the development of the electronic and schematic de-
sign, the EasyEDA software with free license is used, available
at the URL https://easyeda.com/es. This software has proven
to have good performance and a fast learning curve at the
basic and intermediate levels. Fig. 4 shows all the connections
made for TXRob in addition to proper pin labeling. The
component connections of the TXRob robot is centered on the
Raspberry Pi 4 model B+ board, this Raspberry Pi model is the
most recent on the market and has 8GB (gigabytes) of RAM,
necessary to perform the video processing, data transmission
and motion control of TXRob. This Raspberry Pi board is
powered by a 7805 voltage regulator, shown at the beginning of

the electronic diagram in Fig. 4, through pin 2, in addition this
5v power pin is also power supply for the sensors and webcam,
and also provides a control level for the motor drivers (L298
dual). The L298 driver in addition to using 5v also requires a
12v source to power the motors, this voltage is supplied by the
batteries through the VIN pin. The VIN pin is also the input
to the 7805 regulator circuit.

Fig. 4. Schematic Diagram.

1) Gas Sensors: In the exploration stage after a disaster,
the environments are more closed, which increases the con-
centration of gases harmful to humans, so the measurement of
these gases is a relevant point for rescuers.

• CO2 Sensor: The CO2 is not really a toxic gas
but it produces the displacement of oxygen and in
high concentrations of more than 30,000 ppm, it can
produce asphyxiation. The use of this sensor will allow
us to measure the ppm of the explored areas and to
be able to analyze the different levels (See Table I).
To determine the ppm values we have used the SCD41
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sensor that allows us to measure a wider range,
between 400 and 5000 ppm, has a typical minimum
consumption of only 0.45mA at 3.3V and 0.36mA at
5V, which allows us to create CO2 meters with great
autonomy.

TABLE I. CO2 LEVELS

CO2 levels. Air Quality
250 -450 ppm Typical atmospheric concentration
450-600 ppm Acceptable concentration in the interior.

600-1000 ppm Concentracion aceptable en el interior
1000-2500 ppm Tolerable concentration. Drowsiness

2500-5000 ppm Tolerable concentration. Headache. Stagnant air. Loss of
concentration and attention.

6000-30000 ppm Dangerous concentration, only light exposures.
30000-50000 ppm Extreme concentration. Intoxicant
> 50000 ppm Extreme concentration. Permanent brain damage and death.

• Volatile Organic Compounds Sensor (V OC): Volatile
Organic Compounds are air pollutants that, when
mixed with nitrogen oxides, react to form ozone. The
presence of high concentrations of ozone in the air we
breath is very dangerous. The measurement of V OCs
is also relevant to the air quality in a space.

• NOX Sensor: NO2 is a toxic and irritating gas.
Continued exposure to NO2 is associated with various
respiratory tract diseases.

For the measurement of V OC and NOX , the SGP41
sensor was used, which has a measurement range from 0 to
1000ppm of ethanol equivalents and 0 to 100ppm of NO2

equivalents, with a response time of less than 10s for V OC
and less than 250s for NOX necessary for real time sampling
to determine the air quality of the area to be examined.

2) Ambiental Sensors:

• Temperature Sensor: The temperature in an environ-
ment is an essential indicator that can give us data,
the presence of heat can give us to understand the
presence of a person who is stuck in the debris.

• Humidity Sensor: Humidity is a factor that we must
take into account, the excess of it in an environment
can generate diseases or respiratory conditions.

3) Proximity Sensors: To support the teleoperation of the
robot, it was decided to use these sensors, which allow us to
measure distances and object detection. For the design, they
were used for object detection and for an anti-shock system
of the robotic structure.

• Infrared sensor: The infrared sensor is used in the
market to measure distances in environments with
absence of light which will allow us to detect obstacles
within the area to be explored.

• Ultrasonic Sensor: The use of ultrasonic sensor as a
support in the measurement of distances will help us
to obtain more reliable values for the manipulation
of the robot. The URM13 ultrasonic sensor has an
excellent sensitivity with an effective measurement
range of 15 cm to 900 cm with 1% accuracy and I2C
communication.

4) DC Motor with Caterpillar: Greartisan DC motors are
ideal for the movement of the robot. The proposed crawler
system allows the robot to be transported over rough terrain
and the powerful motors allow this system to be put into
operation. The working voltage of the motors is 12v DC.
The gearbox ratio is 1:22, with the specifications being: rated
torque of 2.2Kg.cm, rotational speed of 200RPM and rated
current of 100mA.

5) Camera: Vision is relevant in scanning robots in order
to provide visual information of the operation environment. In
addition, a camera was implemented to provide real-time video
of the scanned scenario. Due to the costs, a USB camera was
chosen. To achieve a teleoperation, through programming in
Python language and the Flask framework, the real-time video
display was converted to the WiFi network generated by the
RaspBerry of the control station, i.e., the USB camera was
configured to work as an IP camera, thus saving costs and
obtaining the same benefits.

C. Motion Detection Algorithm

The developed detection algorithm performs a subtraction
between a first frame captured by the camera (t = n) and
the next frame (t = n + 1), when the value of each pixel
obtained by this difference exceeds a threshold , considered
threshold of 100 for presenting better results, the algorithm
sends an alert to the operator, indicating that the robot has
detected a person. Fig. 5 shows a person lying on the ground,
which does not move, for that reason, the algorithm does not
place red rectangles in the right window, and the left window
is completely black. On the other hand, in Fig. 6, white areas
are shown on the left, this is because the person has stood up,
in addition, on the right there are six red rectangles around the
person.

Fig. 5. Camera Frame without Motion Detection. a) Differential Window. b)
Original Video Window Plus Motion Limiting Zones.

Fig. 6. Camera Frame with Detected Motion. a) Differential Window. b)
Original Video Window Plus Motion Limiting Zones.

www.ijacsa.thesai.org 900 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 13, No. 7, 2022

IV. CONTROL STATION DEVELOPMENT

A. Robot Control

The robot is controlled by a PS5 Dualshock5 controller
connected to a Raspberry Pi (Control Station), which through
wireless communication sends the instructions received by the
controller to another Raspberry Pi located in the robot. The
signal acquisition from the controller was made possible thanks
to the implementation of Pydualsense, a package that uses the
HID library to capture the controller signals, as well as offering
the possibility to control various features of the controller such
as LED activation, vibration level, etc.

B. Graphic Interface

The graphical interface refers to the video experience
perceived by the user operating the robot. The interface shows
the measurements collected by the different sensors, as well
as relevant data and information about the system overlaying
the video captured by the video camera. The interface was
developed using Pygame and OpenCV for its versatility and
ease of use.

C. Communication

For the reception and transmission of data between the
control station and the robot, a local WiFi network was created
in the control station, which handles server and client protocols
in the data bus, in addition to this, the use of sockets is
proposed for sending and receiving the values obtained from
the different sensors.

V. RESULTS

A. Sensor Evaluation

For the evaluation of the integrated sensors, it was proposed
to make two measurements in two different conditions, the first
one a simulation of disaster environment, where the robot will
remain for 25 minutes to take the necessary measurements and
a second measurement but in a clear environment under normal
conditions for a human being. The results obtained are re-
flected in Fig. 7 for the measurements in disaster environment
and in Fig. 8 for the measurements in normal environment.

The results obtained in a simulated disaster environment
show a sustained increase of CO2 and temperature values over
time, which could be reflected in a hypothetical case of disas-
ter, where a potential victim’s health would be compromised
in a very considerable time interval. The analysis of these
data allows the generation of a standard regression curve in
which an estimation of the maximum time in which the person
would reach critical values is obtained, taking into account the
permitted levels of CO2 in a closed environment, see Table I.

The distance sensors were also evaluated to measure their
reliability in providing information to the operator about the
perceived distances in the environment. Measurements were
made with the sensors as shown in the Table II below.
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Fig. 7. Measurements taken by TXRob in a Simulated Disaster Environment.

0 5 10 15 20 25
Time in Minutes

0.0

0.2

0.4

0.6

0.8

1.0

No
rm

al
ize

d 
Va

lu
es

CO2
Humidity
Temperature

Fig. 8. Measurements taken by TXRob in a Normal Environment.

TABLE II. MEASURED DISTANCES

Real 100cm 105cm 110cm 115cm 120cm 125cm 130cm
1 101cm 107cm 109cm 114cm 121cm 124cm 130cm
2 101cm 105cm 109cm 113cm 122cm 125cm 131cm
3 100cm 107cm 110cm 112cm 120cm 125cm 130cm
4 101cm 105cm 109cm 113cm 119cm 126cm 128cm
5 99cm 105cm 109cm 114cm 119cm 125cm 130cm
6 100cm 105cm 110cm 112cm 120cm 125cm 131cm
7 99cm 106cm 111cm 113cm 120cm 125cm 129cm
8 100cm 105cm 110cm 114cm 121cm 124cm 129cm
9 98cm 106cm 109cm 115cm 120cm 126cm 132cm
10 100cm 107cm 109cm 115cm 121cm 124cm 131cm

B. Robot Performance

Fig. 9 shows the graph of the time required for the robot to
reach the place where the injured person is. From the results,
the time required for TXRob to be able to reach the location
is directly proportional to the distance it is for flat terrain with
no slope. In Fig. 10 the time required for TXRob to reach
the site is shown in the same way, but in this test an uneven
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terrain was considered, with rubble and a slightly steep slope
(15 degree slope). It can be seen that for the second test the
time increased, but this increase is not so great, so it is not a
problem for the robot.

Fig. 9. Plot of the Time required for TXRob to reach the Location on Flat
Ground.

Fig. 10. Plot of the Time required for TXRob to reach the Site on Rough
Terrain, with Rubble and a Slight Slope.

C. Display to User

The user display is composed of the video transmitted
live by the camera in 720p resolution, together with the
measurements obtained in real time by all the built-in sensors.
The user display is shown in Fig. 11.

VI. DISCUSSION

Based on the results obtained, the sensors measured and
recorded satisfactorily the changes in temperature, humidity
and CO2 when they were subjected to a disaster environment,
in the section of Robot Performance, TXRob reached the
average speed of 0.47 m/s on a flat surface and 0.36 m/s on
a rough surface, making possible the task of exploration in a
hypothetical case of disaster where access to possible victims
is very reduced due to obstacles, so it is possible to affirm

Fig. 11. Display Shown to the User.

that the measured characteristics of TXRob can fit perfectly in
a low-cost robot for exploration and possible rescue work in
areas of incidence of natural disasters such as landslides and
earthquakes.

VII. CONCLUSION

This paper presents the successful development of a rescue
robot for post-disaster scenarios (TXRob), capable of being
remotely controlled, i.e. teleoperated. Demonstrating the reli-
ability of the built-in WiFi network based on the Raspberry
Pi4 platform. This robot has advantageous features, such as
the ability to automatically detect the movement of potentially
trapped or endangered people, analyze the environment and
determine if it is suitable for rescue agents to enter, and has
a suitable design that allows it to move over rough terrain
and debris. TXRob also has the ability to avoid strikes by
having proximity sensors that alarm the operator, with the
results demonstrating the accuracy of the proximity sensors.
In addition, its compact structure allows it to access areas
inaccessible to humans, which means better exploration of
landslides. From the experimental results we can conclude
that TXRob can detect different concentrations of gases such
as CO2, NO2, among others.At the same time that the data
obtained by means of the sensors are satisfactorily shown on
the display, being the object of future research to be shown
in a virtual environment. Finally, it is demonstrated that the
robot is able to move through rough terrain in a short time, in
summary TXRob is a versatile robot for the rescue of people.
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Abstract—The tariff fraction is the universal form of identi-
fying a product. It is very useful because it helps to know the
tariff that the product must pay when entering or leaving the
country, in this case Mexico. Coffee is a complicated product to
identify correctly due to its variants, which at first glance are not
distinguishable, which can cause confusion and the tariff to be
charged incorrectly. Therefore, the main objective of this project
was to develop a system based on Deep Learning models, which
allow to identify the tariff code of coffee to import or export
this product through the analysis of digital images in real time,
generating automatically a general report with this information
for the customs broker. The developed system allows speeding
up the process of assigning the tariff fraction, and also allows
the correct assignment of the tariff fraction, avoiding confusion
with other products and the wrong collection of the tariff. It is
important to mention that the system, although for the moment
it is focused on the country of Mexico, can be used in all customs
offices since the tariff fraction is universal. The evaluation of
the models was carried out with cross-validation, obtaining an
effectiveness of more than 80%, and the tariff fraction assignment
model had an effectiveness of 90%.

Keywords—Machine learning; digital image processing; au-
tomation process

I. INTRODUCTION

The Harmonized System (HS-code) of Tariff Nomenclature
created by the World Customs Organization is widely applied
to standardize the exchange of internationally traded goods.
The code consists of six digits in general for all countries and
in tariff fractions. The tariff fraction is an eight-digit code that
represents a good within the Tariff of the General Import and
Export Tax (TIGIE). Based on the assignment of the code, the
tariff regulations that must be satisfied for the import or export
of the goods are established. However, incorrect assignment
of the HS-code can result not only in non-compliance with
tariff regulations and restrictions, but can also lead to fines,
infractions to customs agents or even seizure of the goods [1].
Among the products that are difficult to classify correctly for
HS-codes assignment are coffee beans due to the varieties that
exist and the different degrees of roasting. In general, coffee
beans can be classified into four varieties: Arabica, Excelsa,
Liberica and Robusta [2]. However, the classification process
for unfamiliar people can be a very complicated task, even
for an expert in the domain. This is explained by the fact
that the shape and color of the different varieties look similar
upon visual inspection. In the field of computational learning,
different models have been evaluated to address the automatic
classification of coffee beans [3], [4], [5]. This is especially
useful for the correct assignment of HS-codes to avoid the

negative consequences mentioned above. For this research, a
modified basic deep learning architecture [6] was used, in
which two layers of feature detection were incorporated. Two
databases were integrated, first one consist of 200 images, 50
for each of the main coffee bean varieties: Arabica, Excelsa,
Liberica, and Robusta. The second one, include 60 images for
three categories of roasted: Not Roasted, Roasted and Dark
Roasted. The model built was incorporated into a web-based
system to assist in the process of correctly assigning tariff
fractions. The performance achieved was 90% accuracy.

The paper is organized as follows: Section II provides a
review of studies related to the application of machine learning
models for HS-codes assignment as well as works that use
this type of models to classify coffee beans with different
purposes. Section III describes in detail the methodological
strategy applied and the results obtained, as well as their
discussion. In the final part, conclusions and future work are
presented.

II. RELATED WORK

In the international coffee marketing industry, several
studies have been developed to improve the general correct
assignment of HS-codes, identification of defects in the coffee
beans and also correct class assignment of coffee beans.

In 2015 a paper was published related to the trading
system for Singapore Customs, which was based on classi-
fying accurately products and assigning HS-codes based on
the text description of the declarations. The technique used
was a Background Net. The actual transaction dataset after
the pre-processing stage consisted of 40,861 records from
chapter 22 and 83,830 records from chapter 90 according
to the HS-code system. The data were split 60/40 for the
training and testing phases, respectively. The results showed
that the model employed had an accuracy greater than 90%
for chapter 22 but significantly low for chapter 90 data with
accuracy values of around 70% [7]. In another research,
several machine learning models were explored to predict HS-
code based on commodity descriptions entered by customers.
The study followed the cross-industry data mining process
methodology. The linear support vector machine model was
able to achieve the highest accuracy of 76.3%. The dataset was
provided by Dubai Customs through an Artificial Intelligence
(AI) hackathon competition held in October 2019. This data
consisted of 22,346,194 records where each record had two
attributes; the Harmonized System Code (HS-Code) and the
description of the user inputs. The machine learning models
applied were: Naı̈ve Bayes, K-Nearest Neighbor, Decision
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Tree, Random Forest, Linear Support Vector Machine and
Adaboost. The authors propose in their study that a hierarchical
prediction could be built from the HS-Code header until all the
subsections of the HS-Code are identified [8]. The issue of
automatic classification of Hormonized System Codes (HS-
codes) based on the descriptions provided by the users is also
addressed by [9]. Three different Deep Learning architectures
were evaluated in the experiment: Hierarchical logistic regres-
sion, Neural Machine Translator (NMT) and Long Short Tem
Memory (LSTM), the latter two with and without hierarchical
loss. Thus, 5 models were analyzed. The dataset consisted of
eight months of shipments to a country via the DHL network,
which included 1,156 million records. However, records of
mask/kn95 shipments and blood samples were excluded so
that the results would not be biased by the unusual shipment
situation caused by the COVID-19 pandemic. The results
showed that the NMT model with hierarchical loss obtained
the best performance reaching an accuracy of 85%. In [10] is
mentioned that deep learning can be defined as a waterfall that
performs non-linear processing to learn multiple levels of data
representations. In this context, the study by Lee et al. reports
the application of a Deep Learning model to assist in the
assignment of HS-codes in collaboration with Korea Customs
Service. In the experiment 129, 084 cases were evaluated and
the top-3 suggestions made by the model achieve an accuracy
of 95.5% [11].

There have also been studies have also been carried out on
the topic of coffee bean classification. In [3], measurements
in the CIE L*a*b color space are used to characterize green
Arabica coffee beans provided by growers in the State of
Minas Gerais, Brazil. The algorithms used were a Multi Layer
Perceptron feed-forward Artificial Neural Network (ANN) and
Naı̈ve-Bayes. The authors report an accuracy of 100%. The
data set consisted of 20 samples of 50 grams, 30 images
per color were obtained from the following groups: off-
white, green, cane green and blue-green. In another study,
feed-forward back propagation neural network and K-nearest
neighbors algorithms were compared to classify coffee beans
from different villages in Cavite, Philippines. The varieties
included were Robusta, Excelsa and Liberica. The dataset
consisted of 255 images, which were divided into 195 samples
for training and 60 for the testing phase. Four morphology
characteristics were used in the experiments: area, perime-
ter, equivalent diameter and percent roundness. The accuracy
achieved was 96.66% with ANN and 82.56% with k= 4 for
KNN [4]. In [5], 255 samples from the province of Cavite,
Philippines were used. The data set included 85 samples per
species, considering three species of green coffee: Robusta,
Liberica and Excelsa. The images were converted to grayscale
to extract morphological characteristics. The experiment in-
cluded 22 classifier algorithms from 5 families: Decision Trees,
Discriminant Analysis, Support Vector Machine, K-Nearest
Neighbor and Ensembles. The results showed that Coarse
Tree algorithm achieved the best result with 94.1% accuracy.
Although in a previous work of the author an accuracy of
96.6% was obtained, it is explained that the Coarse Tree
algorithm was faster in the time required for the training phase.
Other research aimed to detect and classify Luwak coffee green
beans purity into the following purity categories, very low (0-
25%), low (25-50%), medium (50-75%), and high (75-100%).
The research compared the performance of four pre-trained

convolutional neural network (CNN) models: SqueezeNet,
GoogLeNet, ResNet-50, and AlexNet. GoogLeNet obtained
the best result in training and validation steps and achieve
an acuraccy of 89.65% [12]. In the study of Wallelign et al.,
the images of coffee bean samples were collected at Jimma
Grading Center in Ethiopia, the beans from the 300 gram
sample used for raw evaluation were used to prepare the dataset
consisting of 1266 images of coffee beans from 12 quality
grades. The dataset was divided into three sets for training
(70%), validation (10%) and testing (20%) and accuracy of
89.1% was achieved on the test dataset [13]. In [14], 74
coffee beans of different origins were analyzed and separated
into two species: Arabica and Robusta based on their fatty
acid composition. The study was based on a Deep Learning
approach using a conversion of the raw data into Z-score
format. The authors comment that different types of conversion
can affect the classification results of coffee species. Statistical
analysis and Linear Discriminant Analysis were also used to
extract robust features that influenced the Machine Learning
process. The author [15] mentions that his article determines
the species of coffee bean using the GLCM model (Gray
Level Co-Occurrence Matrix) with the help of artificial neural
networks. What this author does is create a new method
to determine the different species of coffee beans: Arabica,
Excelsa and Robusta. 120 images were used for training
and 60 images for testing. This author concluded that image
processing is effective in determining the quality of coffee bean
variants, the ANN classifier had an experimental accuracy of
97.06% which shows that ANN classifier is reliable to classify
which species of coffee beans.

On the other hand, several researches have been reported
different methods to identification of defects in the coffee
beans, for example, he work of Akbar and collaborators was
based on the measurement of the quality of green Arabica
coffee to classify the beans into five different levels of defects.
The extraction of color and texture features of coffee beans was
done through color histogram and local binary pattern. The
machine learning techniques used were Random Forest and
K-Nearest Neighbors, which achieved accuracies of 87.87%
and 80.47%, respectively. The experiment included a balanced
data set with a total of 900 RGB images for the five classes
(defect levels). The data were divided in a 66/33 ratio for the
training and testing stages. Authors mentioned that blurred
images generated inconsistent values in feature extraction
and could lead to incorrect predictions in the classification
algorithms [16]. In [17], four models off CNN from Keras
Framework were evaluated. The coffee roasting frames were
divided into three classes that are Not Yet, Accepted, and
Rejected, following the development of coffee bean during
the roasting process. The dataset consisted of 4,464 images in
Not Yet Class, 3,168 in Accepted, and 3,312 in Rejected. The
dataset prepared for deep learning model training had a total
of 10,944 images and they were processed into 60% training,
20% validation, and 20% test. The deep learning model
training final result showed accuracy >97%. Other research,
also focused on the development of more efficient methods to
select coffee beans based on shape and particularly, on color
descriptors achieved values >88% of accuracy. The techniques
applied were Support Vector Machine (SVM), Deep Neural
Network (DNN) and Random Forest (RF), to assess coffee
beans’ defects. Images of each class were taken separately,
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accounting for a total number of 635 samples (coffee beans)
[18]. In other work, an AlexNet-based deep learning model
was applied to detect eight types of defects in coffee beans
with an accuracy ratio of 95.1%. The original dataset included
3261 samples but by rotation and data augmentation, 7203
images were acquired because the initial set contained few
samples with defects [19]. Chou and collaborators proposes
a model based on Deep Learning to inspect coffee beans and
a Generative-adversarial network (GAN) for Structured Data
Augmentation. The proposal aims to contribute to intelligent
agriculture with the application of these techniques to remove
beans with defects categorized by the SCAA (Specialty Cof-
fee Association of America) and minimize human effort in
the process of labeling coffee beans. The model reports an
accuracy of over 80% [20]. Previous studies have shown
the availability of image processing and machine learning
techniques, in [21] is reported the application of techniques
such as Convolutional neural networks (CNNs), Support vector
machines (SVMs), and k-Nearest-neighbors (KNNs), for the
classification of peaberries and normal beans. The separation
of peaberries and normal coffee beans increases the value
of both peaberries and normal coffee beans in the market.
According to the authors, the combination of the CNN and
Raspberry Pi 3 holds the promise of inexpensive peaberries
and a normal bean sorting system for developing countries. The
trained CNN could classify approximately 13.77 coffee bean
images per second with 98.19% accuracy of the classification.
In [22], an intelligent coffee bean quality inspection system
based on deep learning (DL) and computer vision (CV) was
developed to assist operators in detecting defects, including
mold, fermentation, insect bites, and crushed beans. An open-
source dataset of coffee bean images was used for testing. The
dataset contains 4626 images of green coffee beans under the
same light source, of the total there are 2150 and 2476 images
of good and defective beans, respectively. In the experiment,
the dataset was divided into a training set of 4000 images
and a testing set of 626 images. The accuracy of the ResNet-
18 model reached about 93% in the testing set. The student
model achieve an accuracy of 79%. The author [23] makes
mention in his research that he develops a system which,
through convolutional neural networks, is capable of detecting
defective coffee beans, for example beans that have some type
of imperfection, this author also makes emphasis on that they
performed five classifications of defective and non-defective
beans better performance with CNN was obtained in all types
of defects classification precision was more than 90%.

Finally, we identified some research focused in determine
other kind of characteristic of the coffee, flavor and quality,
among we can cited the follow: In [24] they mention that the
aim of other research is to investigate the feasibility to train
machine learning (ML) and deep learning (DL) models for
predicting the flavors of specialty coffee using near-infrared
spectra of ground coffee as the input. The authors mentioned
that effective models provided moderate prediction for seven
flavor categories based on 266 samples. The Machine Learning
methods applied were Support vector machine and the Deep
convolutional neural network (DCNN), which achieved similar
performance, with the recall and accuracy being 70–73% and
75–77% respectively . Other study describe a method to clas-
sify the geographic origin of coffee beans, comparing popular
machine learning methods, including convolutional neural net-

work (CNN), linear discriminant analysis (LDA), and support
vector machine (SVM) to obtain the best model. Principal
component analysis (PCA) and Genetic algorithm (GA) were
applied for LDA and SVM to reduce dimensionality. Ninety-
six samples of Arabica coffee beans, representatives of three
different geographical origins, were analyzed in the study. The
results shown an accuracy of 90% in a prediction set achieved
using a CNN method [25]. The author [26] mentions that the
evaluation of the color of green coffee beans is an important
process to define their quality and price in the market and
that this process is normally carried out by means of a visual
inspection, this causes some limitations. To solve this, they
carry out a system capable of obtaining CIE measurements
(Commission Internationale de l’Eclairage) of the coffee beans
and in turn classify the beans of this product according to
their color. Artificial Neural Networks (ANN) were used as
the transformation model and the Bayes classifier was used to
classify the coffee beans into four groups: whitish, cane green,
green, and bluish-green. The neural networks models achieved
a generalization error of 1.15% and the Bayesian classifier was
able to classify all samples into their expected classes (100%
accuracy).

The review shows that some of the related studies use
machine learning models applied to the assignment of HS-
codes but not precisely to classify coffee beans. In some cases,
the accuracy is not higher than 70%. Experiments using Deep
Learning techniques or hierarchical models are also reported,
some even considering the top three classification suggestions
to increase their performance. However, they either focus on
coffee purity categories or defect levels for some variety of
coffee beans, or they address only on the roasting process.
On the other hand, they have approaches towards intelligent
agriculture or the discrimination of peaberries and normal
coffee beans, distinction of coffee flavors or identification of
the geographical origin of the beans. It is necessary to mention
that although one of the works reported 100% accuracy, it
is possible that this was due to overfitting because only 20
samples were used. So, we propose the use a CNN model
to resolve the problem of this research, classify the variety
of coffee beans from digital image analysis. Some researches
that report imaging classification from Deep Learning models
are: [27] in where the authors make mention that the use
of computer vision tools have had a strong impact on the
industry given its varied applications and its ability to automate
complex and demanding processes. One example of the appli-
cations of this kind of tools is the recommendation of clothing
in online purchases, up to the characterization and generation
of clothing statistics in physical stores. In [28], product
recognition can be perceived as a particular research issue
related to object detection. However, its application of product
image recognition is still less perfect. Thereby, the relevance
of our research is to propose a CNN model considering the
assignment of tariff fraction for four varieties of coffee beans.
There are two important issues to consider in the application
of deep learning models. Deep learning algorithms have been
used mainly in applications where the data sets were balanced
or, as a workaround, in which synthetic data was added to
achieve equity. Another concern is that deep learning relies
predominantly on large amounts of training data. On the other
hand, it is worth noting that the rise of deep learning has
been strongly supported by major IT companies (e.g. Google,
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Facebook, and Baidu) who own a large number of patents in
the field and major companies are backed substantially for data
collection and processing.

Based on the above, the following differences of this work
with those previously described can be highlighted:

• We do not seek to identify imperfections, which
focuses on identifying shape features, but the work
of [23] gives evidence that it is possible to extract
features from images of coffee beans.

• The work of [26], it focuses on the distinction of
colors identifiable with the naked eye, which does
not happen when images of already toasted coffee
beans are analyzed, which is common in a process
of importing or exporting coffee in some country,
that is, our problem is not reduced to distinguishing
different categories of maturation of a coffee bean but
to distinguish the variety of coffee from the analysis
of a bean with a specific maturation.

• In [15] use an ANN, in our case you propose to take
advantage of the advantages provided by the use of
a CNN, in addition to including one more kind of
coffee.

III. RESULTS

The principal results of this research are reported in four
parts, the data set of coffee beans image, the model to identify
the variety of coffee beans, the model to determine the tariff
fraction and the system to merge the models and generate the
documentation related to specific variety of coffee identified.

A. Dataset of Coffee Beans Images

We searched images of coffee beans from several sources
of Internet where it specifies the variety showed, and we also
obtained real images of coffee beans that we obtained from a
coffee beans shop, and then we built two data sets:

Dataset 1, for classifier model of coffee classes: This
repository contains images of the four classes of coffee which
are: Arabica with 50 images, Excelsa with 50, Liberica with 50
and Robusta with 50. Dataset 2, for classifier model of tariff
fraction: The base for this model contains images of three
classes of coffee which are: 60 Not Roasted, 60 Roasted and
60 Dark Roasted.

B. Deep Learning Model for Coffee Bean Variety Classifica-
tion

Deep learning (DL) is a subset of a larger family of data
representation-based machine learning algorithms.

The first DL model assigns the variety of coffee that
corresponds to a certain image of coffee beans, which can
be: Arabica, Excelsa, Liberica or Robusta. For this model,
as for the one in the following section, we used the basic
deep learning CNN architecture [6] with two feature detection
layer. The base model is presented in Fig. 1, which considers
input images of 150x150 pixels. The first convolution layer
expands the information to 32 levels deep for convolutions,
pooling reduces the visual information to a quarter of its size

(75× 75 pixels). 6x6 size filters were used. In the next stage,
the information for convolution was duplicated, although with
a smaller filter (4x4). Pooling was applied again, reducing the
information from the previous layer to a quarter of its size
(37×37 pixels). After that, the flattening layer was applied and
the information was reduced to a vector of size 256. Finally,
a Softmax layer was applied to describe the probabilities for
each of the four classes (variety of coffee) to be predicted.
Some changes were made due to the fact that satisfactory
results were not obtained with the base architecture. Two layers
were modified, one of convolution and one of reduction, in the
same way an Adam optimizer was chosen, which is within the
classification layer, this optimizer was chosen since it has a
more effective error reduction. More details of the layers of
the architecture used for the developed deep learning model
are illustrated in Table I.

TABLE I. SUMMARY OF THE ARCHITECTURE USED TO BUILT DEEP
LEARNING MODEL FOR COFFEE BEAN VARIETY CLASSIFICATION

Specs
Convolution layer (32) + Filter (6,6) + Height,
Length (150)
Pooling
Convolution layer (64) + Filter (4,4)
Pooling
Classification layer (ReLu), 256 neurons, Softmax,
Adam optimized

In more general terms, the first convolution layer will
process images from coffe beans with a certain height and
length (it will be resized to 150x150 px), and this layer will
allow us to detect basic characteristics such as curves or lines,
basic textures and so on from the images. For the first reduction
layer we say that it will have a maxpooling and a certain pool
size, this layer reduces the first convolution layer in order to
gain some scale invariance in the input images. For the second
convolution layer it is basically the same as the first one, except
that in this image we will no longer assign a height, length,
nor will it have any activation function. For the second layer of
reduction we say that it will have a maxpooling and a 37×37
size of pool, to again, gain some extra invariance. This layer
reduces the second layer of convolution. The classification
layer contains a property which makes the image, which is now
very deep and very small, will now become one-dimensional
that contains all the information of our neural network, it
also contains 256 neurons and the ReLu activation function, it
does a dropout process which makes 50% of these neurons
activate at each step (number of times the information is
processed), this is done so that it not only learns a specific
way to classify coffee and can adapt to new information (some
kind of overfitting prevention) and the number of coffee classes
which the model will contain in this case are four. Finally, this
model in order to classify the variety of coffee beans required
22467300 parameters. In the two convolutions the number of
parameters was 3488 and 32832 respectively. Once the network
is flattened, the number of parameters to learn is 22429952. In
the last classification layer, only 1028 parameters are required
in order to detect four classes. A decimation function was
performed to fit the images to the model input of 150×150×3
pixels.

www.ijacsa.thesai.org 907 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 13, No. 7, 2022

Fig. 1. Base Architecture of the Model used to Estimate the Four Classes of
Coffee Beans. The Architecture that Estimates the Roasting Levels is
Similar, having Three Classes in the Last Layer Instead of Four. More

Details in the Tables I and II.

C. Deep Learning Model for the Identification of Tariff Frac-
tion

The goal of this model is to classify the coffee into the
following classes: Not Roasted, Roasted and Dark Roasted,
once the coffee is classified within any of these, the model
will assign a tariff fraction which is obtained from a database
and it will generate detailed information of the product. In
contrast as the previous model, the base architecture of CNN
model was used, like show the Table II (note that, it is very
similar to the corresponding architecture presented in Fig. 1).
This is because, in this case, the classification focuses on color
identification. In this second model, only the first convolution
layer changes, reducing its number of parameters from the
first convolution to 1568 (the first contains 3488). The final
number of parameters therefore in this model was 22465380
parameters. These 22 million parameters were trained using a
traditional Adam optimizer based on the Tensorflow library in
the Python programming language. Since the training images
consisted of a reduced dataset (due to the few examples
found in the literature, even including our own examples), the
model was not expensive to train locally. The effectiveness
of the model (Section III-D) shows the results using a cross-
validation technique, which could be done efficiently due to
the few image examples mentioned above.

TABLE II. SUMMARY OF THE ARCHITECTURE USED TO BUILT DEEP
LEARNING MODEL FOR THE IDENTIFICATION OF TARIFF FRACTION

Specs
Convolution layer (32) + Filter (4,4) + Height,
Length (150)
Pooling
Convolution layer (64) + Filter (4,4)
Pooling
Classification layer (ReLu), 256 neurons

D. Models Effectiveness Report

To validate the performance of the models we used 10
cross-validation, because the size of datasets, thereby we used
80% of data set to train the model and 20% for validation; this
was applied to both models.

The obtained results (averages) are showed in Tables III
and IV, performance of the model to identify the coffee class
and performance of the model to identify the tariff fraction,
respectively. The tables present precision, recall and f1-score
measures, as well as the micro, macro and weighted measures.

TABLE III. PERFORMANCE OF THE COFFEE VARIETY CLASSIFIER MODEL

Averages
Class Precision Recall f1-score

Arabica 72.70% 80.00% 75.60%
Excelsa 79.90% 90.00% 83.80%
Liberica 91.00% 78.00% 83.90%
Robusta 100.00% 90.00% 94.50%

Macro Weighted
Precision 86.00% 86.00%

Recall 84.60% 84.10%
F1-Score 84.30% 84.40%
Accuracy

(Micro avg) 84.10%

TABLE IV. PERFORMANCE OF THE TARIFF FRACTION CLASSIFIER
MODEL

Averages
Class Precision Recall f1-score

Not Roasted 98.30% 98.00% 98.00%
Roasted 87.20% 88.00% 86.30%
Dark Roasted 89.20% 84.00% 85.40%

Macro Weighted
Precision 91.40% 91.40%
Recall 90.00% 90.00%
F1-Score 89.80% 89.80%
Accuracy
(Micro avg) 90%

The results of the Table III show that the model has
a greater error when identifying the Arabica class, this is
probably due to the fact that it has too much similarity,
visually, to the Excelsa class. Fig. 2 shows the confusion matrix
obtained for the results in Table III. The matrix shows more
clearly the errors between the Arabica and Excelsa classes.

Fig. 2. Confusion Matrix of the Four Classes of Coffee Beans recognized by
the Model. The Results show that Arabica Coffee is more difficult to

Distinguish and is Confused with Liberica and Excelsa. Robusta is the
Easiest Class of Coffee to Distinguish by the Model.

On the other hand, due to we have balanced classes, the
measures micro, macro and weighted were similar, and we can
take the micro measure as the Global Accuracy of the model.
Thereby, the model have a global accuracy greater than 80%
and the performance measured of each class show that the
model is capable to distinguish the coffee beans class with
good performance despite of visually them have the same color
and shape.
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Fig. 3. Sequence and Interfaces of Web System Usage. A) Main Interface, where a request of an Image to Analyse is Performed, B) Interface to Upload the
Image to analyse by the Deep Learning Models, C) Interface where the System Presents the Class of Coffee Beans and the Tariff Fraction associated to them,

and D) Final Report generated automatically by the System.

The results of the Table IV show that the model has a
greater error when identifying the Roasted class, according to
the performance measures for class, this is probably due to the
fact that the roast sometimes has an identical tone to the dark
roast and therefore the model becomes confused. Fig. 4 shows
the confusion matrix for the results of Table IV. The difficulty
in recognizing coffee beans with “roasted” and “dark roasted”
levels can be seen more clearly.

Fig. 4. Confusion Matrix of the Three Levels of Roasting. As Might be
Expected, Roasted and Dark Roasted Classes are more difficult to

Distinguish Since they have Similarities in Visual Appearance if Particular
Coffee Beans are taken. These Results Reflect Visual Consistency for Coffee

Roasting Levels.

In the same way that the other of our models, we can
consider the micro measure like the global accuracy, 90%.
This result is comparable to the similar work of [26] where
their objective is to identify different types of coffee beans
according the color of them, and they reported a global
performance of 97.06%.

E. Web System

Finally, a web system was built, where the created Deep
learning models were integrated, this system automatically
assigns the tariff fraction of coffee beans from the analysis of
a digital image, that image is entered into the first model and
this determines the variety of coffee, then the second model
determines if the coffee beans are roasted, dark roasted or not
roasted in order to assign the corresponding tariff fraction.
Finally, a document is automatically generated which contains
the image uploaded by the user and the tariff item broken down
in detail. The Fig. 3 shows images of the interfaces system and
the general process to use it.

F. Discussion

This article presented the structure and model of a system
that allows determining types of coffee beans as well as the
roasting level in order to assign the tariff fraction as support
in customs and, therefore, usable by customs brokers. It was
noted that there is little information on visual datasets about
coffee beans. Mostly concrete examples exist but not many
image examples. This implied an interest in generating a small
compendium of images generated by the authors of this work
that allowed strengthening the results of the computer vision
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models presented. Computer vision models are based on Deep
Learning techniques that, unlike the state of the art, present
a lighter architecture in order to achieve finer recognition of
coffee beans patterns that are usually difficult to identify with
the naked eye. With the accuracy obtained from the models,
the results were used to estimate the tariff fraction. These
results, taken to a web system, facilitate the manual task of
estimating said tariff fraction by people who are not familiar
with agronomy and, in particular, with coffee beans varieties,
or their roasting level. In addition, even when the main goal for
this project is to facilitate the process of entering and leaving
coffee from our country, since the system is web-based, it can
be used ubiquitously by a diverse number of users, requiring
only an Internet connection.

IV. CONCLUSION AND FUTURE WORK

We have were present a novel system to automatically dis-
tinguish the variety of coffee from the analysis of a bean with
a specific maturation, Arabica, Excelsa, Liberica, and Robusta,
with a accuracy gather than of 80%, that is relevant in a process
of importing or exporting coffee in some country, which helps
to avoid the negative consequences of incorrect classification.
Which is one of the main differences with similar works,
given that these works only report the development of machine
learning models but do not report their implementation in any
tool that is easy to use by end users.

So, we described the deep learning models built and the
accuracy of them, 84.1% for model for coffee bean variety
classification and 90% by model the identification of tariff
fraction respectively. These results are comparable with re-
search in the state of the art. In this way, this results support
the feasibility of the application of these model to the tariff
fraction assign process.

The base architecture used for the development of Deep
Learning models was very useful since not many changes had
to be made for model classify of coffee, and no changes were
done for the tariff fraction assign model.

The assessment made by end users was good and they
consider that the system meets the needs of customs agents. In
addition to the fact that the system is fast and innovative, so
we consider that we not only obtained Deep Learning models,
but we integrated them to a web system for use them in a
simple way.

Finally, and as a future work, we consider to improve the
performance of both model, but specifically the classify of
coffee model, first increasing the size of the datasets, and
second, carrying out other changes in the CNN architecture
base used, for example, add a third convolutional layer, or
even to probe other architectures like LeNet or Alexnet.
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Abstract—The popularity of social media has led to a sub-
stantial increase of data. The task of fake news detection is
very important, because the authenticity of posts cannot be
guaranteed. In recent years, fake news detection combining multi-
modal information such as images and videos has attracted
wide attention from scholars. However, the majority of research
work only focuses on the fusion of multi-modal information,
while neglecting the role of external evidences. To address this
challenge, this paper proposes a fake news detection method
based on multi-modal and multi-task learning. When learning the
representation of the news posts, this paper models the interaction
between images and texts in posts and external evidences through
a multi-level attention mechanism, and uses evidence veracity
classification as an auxiliary task, so as to improve the task of
fake news detection. Authors conduct comprehensive experiments
on a public dataset, and demonstrate that the proposed method
outperforms several state-of-the-art baselines. The ablation exper-
iment proves the effectiveness of the auxiliary task of evidence
veracity in fake news detection.

Keywords—Multi-modal fake news; multi-task learning; exter-
nal evidences; multi-level attention mechanism

I. INTRODUCTION

Social media is an important platform for people to share
and obtain information, and has become an indispensable part
of people’s daily life. But at the same time, the characteristics
of easy access and manipulation of social media information
also promote the proliferation of fake news. Fake news on
social media not only affects public opinion, but also does
serious harm to the economy [1], politics [2], public health
[3] and society. Therefore, fake news detection has become an
important research issue.

The purpose of fake news detection is to automatically
determine whether the statements in news posts are true or
false. Some news posts contain videos or images besides
words, which are more attractive and deceptive than textual
news [4]. According to statistics, the average forwarding times
of posts containing images are about 11 times that of posts
without images [5]. Multi-modal fake news usually contains
some distorted or confusing images [6]. As shown in Fig. 1,
the upper image is obviously processed by tools, while the
image in the lower is a misleading image that is inconsistent
with the text.

Recent works have made lots of attempts on multi-modal
fake news detection [7]. Some researches simply combine tex-
tual features with visual features to obtain multi-modal features
[8]. Wang et al. [9] use Text-CNN and VGG-19 to extract text
and image features respectively, and then simply concatenate

Claim: A subway stop after Hurricane Sandy.
Image: 

Image-related Evidence：
  1. Sharks in flooded subway stop. Label: FALSE
  2. There are no sharks in the subway. Label: TURE

Claim: Malaysia Plane(MH-370) Has Been Found.
Image:
  

Image-related Evidence: 
  1. Flight 1549 crash investigation. Label: TRUE
  2. Video of the crash of Flight MH370. Label: FALSE

...... ......

Claim: A subway stop after Hurricane Sandy.
Image: 

Image-related Evidence：
  1. Sharks in flooded subway stop. Label: FALSE
  2. There are no sharks in the subway. Label: TURE

Claim: Malaysia Plane(MH-370) Has Been Found.
Image:
  

Image-related Evidence: 
  1. Flight 1549 crash investigation. Label: TRUE
  2. Video of the crash of Flight MH370. Label: FALSE

...... ......

Fig. 1. Two Examples of Multi-Modal Fake News. The Claim is the Text
Information of Multi-Modal News, the Image is the Visual Information

Contained in the Multi-Modal News, and the Evidence is the Web Pages
Extracted from Google.

them to classify the news. Sing et al. [10] manually design
textual and visual features from four dimensions: content,
organization, emotion and manipulation, and then concatenate
them to detect fake news. In order to capture the interactions of
multi-modal features, Wu et al. [11] stack multiple co-attention
layers to fuse the multi-modal features. Qi et al. [12] extract
three kinds of text-image correlations to capture multi-modal
clues. However, the above methods only use the information
of the news itself and neglect the use of external evidence.

To this end, this paper proposes a fake news detection
method via Multi-modal and Multi-task Learning (MML).
Different from previous studies, the classification of evidence
veracity is used as an auxiliary task of fake news detection.
MML first extracts the features of the image by a multi-layer
CNN model, and then obtains evidence representations through
claim-evidence correlation representation learning. Finally, the
representations of image and image-related evidence are fused
through the co-attention mechanism. Specifically, this paper
jointly trains fake news detection and evidence classification,

www.ijacsa.thesai.org 912 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 13, No. 7, 2022

the two tasks share the representation of evidence.

The main contributions of the paper are as follows:

1) This paper proposes an end-to-end neural network to
detect multi-modal fake news on social media by simultane-
ously learning the deep correlations between the image, claim
and the evidence.

2) This paper extracts the image-related evidence and
improves the performance of fake news detection through a
multi-task learning framework.

3) Authors design detailed experiments to prove the effec-
tiveness of the proposed model, and verify the effectiveness of
multi-modal learning and multi-task learning in this task.

The remaining sections of the paper are structured as
follows: Section II introduces the literature survey in the
field of fake news detection and multi-task learning. After
that, Section III explains the methodology. Then, Section IV
describes the results and discussion followed by Section V
conclusion and future enhancements.

II. LITERATURE SURVEY

This section briefly summarizes the existing work in the
field of fake news detection and multi-task learning.

A. Fake News Detection

For news that only contains texts, besides the text informa-
tion, the propagation structure of news on social networks is
commonly used to detect fake news. Liu et al. [13] presented
a kernel graph attention network, which performed more fine-
grained fact verification based on kernel-based attentions.
Zhong et al. [14] applied semantic role labeling to parse
each evidence sentence and established links between argu-
ments to build a graph structure for information detection.
Different from the graph structure constructed in the above
methods, Ma et al. [15] and Bian et al. [16] modelled the
propagation of posts on the Weibo platform by tree structures.
Some researchers have different opinions about the research
direction of fake news. They think it is very important to
study the interpretability of fake news detection. Shu et al.
[17] developed a joint attention graph to capture the top K
interpretable sentences and user comments. Wu et al. [18]
proposed a dual-view model based on collective cognition and
individual cognition for interpretative claim verification.

While for multi-modal news, various methods have been
proposed to utilize the multi-modal information and detect fake
news. Vo et al. [19] proposed to use images as a supplement
to news content, and used text matching layer and visual
matching layer to detect text and images respectively. Jin et
al. [20] treated each image or video as a topic and used the
credibility of these topics as a new feature to detect fake news.
However, a key problem with using multi-modal information
for fake news detection is that the multi-modal information
usually comes from another real event, and the content seems
to correspond to the text in the fake news. At this point,
although the image itself is real, it does not actually match the
text content. The above methods ignore this problem and do
not fully integrate text and multimedia content. Based on this,
Wu et al. [11] proposed a joint multi-modal attention network

to integrate the text features and visual features of fake news.
Qi et al. [12] captured the correlation between text features and
visual features by extracting three kinds of text-image features.
However, these methods ignore the use of external evidence.
Wen et al. [21] leveraged the semantic similarity between news
and external evidence to capture the mismatch between text
content and multi-modal information. However, this method
did not fuse the physical features of image. To overcome the
above limitations, this paper proposes a method to capture the
physical features of image, and learns the deep correlations
between the image, claim and the evidence.

B. Multi-Task Learning

Multi-task learning refers to the joint learning of related
tasks that share representation information, so that these tasks
can achieve better results than training a single task. In recent
years, multi-task learning has been proved to be effective in
various NLP tasks, including fake news detection. Kochkina et
al. [22] constructed a multi-task learning framework consisting
of three tasks: veracity classification, stance classification and
rumor detection. The proposed method was represented by
a shared LSTM layer (hard parameter sharing), followed by
many task-specific layers. Ma et al. [23] jointly modelled
rumor detection and stance classification by using two RNN-
based architectures with shared layers. Wu et al. [24] explored
a sharing layer of gate mechanism and attention mechanism,
which can selectively capture valuable sharing features for fake
news detection and stance detection. Li at al. [25] proposed
a neural network model for multi-task learning of rumor
detection and stance classification, including a shared layer
and two task-specific layers. However, all the above multi-
task learning methods are based on the joint training of fake
news detection and stance detection. To the best of author’s
knowledge, this paper makes the first attempt to jointly model
fake news detection and evidence veracity classification in
multi-task learning.

III. METHODOLOGY

A. Overview

This paper proposes a Multi-modal and Multi-task Learn-
ing method for fake news detection (MML). As shown in
Fig. 2, the proposed model mainly contains three parts: visual
representation learning, textual representation learning, and
fake news classification.

The problem definition is as follows. Suppose that P =
(p1, . . . , pn) is a set of multi-modal news posts from social
media, the text in the news is denoted as a claim Cj where
j ∈ [1, n]. Ei = {e1i , e2i , . . . , emi } is a set of evidence for news
pi, composed of the titles of web pages searched from Google.
Given a news post pi and the corresponding evidence set Ei,
the main task aims to predict whether pi is a fake news based
on its multi-modal representation learned from MML. For the
task of evidence veracity classification, in the training stage,
this paper uses the label of evidence to learn the representation
of evidence and shares it with the main task.

B. Visual Representation Learning

Since the fake-news images are often re-compressed im-
ages or tampered images, they are different from real-news
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Fig. 2 Illustration of the Proposed Model MML.

images in frequency domain, which are usually periodic.
Inspired by Qi et al. [26], the discrete cosine transform (DCT)
is first used to transform the image in the news post from
spatial domain to frequency domain, to obtain 64 hisograms,
which can be represented by 64 vectors V0, V1, . . . , V63 with
a fixed size. After that, this paper feeds each vector to the
multi-layer CNN model consisting of three convolution blocks
and a fully connected layer, where each convolution block
contains a one-dimensional convolution layer and a max-
pooling layer. Finally, a fully connected layer with ReLU
activation function (denoted as “Fc” in Fig. 2) is added to
get the feature representation of image Rv .

C. Textual Representation Learning

To capture the correlations of the semantics and visual
information of the news posts, MML extracts image related
web pages from Google to serve as the evidence of the claim.
At the same time, in order to make a selection of evidence,
MML uses the evidence veracity classification task to assist
the fake news detection task. In this part, the claim and the
evidence are first fed into a BERT-based encoder, then through
the evidence veracity classification task, the importance of ev-
idence is learned. Finally, the textual representation is learned
based on the co-attention of claim and the evidence.

1) Claim and Evidence Encoder: This paper uses BERT
to obtain the representations of claim and its corresponding
m related evidences. The BERT model is a bidirectional
coding representation model based on the transformer structure
proposed by Devlin et al. [27]. Compared with the traditional
Recurrent Neural Network (RNN) and Long Short-Term Mem-
ory networks (LSTM) used for NLP tasks, the transformer
structure is more powerful in encoding texts. It consists of
six encoder-decoders stacked with the same structure. Each

encoder consists of two sub-layers, i.e., a feedforward layer
and a multi-head attention layer, and each decoder consists of
three sub-layers: a feedforward layer, a multi-head attention
layer and a masked multi-head attention layer. In addition, add
and normalization functions are added to each sub-layer. The
BERT model achieves better performance in existing models
by stacking twelve-layer Transformer Encoders.

Given a claim C and a set of evidences E =
{e1, e2, . . . , em} corresponding to the claim, BERT model is
used to generate the representations of the claim and each
evidence:

Rc = BERT (C) (1)

hj = BERT (ej) (2)

where ej is the j-th evidence corresponding to the claim
C. Next, the total evidence representation H is obtained by
concatenating the representation of each evidence:

H = h1 ⊕ h2 ⊕ · · · ⊕ hm (3)

where m represents the number of evidence corresponding
to the claim C.

2) Evidence Veracity Classification: Since there are a lot
of web pages searched from Google, it is of great significance
for fake news detection that how to find the “useful evidences”
and make use of them. Taking the evidence representation
H as input, the Transformer encoder is used to capture
the correlations of evidences, and a Multi-layer Perceptron
(MLP) is used to classify the evidence into three pre-defined
categories: True, False and Unverified.
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The objective of evidence veracity classification task is to
minimize the cross-entropy loss function:

Le = −
m∑
i=1

qilogpi (4)

where pi denotes predicted probability of evidence i, qi
refers to the ground-truth label of evidence i. By classifying
the veracity of evidences, this paper can use transformer to
learn the correlations of evidences and share it with the fake
news detection task.

3) Evidence Selection and Representation: After obtaining
the weighted evidence representations from the auxiliary task,
this paper uses attention mechanism to select important ev-
idences related to the claim. Given the claim representation
Rc and evidence representation {h1, h2, . . . , hm}, this paper
concatenates claim representation with each evidence repre-
sentation:

aj = Rc ⊕ hj (5)

where hj is the j-th evidence representation corresponding
to claim.

This paper performs a linear and a softmax to calculate the
attention score between the claim and the j-th evidence, and
gains the evidence weighted representation based on claim-
evidence attention Re:

αj =
exp(ajW

T + b)∑
j exp(ajW

T + b)
(6)

Re = [α1 · h1, . . . , αj · hj , . . . , αm · hm] (7)

where WT denotes the weight matrix and b is the bias
term, αj is the attention score between the j-th evidence and
the claim.

D. Fake News Classification

Given the visual representation and the textual represen-
tation, this paper uses a co-attention block to fuse the image
representation Rv and image-related evidence representation
Re and obtains R′. The structure of the co-attention block is
as follows:

R = Re +MHA(Re, Rv, Rv) (8)

R′ = R+ FFN(R) (9)

This paper feeds R′ into a MLP layer to predict whether
the news post is fake or not. The loss function of this part Ln

is as follows:

Ln = −
n∑
i

[yi ∗ log(ŷi) + (1− yi) ∗ log(1− ŷi)] (10)

where yi denotes the ground-truth label of post i and ŷi
indicates the predicted probability of being fake news.

The overall objective function consists of two parts: evi-
dence classification loss and news classification loss. Accord-
ing to Equations 4 and 10, the objective function of MML can
be defined as:

Lfinal = λLe + Ln (11)

where Le denotes the evidence classification loss, Ln rep-
resents the news classification loss, and λ is a hyperparameter
used to balance these two losses.

IV. EXPERIMENTAL RESULTS AND DISCUSSION

In this section, authors conduct experiments to evaluate the
effectiveness of the proposed MML. Specifically, the section
aims to answer the following research questions: EQ1: Can
MML improve the performance of multi-modal fake news de-
tection? EQ2: Are visual representation and multi-task learning
useful for fake news detection task? If so, how much can it
improve? EQ3: Is MML model sensitive to different parameter
settings?

A. Dataset

Authors evaluate the proposed MML model on the CCMR
dataset, which is a multimedia fake news verification dataset
with 17 events in total [21]. The dataset consists of 15,629
tweets with multimedia information, 4,625 webpages from
Google and 2,506 webpages from Baidu that share similar
multimedia content. Among them, this paper only uses the
tweets and webpages from Google in the dataset to perform
the experiment. Table I shows the statistical information of the
CCMR dataset.

B. Baseline Methods

This section compares the proposed MML model with the
following state-of-the-art methods:

1) SpotFake+: Singhal et al. [28] build a multi-modal
fake news detection method based on transfer learning. The
model extracts the features of text and image respectively, and
then feeds the feature vectors to a fully connected layer for
classification.

2) IDM-FND: Singhal et al. [29] develop a fake news
detection framework based on inter-modality inconsistency.
Firstly, the framework captures the relationship (inconsistency)
among various components in news articles. Then, the features
of text and image features are extracted and concatenated to
detect fake news.

3) MVNN: Qi et al. [26] propose a multi-domain visual
neural network framework, which extracts and fuses the fea-
tures of frequency domain and pixel domain of images to
detect fake news.

4) MCAN: Wu et al. [11] propose a multi-modal co-
attention network to fuse the features of textual and visual
features. Firstly, the network uses BERT to extract features.
Secondly, the spatial domain and frequency domain features
of the image are captured respectively. Finally, the multi-modal
features are fused by stacking four co-attention layers.

5) TFG: Wen et al. [21] use cosine similarity and agree-
ment classifiers to obtain the classification features. The net-
work leverages the multimedia information to find the con-
sistency and inconsistency among news from different social
media platforms but sharing similar visual contents.
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TABLE I. STATISTICS OF THE CCMR DATASET

ID Event Twitter Google

01 Hurricane Sandy 10222 2204

02 Boston Marathon bombing 533 722

03 Sochi Olympics 274 347

04 MA flight 370 310 323

05 Bring Back Our Girls 131 108

06 Columbian Chemicals 185 63

07 Passport hoax 44 26

08 Rock Elephant 13 20

09 Underwater bedroom 113 59

10 Livr mobile app 9 15

11 Pig fish 14 20

12 Solar Eclipse 277 143

13 Girl with Samurai boots 218 60

14 Nepal Earthquake 1360 424

15 Garissa Attack 79 63

16 Syrian boy 1786 8

17 Varoufakis and zdf 61 20

Total 15629 4625

C. Evaluating Metrics

To evaluate the performance of the proposed MML model,
this paper uses four commonly used evaluation metrics: Accu-
racy, Precision, Recall and F1-score. Accuracy is a relatively
intuitive evaluation index, which indicates the proportion of
correctly classified samples in the total number of samples.
Precision (P) represents the probability that the samples pre-
dicted to be true are real positive samples. Recall (R) represents
the probability that positive examples in the sample are pre-
dicted to be correct. In practical evaluation of a model, both
Precision and Recall should be considered, but it is difficult to
compare the two values in a balanced way. The F1-score (F1)
is a common method of integrating two values for evaluation:

F1 =
2 ∗ P ∗R
P +R

(12)

D. Implementation Details

This paper uses event 1-11 for training and event 12-17 for
testing according to Wen et al. [21]. This paper sets the number
of hidden layers in the Transformer encoder and the number
of attention heads to 12. The maximum sequence length is set
to 512. The learning rate is set to 1e-5 and the batch size is
set to 8. The dropout of each layer is 0.1. The hyperparameter
λ is 0.2.

E. Experimental Results and Analysis

This section compares the performance of the proposed
model MML with the above baselines. From the results in
Table II, authors can draw the following conclusions:

TABLE II. RESULTS OF MML MODEL AND BASELINE MODELS

Methods Accuracy Precision Recall F1-score

SpotFake+ 0.7615 0.8212 0.7652 0.7921

IDM-FND 0.7937 0.7849 0.8231 0.8035

MVNN 0.8399 0.8173 0.8461 0.8315

MCAN 0.8573 0.8632 0.8347 0.8487

TFG 0.8912 0.8813 0.9254 0.9029

MML 0.9225 0.9169 0.9262 0.9215

TABLE III. EVALUATION RESULTS OF THE MML MODEL AND TWO
VARIANTS

Methods Accuracy Precision Recall F1-score

MML 0.9225 0.9169 0.9262 0.9215

MML-w/o
Visual

Representation
0.8501 0.8742 0.8439 0.8588

MML-w/o
Evidence
Veracity

Classification

0.8651 0.8673 0.8426 0.8548

1) The MML model performs significantly better than
all baseline models, achieving the Accuracy of 0.9225 and
F1-score of 0.9215. Compared with SpotFake+ and IDM-
FND, which simply combine the multi-modal features, MML
achieves the greatest improvement, 16.1% in Accuracy and
12.9% in F1-score.

2) Compared with other multi-modal models MVNN and
MCAN, the proposed MML model improves the Accuracy by
8.2% and 6.5%, respectively. It can be speculated that external
evidence can effectively identify the correlations between text
and image, and help improve fake news detection.

3) Compared with TFG, which also uses external evidence
to detect fake news, MML is 3.1% and 1.8% higher in
Accuracy and F1-score, respectively. This is because MML
has advantages in extracting physical features of images and
selecting important evidences.

F. Ablation Experiment

In this section, authors discuss the contribution of differ-
ent components in the model, including visual representation
learning and evidence veracity classification task. Authors
remove the above two modules from MML model to obtain the
following two variants: MML- w/o Visual Representation,
which denotes MML only models the textual representation,
and MML- w/o Evidence Veracity Classification, represent-
ing MML without multi-task learning.

The results of the two variants are shown in Table III.
When the visual representation learning module is removed,
the Accuracy and F1-scores drop to 0.8501 and 0.8588, re-
spectively, showing the importance of visual representation for
multi-modal fake news detection. By comparing MML with the
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variant without evidence veracity classification task, authors
can observe that all the evaluating metrics decreased greatly,
which demonstrates the effectiveness of multi-task learning
and the necessity of evidence selection and representation.

G. Parameter Sensitivity Analysis

To analyze the influence of hyperparameters on model
performance, authors conduct the following two parameter
sensitivity experiments.

1) Effects of hyperparameter λ: Note that λ is a weight
parameter for balancing the evidence classification loss Le and
the news classification loss Ln. In other words, the larger λ
is, the greater the effect of evidence weight learning on fake
news detection. This paper sets λ to 1, 0.5, 0.2, 0.1 and 0.
The Accuracy and F1-score of different hyperparameter λ are
shown in Fig. 3. Authors find that the model achieves the
best performance when λ is 0.2, while the evidence classifi-
cation loss brings an improvement of 5% on F1-score for the
proposed MML model (λ=0, without evidence classification
loss). This proves the effectiveness of the model by introducing
evidence classification loss.

2) Number of attention heads: As shown in Fig. 4, authors
can clearly see that the performance of the proposed model
varies with the number of attention heads (i.e. 10, 11, 12 and
13). With the increase of the number of attention heads, the
Accuracy and F1-score firstly increase and then decrease, and
the best effect is achieved when the number of heads is 12.

V. CONCLUSION AND FUTURE ENHANCEMENTS

This paper proposes a Multi-model Multi-task Learning
model (MML) to detect multi-modal fake news on social media
by modeling the image, claim and image-related evidence. By
comparing MML with other competitive baseline methods,
authors find that it is effective to use external evidence in
this task, with an accuracy of 92.2%. In addition, besides the
news classification loss, MML also introduces evidence clas-
sification loss to further optimize the model performance. By
testing MML with different settings, authors observe that the
proper setting of evidence classification loss can improve the
performance of fake news detection. Finally, the results of the
ablation experiments show that visual feature representation
and evidence representation learning are beneficial to improve
the fake news detection results, and the model is improved by
7.2% and 5.7%, respectively.

In the future, the authors are willing to extract the visual
entity of the image and the text embedded in the image,
and model them with the news text to further capture the
correlation between the image and the text in multi-modal
news.
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Abstract—In this paper, we dealt with the rapid development
of client web applications (frontend) in a context where
development frameworks are legion. In effect with the digital
transformation due to the COVID-19 pandemic we are witnessing
an ever-increasing demand of the application development in a
relatively short time. To this is added the lack of skilled developers
on constantly evolving technologies. We therefore offer a low-code
platform for the automatic generation of client web applications,
regardless of the platform or framework chosen. First, we defined
an interface design methodology based on a portal. We then
implemented our model driven architecture which consisted of
defining a modeling and templating language, centered on user
data, flexible enough to not only be used in various fields but
also be easily used by a citizen developer.

Keywords—Model driven; user interface; modeling language;
templating language; low code; citizen developer

I. INTRODUCTION

Over the past two decades, web applications have evolved
and are now used in all areas of everyday life: medical,
transport, e-commerce and social networks. One of the reasons
for their success is that they can be used on all our
devices like laptops, smart phones, tablets and desktops. The
interfaces are determining elements in the acceptance of a
web application [1], [2]; their development is therefore of
paramount importance hence the multiplicity of frameworks
in the market. For some years the frameworks javascript have
spread widely to the point of becoming indispensable in the
development of modern applications. By the way Sacha Greif
et al. [3] have launched an annual survey since 2016 to analyze
developments and trends in javascript frameworks by focusing
on based data from more than 20,000 developers spread over
more than 100 country. This study shows us, among other
things, the most used frameworks (react, angular, vue) but
doesn’t give us any information on how they choose, knowing
that they have different learning curves more or less complex.
Indeed, the COVID-19 pandemic requires us to rapidly develop
more and more complex applications, in the context of a global
shortage of developers [4], [5].

Model-based development (MDD) has been used in the
literature [6]–[8] in order to simplify the development of
applications and increase productivity. It is a development
paradigm which according to Stephen et al. [9], consists in
building the model of a system and then generate a real
instance of this system from the obtained model. MDD was
quickly adopted by the Object Management Group (OMG)
which standardized model-based architecture (MDA) and is
composed of several levels, two of which are essential in our

development context of web application: platform independent
model (PIM); used to describe the system and platform specific
model (PSM); used to generate an instance actual system. The
PIM and PSM models are described using languages that are
either standardized or domain-specific (DSL). Most of these
languages are neither suitable, nor flexible enough and too
complex [10], in terms of learning curve.

One of the solutions to address the problems related to
developer shortage is the use of low-code platforms [11], which
in addition to using model-based approaches, use graphical or
high-level languages to make development accessible to all.
According to a Gartner report more than 50% of companies
will adopt them as a solution strategic by 2023 [12]. There
are many low code [13]–[15] which agrees with generating
interfaces from models. They have the particularity of either
generating code for their own platform or to use languages
specific to their domain wich most of the time are difficult to
handle. Added to this is the fact that the adoption of low-code
platforms by citizen developers is conditioned by the simplicity
and accessibility of the underlying models.

This work is part of a more global project to implement a
low code [16] platform to automate the development of tasks
in various fields. For the sake of consistency, all projects share
not just the same development languages: c/c++ and exchange
data: json, but also the same automation system; the generator
must generate codes in several domains without requiring the
intervention of expert developers.

The general research question of our work is: How can we
unify user interface (UI) development?. Whatever framework
used: Mithril, React, Vue, the development process must be
identical and the learning curve should be as simple as possible
even for a person without any developing skills (citizen
developer). The solution we propose is to automatically
generate the code for the different platforms from a single
model, defined by the user. It comes in the form of the
following contributions:

• the development of a portal and the definition of an
UI design methodology based on a portal. It allows to
gain in productivity and to make the implementation
of UI simpler since their navigation elements have to
be configured.

• the development of a cloud-based graphic editor for
UI modeling

• the definiton of a modeling language which has
simple structure; all its elements have the same basic,
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and flexible structure; it can be extended for new
platforms.

• the development of a code generation system
consisting of an engine and a template language.

The rest of the document is organized as follows: Section
II presents state of the art. Then we described our model-based
approach to Section III. Our interface modeling language and
our template language are described in Sections IV and V. In
Section VI we presented a general discussion of work then we
concluded with the Section VII

II. RELATED WORK

Whatever platform or model-based approach used, they are
distinguished by the modeling language and the generation
system used.

A. UI Modeling Language

The principle of modeling a user interface consists in
finding an abstract representation of the constituent elements of
the interface. This representation usually contains information
relating to the organization, the description of the elements
in the interface and interactions with users. This explains the
multiplicity of modeling languages that differ depending on
the type and storage of the information they contain.

UIML [17] is the first universal modeling language
independent of the platforms and technologies used. It is an
XML dialect which describes an interface in five sections:
the description, the structure, the data, the style, and the
event. Subsequently the language was standardized by OASIS
group. USIXML [18] is another language based on XML
and standardized by the World Wide Web Consortium (W3C)
whose particularity is to describe the multimodal interfaces.
The proposed language in our work differs from the two
languages presented by the format of the definition of models;
we use the json format unlike the XML used in most templates
[19], [20].

Brambilla et al. [21] present interaction flow modeling
language (IFML) which was quickly adopted as a standard
by OMG. Language allows to describe the structure and
interactions with end users via a set of visual components
representing the different elements of an interface. This
concept of visual modeling has greatly appealed whether in the
academic world or that of industry [22]–[26]. The language has
introduced a high level of abstraction that makes an element of
the model we can match several components of an interface.
This ambiguity is resolved by the language when generating
the interface, since the user provides these correspondence
elements. This constitutes a real problem in the works as shown
where we have no idea of the interface that the end user wants
to generate: we cannot provide a mapping that will satisfy all
users.

More recently Moldovan et al. [27] presented a model-
based approach for developing user interfaces f’ or multi-
target applications. They first define their modeling language
(OpenUIDL) whose syntax is based on the JSON format. Then
they present the different stages of their approach for the
development of interfaces: the design, the generation and the
deployment of the interface. Although dealing with the same

problem with an almost identical approach, our work differs
mainly in the level of the semantics of the modeling language
and the process of generation. In order to improve the problem
of limited accessiblity to defintions of modeling languages (cf.
[27]), we propose a model of a simpler and more intuitive level
than the authors of [27]. Indeed in their model a node can be
of type static value, dynamic reference, element, conditional,
repeat, slot, nested-styled and its content is specified through
the attribute of the same name. So you need at least two objects
json nested to define an element of an interface then in our
model the equivalent of the node directly represents an element
of the interface. Their code generation model remains limited
to web interfaces and cannot allow ”citizen developers” to
generate code or data in specific areas contrary to what we
propose.

B. Code Generation

In the context of automatic web interface generation, two
approaches are often used: that based on the structures tree
abstracts [27] and that of the engines template. The major
drawback of the first approach is that it requires having
technical skills if you want to generate code in a language other
than the original one. We are indeed in need of a system that
allows seasoned users or not to generate code or documents
in various fields.

The second approach is more appropriate in our context
since the engines offer a template description language; the
user will only have to describe his new model through this
language. Most languages used for the development of java
web interfaces (freemaker [28]), python (jinja2 [29]) and
javascript(mustache [30]) all have template engines whose
languages does not tell us nor inhibit us from defining the
models of views whose structure is not known during design.
XSLT [31] is a language standardized by W3C which allows
you to transform XML documents into another format (HTML,
XML, js,etc.). It easily solves the problem mentioned above
thanks to these directivestemplate and apply; unfortunately
there remains a verbose language and very complex to handle.

III. MODEL BASED APPROACH

The objective of our work is to allow developers to
implement web applications without worrying about platforms
or frameworks available in the market. For this we propose,
as indicated in the Fig. 1 a three-step approach: design, build,
and refinement of the interface after deployment. Except for
the refinement, the other two steps are MDD classics. The
distinctiveness of our solution lies in the methodology, the
concepts, the languages and tools we use in the different stages.

A. UI Design

The first principle of our design approach is that the
user doesn’t waste time implementing common and recurring
concepts in web applications: menu navigation and operation
application on user data. For this we have implemented an
application portal which not only is an application receptacle
but also has mechanisms for specifying menu and application-
related actions. As shown, Figure 2, is divided into five parts:
(i) the main bar which indicates the name of the current
application and different menus drop-down such as the list
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Fig. 1. The Different Steps of our Model-based Approach.

Fig. 2. The Structure of our Application Portal.

of applications, (ii) represents the elements of menu of the
current application, (iii) represents the list of applications
related to the current application, (iv) represents the workspace
in which the different views of the application will be hosted
and (v) represents the action bar which indicates the possible
operations on a given view. The design of an application’s
interfaces therefore consists of identifying and declaring the
set of views or interfaces that compose it and for each of it to
define its content and its operations.

The second principle of our approach is that of the
separation of concerns that we have implemented in our editor
interface graphic: users of different level techniques will be
able to intervene on different parts as shown in Fig. 3 the
design is divided into six sections: view, template, variables,
functions, actions and lifecycle.

The view section describes the organization of a view in the
application portal. The form elements inside menu, role
and icon allow resp. to specify whether the view is accessible
or not in the application menu, the role needed to access the
view and view icon in the menu. The modal attribute indicates
that the view can be imported by another view.

The template section describes the contents of a view. The
user uses the different predefined elements to describe the
content of its view. The tag can be used to specify non-
predefined elements. Every Adding of an element, the user
can choose either to see the preview (tab interface) or to see
the generated model (tree tab). At any moment of the design
the user can select an element of the model and modify its
properties.

The variables section describes the variables used by the
different view elements. They are usually created by the user
which can also associate test values to then. The functions
section describes user-defined methods. The actions section
describes sight operations. The user must provide the icon
as well as the method to call. Finally the lifecycle section

Fig. 3. The Interface Confuguration of a View.

describes the mechanisms of javascript component status
notification.

B. UI Building

The user does not intervene in the process of generating
the views even if he is the instigator. As shown in Fig. 4, our
template takes as parameter the view model and the mapping
of the elements of the seen. The mapping of an element
corresponds to its html template for a support given. We have
therefore provided the mapping of all the predefined elements
of our editor for the following frameworks: mithril.js, react.js,
vue.js. An example of mapping is presented in Section V-B.

Fig. 4. Our Code Generation Process.

In addition to specificities related to the generation of web
applications our build system needs to be flexible enough to
not only allow generation in multiple domains but also allow
citizen developers to edit their own model for specific needs.
For this we have proposed a model language based on text and
simple substitution directives, intuitive and non-verbose. We
have also decided to limit the number of instructions to make
it easier to get started. We have implemented a simple and
adaptable algorithm to all situations. The algorithm consists
of traversing a tree structure (in json format) and each node of
the tree generates the corresponding code by retrieving the
associated template to its type. This implies that any json
object passed as a parameter must have the type attribute.

C. UI Refinement

After the generation of the interfaces, the user can deploy
the application on our beta server to be tested by all connected
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users. This mechanism allows us to integrate the Agile
principles in our view generation process: the end users or team
members can make feedback that will be integrated during this
phase.

The positive point of our refinement mechanism associated
with principle of the separation of concerns developed during
the phase of design is that it is possible for a citizen developer
to design the organizational aspect of the views: positioning
of the different interface elements. Once his work has been
validated then a user with technical skills will be able to
finalize the views during the refinement phase.

IV. UI MODELING LANGUAGE

The most natural representation of an interface is that of a
tree in which a node corresponds to an element of the interface.
The Fig. 5 is a representation in the form of a tree of the
html component table: it has tr elements which, in turn,
have td elements. Our modeling therefore consists in defining
in a format json the structure of interfaces. The nodes of
the description tree are represented by the objectsjson whose
structures are defined via their json schema.

table

tr

td

span

td

input

. . .

. . .

Fig. 5. Representation of table Component as a Tree.

A. Syntax of Models

Fig. 6 presents the schema json of the basic structure of
elements of an interface. An element is described by its type
and by either its value or its descendants. All other properties
of the element are optional; our generator is able to generate
values for them by default. The type attribute is a character
string whose value is the name of the element with which
the object is associated. The children attribute is an array
that describes the children of an element. The attribute value
is a character string containing the value of an element. The
semantics of the value of an element depending on its type. For
example the value of a button is the text that accompanies
it while the value of a span represents its content.

The value of an element can either be literal or come from
a variable. For this reason we use a formatting which consists
of preceding the value of the attribute value by one of the
following characters: $, #, % . When the attribute value is
not prefixed for any of these characters then the value is used
as such. When preceded by the character# then it should be
treated as given json. When she is preceded by the character $
then the value of the element comes from a variable, defined
inside the html component, whose name is the value of the
attribute without the prefix character. When the attribute
value is preceded by the character % then the value of the
element comes from a variable passed as a parameter to

1 {
2 "$id": "schema/base",
3 "type": "object",
4 "properties": {
5 "type": {"type": "string"},
6 "value": {"type": "string"},
7 "children":{"type": "array",
8 "items": {"$ref": "#"}}
9 },
10 "required": ["type",
11 {"oneOf": ["value", "children"]}]
12 }
13

Fig. 6. The Basic Structure of an Element of our Model.

the html component. In the following example {‘‘a":
‘‘foobar", ‘‘b": ‘‘$foo", ‘‘c": ‘‘%bar",
‘‘d": ‘‘#{}"}, a, b, c, d have the respective value
foobar, the value of the variablefoo, the variable of the
variable bar passed as component parameter and an empty
json object.

1 {
2 "$id": "schema/view",
3 "type": "object",
4 "properties": {
5 "type": {"type": "string"},
6 "imports": {"type": "array",
7 "items": {"$ref": "#/$defs/keyval"}},
8 "variables":{"type": "array",
9 "items": {"$ref": "#/$defs/keyval"}},
10 "functions":{"type": "array",
11 "items": {"$ref": "#/$defs/keyval"}},
12 "template": {"type": "object",
13 "properties": {"$ref": "schema/base"}},
14 "oninit": {"type": "string"},
15 "oncreate": {"type": "string"},
16 "onupdate": {"type": "string"},
17 "onremove": {"type": "string"}
18 },
19 "required": ["type", "variables",
20 "modals", "functions", "template"],
21 "$defs": {"keyval":{
22 "type": "object",
23 "properties": {
24 "name" {"type":"string"},
25 "value" {"type":"string"}
26 }
27 }}
28 }
29

Fig. 7. Metamodel of the View Component.

1 {
2 "$id": "schema/input",
3 "type": "object",
4 "properties": {
5 "type": {"type": "string"},
6 "value": {"type": "string"},
7 "subtype": {"enum":["text", "password",
8 "date", "email", "number", "file"]}
9 "label": {"type": "string"},
10 "placeholder": {"type": "string"},
11 "class": {"type": "string"},
12 "style": {"type": "string"},
13 "onchange": {"type": "string"}
14 },
15 "required": ["type", "subtype", "value"],
16 "additionalProperties": true
17 }
18

Fig. 8. Metamodel of Input Component.
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1 {
2 "$id": "schema/tag",
3 "type": "object",
4 "properties": {
5 "type": {"type": "string"},
6 "value": {"type": "string"},
7 "class": {"type": "string"},
8 "style": {"type": "string"},
9 "children": {"type": "array",
10 "items": {"$ref": "schema/base"}},
11 },
12 "required": ["type", "value", "children"]
13 }
14

Fig. 9. Metamodel of the Tag Component.

1 {
2 "$id": "schema/list",
3 "type": "object",
4 "properties": {
5 "type": {"type": "string"},
6 "data": {"type": "string"},
7 "root": {"type": "string"},
8 "class":{"type": "string"},
9 "style":{"type": "string"},
10 "iterator": {"type": "string"},
11 "children": {"type": "array",
12 "items": {"$ref": "schema/base"}},
13 },
14 "required": ["type", "data", "children"]
15 }
16

Fig. 10. Metamodel of List Component.

1 {
2 "$id": "schema/wizard",
3 "type": "object",
4 "properties": {
5 "type": {"type": "string"},
6 "done": {"type": "string"},
7 "data": {
8 "type": "array",
9 "items": {"$ref": "#/$defs/pagedef"}},
10 },
11 "required": ["data"],
12 "$defs": {"pagedef":{
13 "type": "object",
14 "properties": {
15 "name" {"type":"string"},
16 "content" {"type":"string"}
17 }
18 }}
19 }

Fig. 11. Metamodel of Wizard Component.

B. Components

We have predefined a number of interface elements which
we have organized into three categories:

• simple; they have no child elements. hr, hx,
img, span,radio, label, icon, input,
button, select, checkbox, textarea.

• container; they have child elements. nav, tab,
link, list, form, group, table,
accordion, dropdown, paragraph.

• widgets; these are non-standard html elements;
wizard, treeview, carousel, display.

We have not implemented all the elements of an interface

but rather those that come up regularly in web applications.
Nevertheless the tag element can be used to implement
elements not predefined.

In the rest of the document we present only the special
components (view and tag) and one component per category
due to the simplicity of the model.

a) view: An element of type view is a special element
allowing to model the organization of interfaces in the
application portal (see section III-A). As shown in its json
schema, in Figure 7, the attributes variables, imports,
functions and template are mandatory. The template
attribute is an object representing the content of sight. The
attributes variables, imports and functions represent
respectively the variables, the imported elements and the user-
declared functions.

b) input: Fig. 8 represents the model definition of a
input. The attributes value and subtype are required.
This model represents multiple types of input via the
subtype attribute; other attributes are added to the model
depending on the type chosen. The label and the placeholder
can also be specified via attributes of the same name. The user
can specify the action to perform when changing the value via
the onchange attribute.

c) tag: The tag type element is used to model dynamic
attribute (unknown at design time) or non-predefined elements.
As shown in Fig. 9 the attributes value and children are
mandatory. The children attribute contains the definition
of the element’s children given while the attribute value
represents the real no of the element. The element name can
be assigned literally or via a variable (cf. Section IV-A).

d) list: The list type element is used to model
components from a repetitive action; this is the case for
example of the elements dl, ul and table. As shown in
Fig. 10 the attributes data and children are required.
children contains the definition of the elements that are
repeated according to the data coming from the data attribute
which must be an array. The root attribute when present
becomes the parent element containing the repeated elements.
The iterator attribute represents the name of the iterator
to use in the code for traversing data in data.

e) wizard: Fig. 11 represents the model definition of a
wizard. The attribute data is mandatory and represents all
the pages of the wizard. Pages are defined by an object whose
attribute name represents the page name and the content
attribute represents the content of the page. The content of a
page is a reference that is resolved when generated. The action
to be performed after the process is completed is specified via
the done attribute.

V. TEMPLATE LANGUAGE

The language that we propose must not only make it
possible to write the model codes of our web interfaces but also
be sufficiently simple and flexible to allow a citizen developer
to write their own models in various areas. For this we have
chosen a language composed of texts: they are copied as such
by the template engine, and substitution directives: they are
replaced by the value of the variables or expressions they
represent.
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In order to make the language simple and accessible, the
transformation of directives is solely based on user data; unlike
some languages [28], [31], ours does not allow for defining
variables or functions in our models.

User data is passed as a parameter to the template engine
as an object of json (see Fig. 12) whose attributes are the
variables used by the substitution directives. The language uses
the symbols {,},[,] as block delimiters, the character %
to escape special characters and the character $ to introduce
directives.

{
"string": "foobar", "number": 12.23,
"bool": false, "null": null,
"object": {"key": "val"},
"array": [10,20,30]

}

Fig. 12. An Example of User Data.

A. Directives

a) content: This directive is used to retrieve the value
of an attribute of the data passed as a parameter to the engine.

$ < attribut >< . < attribut1 >< · · · . < attributn >>> (1)

$ < attribut > [< index >] (2)

Its syntax is presented by the expression 1 where
< attribute > represents the attribute whose value we
are looking for. Considering the data of Fig. 12, the
directives $string, $number, $bool, $ull, $object and $array
respectively have the value foobar, 12.23, false, null,
an empty string and an empty string. The directives $object
and $array have the value of empty strings since we must
specify the element that is sought within them. With regard to
the directive $object we use the optional part of the expression
1 by preceding the name of the element with the character
.. The $object.key directive is used to retrieve the value of
the key. The expression notation 2 is used for arrays. The
pattern < index > indicates the position of the element of
the array that we are looking for; in our example $array[2]
and $array[$number] have the value 20 and an empty string
since $number is not an integer.

The evaluator of a directive returns the Boolean value
false which indicates that an error occurred while evaluating
and the value true in the opposite case. In case of error the
evaluator generates an empty string.

b) alternative: This directive allows you to choose
between two models. The expression 3 presents its syntax
where || represents the separator of the two patterns. The
model < model1 > is generated when it tests true while
model < model2 > is generated when it tests true when
the first shows false. In considering the Figure data 12 the
guidelines $string||$number and $foo||nothing have the
value foobar and nothing.

< model1 > || < model2 > (3)

c) test: This directive makes it possible to choose
between two models according to the value of a variable. The
expressions 4 and 5 present its syntax.

$ < attribut > {< model1 >}{< model2 >} (4)

$ < attribut >< CMP >< V AL > {< model1 >}{< model2 >} (5)

In the expression 4 the test is implicit; the model <
model1 > is generated if attribute attribute is true
else < model2 > is generated. The attribute is considered
true when it exists and value is neither false nor null.
In the expression 5 we specify the comparator as well as
the reference value. The comparator can be one of the
operators following: =, <,>,>=, <=, ! =. Considering the
data of Fig. 12 the directives $foo{found}{not found}
and $number = 12.23{equal}{not equal} have value not
found and equal.

d) repeat: This directive makes it possible to repeat the
generation of the model according to the number elements in
an array variable. The expression 6 presents its syntax where
< attribute > must be of type array.

$ < attribut > ∗{< model1 >} (6)

$$ < . < attribut >> (7)

The expression 7 presents the iteration variable notation
that represents an array element. When the element is an object
then we use the optional part of the expression in order to
specify the attribute to be to find the value. Considering the
data in Figure 12 the directive $array ∗ {$$} has the value
102030.

e) separator: This directive is used to automatically
generate separators in the context of the repeat directive. The
expression 8 presents its notation where < SEPATOR > is
the separator character. Considering the data of the Fig. 12 the
directive $array ∗ {$$$ :} has the value 10:20:30.

$ < SEPATOR > (8)

f) only if: This directive is used to generate a model if
and only if all its directives evaluate to true. The expression
9 presents its notation. Considering the data in Fig. 12 the
directives [$string has $number] and [$name has $foo]
have for value foobar has 12.23 and an empty string.

[< model >] (9)

g) built-ins: These are language variables whose
notation is present by the expression 10 where < func >
represents the name of the variable and < argi > represent the
arguments associated with the variable. Arguments are optional
and allow to change the behavior of the variable.

$ < func ><,< arg1 >, ·, < argn >> $ (10)

The variable $index$ is used in a context of the directive
repeat and returns the iteration number. The directive $array∗
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{$index$} has the value 012 if we consider the data of the
Fig. 12.

The variable $call$ is used in a context of the directive
repeat and allows recursively calling the template engine on
the elements of a table. Elements must be objects that have at
least one attribute type.

The variable $href$ is used when we want to retrieve
data on media different from the object passed as a parameter
to the engine. The data user must contain an urn attribute that
describes the exact location of the data. The urn is composed
of fragment separated by the character :. The first fragment
can take the value file, db, rest depending on whether
the data comes from a file, a database or a rest resource. The
variable $count$ is used in a context of the directive repeat;
it returns the number of elements in an array. The directive
$array ∗ {$count$} has the value 3 if we consider the data
of the Fig. 12.

The variable $sum$ is used in a context of the directive
repeat; it returns the sum of the elements in an array. The
directive $array ∗ {$sum$} has the value 60 if we consider
the data of the Fig. 12.

h) Arithmetic operations: The language allows
performing arithmetic operations only on the user data
according to the syntax of the expression 11 where < OP >
Represents an operation among +,-,/,*,% and < V AL >
represents a whole value. Operations are only allowed for
attributes of type number Or string. Only the addition
operation is possible on strings; that is to reduce, from the
beginning, the size of the string by the number < V AL >.
The directives $string+3 and name+3 have the value bar
and name+2.

$ < attribut >< OP >< V AL > (11)

module.export= ()=>{
$modals*{var $$.name%=$href$;}
$variables*{var $$.name%=$$.value;}
var $name%_cls = function(){
return {

$functions*{$$.name:$$.code$,}
};}();
return {

oninit:(vnode)=>{
app.setActions($noaction{null}{

%[$actions*{$call$$,}%]
});
$oninit

},
[oncreate:(vnode)=>%{$oncreate%},]
[onupdate:(vnode)=>%{$onupdate%},]
view:(vnode)=>{
return $template*{$call$};
}
[,onremove: (vnode)=>{$onremove}]

};
}

Fig. 13. Mapping of view component for Mithril Framework.

<template>
$template*{$call$};

</template>
<script>
$modals*{import {$$.name} from "$vref+5";}
export default {
data() {

return {
$variables*{$$.name: $$.value$,}

}
},
computed: {

$functions*{$$.name$$.code$,}
},
beforeCreate(){

app.setActions($noaction{null}{
%[$actions*{$call$$,}%]

});
$oninit

},
[created(){$oncreate},]
[updated(){$onupdate},]
[destroyed(){$onremove}]

};
</script>

Fig. 14. Mapping of view Component for vue Framework.

B. Mapping

Mapping consists of using the language to describe the
structure of the code to be generated for each element of
our model. Here we present only the Mapping of the view
element, as an example. Fig. 13 and 14 present the code
structure of view For mithril and vue frameworks. Users can
provide their mapping during the init phase of the engine.

VI. DISCUSSION

How do we assess the learning curve of our modeling
method Views? We compared our modeling approach to the one
presented by Moldovan et al. [27] and that based on IFML. All
the three approaches use graphic elements in order to simplify
the Modelization. However, the other two approaches introduce
new concepts, in addition to the components of an interface.

Why are we talking about unification when we have
not limited ourselves on only three frameworks? We talk
about unification because our system allows you to add other
platforms or frameworks. Just provide the mapping (cf. section
V-B) of the predefined elements for the said platform.

Is our built system as simple as claimed? We submitted,
to fifteen students, the writing of templates in different fields
using our language and XSLT. After analyzing their return
from experience it appears that our work was preferred because
of its syntax compact and its low learning curve.

Is our build system flexible enough to be used in different
areas? Unlike the work of Moldovan and Al. [27] which
use one generator per target, we use the same generator
ourselves regardless of the target; only the mapping changes.
Furthermore our generator was used to generate unit tests in
some of our projects.
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VII. CONCLUSION

In this work we presented a model-based approach for
the development of web interfaces, whatever the platform
and have implemented an application portal to simplify the
Modeling work. All elements common to interfaces are
implemented in the portal and configured during modeling.
Then we implemented a cloud-based graphic editor for
the modeling of interfaces. The elements of the interface
are described via our model json whose flexibility allows
implementing the abstraction of elements of different platforms
without introducing new concepts. Finally we implemented
an automatic code generation system for frameworks Mithril,
React, Vue. The system is composed of a template language,
with a low learning curve, and a template engine focused on
user data: the generator determines the model to generate based
on the type of the data. Their association make the generation
system suitable for different areas.

To further reduce interface development time, we would
like to generate them from their draft.
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Abstract—YouTube has been recognized as an important 

information source for the millennial generation. This paper 

aims to identify the factors affecting Malaysian higher education 

students’ acceptance of YouTube for Islamic information 

acquisition and to investigate if any notable distinction that exists 

between the students’ path coefficients in Islamic academic 

discipline and the other disciplines. Employing the Unified 

Theory of Acceptance and Use of Technology model (UTAUT) as 

its theoretical foundation, data were collected by distributing a 

self-administered survey to 795 students actively using YouTube 

for information seeking. Partial least squares structural equation 

modelling (PLS-SEM) and multi-group analysis (MGA) in 

SmartPLS 3.2.7 software were used to analyze the data. Three 

constructs of the UTAUT model, performance expectancy, effort 

expectancy and social influences, were found to significantly and 

positively influence behavioural intention to use YouTube for 

Islamic information acquisition in both groups of students. 

Facilitating conditions demonstrates significantly negative 

relationship with YouTube acceptance for students in other 

academic disciplines than for Islamic academic discipline. 

Additionally, the MGA analysis’ findings suggest that 

determinants’ factor coefficients of YouTube acceptance for 

Islamic information acquisition are not significantly different 

between students in Islamic academic disciplines and the other 

disciplines. This study validates the UTAUT model to understand 

the determinant of social media application usage in a new study 

context. 

Keywords—Unified Theory of Acceptance and Use of 

Technology (UTAUT); YouTube; information acquisition; student 

knowledge; Partial Least Square 

I. INTRODUCTION 

YouTube resembles a social media platform that 
specializes in online videos. It is available in over 100 
countries, with 400 hours of video added per minute in 80 
languages [1]. With 2.3 billion users worldwide, the YouTube 
site has increased in popularity [2]. However, with no 
requirements or defined certification criteria, creators 

worldwide can submit an infinite number of videos to 
YouTube, meaning that video accuracy and quality might 
differ widely [3, 4]. This is because the content quality and 
content validity would depend on the knowledge and 
experience of video creators [5]. However, despite these facts, 
YouTube has been recognized as the first and essential source 
for millennial generations when they want to acquire new 
information and express their opinion [6-8]. Remarkably, the 
most popular search-related term on YouTube is "How to" [9]. 

There is an expanding literature body that has investigated 
YouTube as an information source predominantly pertaining to 
health-related information [10-13]. The findings of these 
studies, together with others, have highlighted the quality and 
reliability of shared health information. For example, Kocyigit 
et al. [13] and Ng et al. [11] found that most YouTube videos 
were high quality and provided useful information. However, 
several studies indicated that YouTube is not an appropriate 
source of information [10, 12]. Nevertheless, despite the fact of 
contrary evidence regarding specialized health information, the 
number of users obtaining health information from internet-
based sources is rapidly increasing [13]. One explanation is 
that users have experienced enjoyable and valuable times when 
YouTube is used as a source of health information [14]. 
Nevertheless, studies on the usage of YouTube for Islamic 
information are scarcely found in the literature. 

Traditionally, Islamic knowledge learning is usually 
performed through face-to-face interactions known as talaqqi 
and takes place in mosques, madrasahs, or other specific places 
[15, 16]. However, researchers have long been concerned about 
digital religious learning [17], which has motivated the present 
study. In general, as observed from prior studies, several 
studies highlighted the motivations of online Islamic 
information. For instance, Ishak [18] found that social media 
are uncomplicated and beneficial for Malaysian Muslims to 
obtain Islamic information to increase their religious beliefs. 
This is consistent with a recent study of Islamic information-
seeking behavior in Saudi Arabia [19] and Indonesia [20]. 
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However, most studies were conducted on general Internet or 
social media applications, and a specific study for YouTube 
has not been attempted. 

The literature shows that UTAUT researching students' 
YouTube usage is being validated to describe and anticipate 
user behaviors behavioral and intention with regard to 
technology acceptance [21]–[26]. In contrast, Venkatesh et al. 
[28] proposed that it is crucial to evaluate UTAUT in a variety 
of technological contexts, settings, and cultural contexts since 
factors that affect technology adoption may differ depending 
on the technological context, cultural context, and user 
population. In this context, it was projected that the variables 
affecting students' use of YouTube for information acquisition 
could vary from contexts for using information systems 
generally, and that the UTAUT would need to be applied in 
diverse situations [26]. 

The objective of this study is twofold. First,  to investigate 
the determinants of YouTube acceptance for Islamic 
information acquisition among Muslim university students in 
the margin of UTAUT. In order to fully grasp students' 
acceptance of YouTube, the four basic UTAUT constructs 
(performance expectancy, effort expectancy, social influence, 
and facilitating conditions) were utilized. Second, despite the 
numerous studies on YouTube adoption within various 
academic disciplines in Higher Education, such as medical 
sciences [29, 30], language literacy [31, 32], and business 
management [33, 34],  the objective of our work is to fill the 
gap of the effect of academic disciplines on YouTube Islamic 
information acquisition. 

This paper’s remaining section is like the following. As 
Section II describes the hypotheses development and 
conceptual framework, Section III explains the methodology 
for this study. Section IV discusses the results of the 
measurement model, structural model and multi-group 
analysis. Furthermore, Section V presents the study’s findings, 
and Section VI provides the paper’s conclusion. 

II. LITERATURE REVIEW  

A. Conceptual Framework 

The Unified Theory of Acceptance and Use of Technology 
(UTAUT) model was chosen as the theoretical guideline for 
this research because it explains the elements that influence 
technology acceptance and usage [27]. Furthermore, several 
prior YouTube studies' usage in educational settings has 
empirically validated UTAUT for validity and reliability [23], 
[35–37]. Furthermore, UTAUT is a robust approach because it 
incorporates eight various models [27], encompassing the 
Theory of Reasoned Action [38, 39],  Theory of Planned 
Behavior [40], Technology Acceptance Model [41], 
motivational model [42], the personal computer utilization 
model [43], an integrated model of planned behavior and 
technology acceptance [44], Social Cognitive Theory [45] as 
well as Innovation Diffusion Theory [46]. Moreover, 
facilitating conditions, social influence, effort expectancy, and 
performance expectancy are the four key variables that impact 
actual use and behavioral intention [27]. Therefore, three 

independent variables (social influence, effort expectancy, and 
performance expectancy) are suggested as behavioral intention 
direct determinants by UTAUT, whereas behavioral intention 
and facilitating condition determine actual usage. Hence, we 
suggest the conceptual framework provided in Fig. 1 for this 
research. 

B. Hypotheses Development 

Performance expectancy denotes a person's belief that 
technology will improve their performance in specific tasks 
[27]. Performance expectancy will be explored in connection to 
information acquisition activities in this research. The 
performance expectancy factor has been proven to possess a 
major effect on the behavioral intention of social media usage 
in education [23][47-50]. Thus, the research theorizes that the 
higher students perceive YouTube as an advantageous source 
of Islamic information acquisition, the higher their behavioral 
intention to use the application. 

H1. Performance expectancy is a significant predictor of 
the behavioral intention to use YouTube for Islamic 
information acquisition. 

The level of easiness connected with the technology used is 
referred to as effort expectancy [27]. Effort expectancy 
signifies a person's expectation of obtaining Islamic 
information from YouTube without much effort, as YouTube 
is a social media application. Researchers have found that the 
easiness of social media in educational settings positively 
influences the behavioral intentions to utilize the applications 
[47-49]. Hence, this research hypothesizes that the students' 
intention to utilize a YouTube video for Islamic information 
acquisition will increase with an advance in the searching 
easiness and handling of the YouTube functions. 

H2. Effort expectancy is a significant predictor of the 
behavioral intention to use YouTube for Islamic information 
acquisition. 

Social influence refers to a person's understanding of how 
others are relevant (e.g., peers, friends) and considers them 
utilizing technology [27]. Several research on social media 
acceptance has found that the influence of others is a strong 
predictor of social media behavioral intention for learning 
purposes [23][47-50]. 

 

Fig. 1. The Research Framework and Hypotheses. 
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Therefore, individuals will be motivated to accept social 
media in educational settings if social influencers also utilize it. 
Hence, this work hypothesizes that the students' intentions to 
use YouTube for Islamic information acquisition increase 
when the social influence level increases (for instance, imposed 
by significant people, family, or peers). 

H3. Social influence is a significant predictor of the 
behavioral intention to use YouTube for Islamic information 
acquisition. 

The extent to which a person senses that technological 
infrastructure and an organizational sustains to ease the 
system's use is termed facilitating conditions [27]. Facilitating 
conditions were expressed in the context of this research as 
students' views of whether they have access to the tools and 
assistance they need to utilize YouTube for Islamic 
information acquisition. Several social media researchers have 
found that the facilitating conditions are a reliable predictor of 
intention to utilize social media apps [47][50]. Therefore, this 
research hypothesizes that when the ease of facilitating 
conditions improves, the student's use of YouTube videos for 
Islamic knowledge will develop. 

H4: Facilitating conditions are a significant predictor of 
the behavioral intention to use YouTube for Islamic 
information acquisition. 

Behavioral intention signifies the motivational factors that 
affect the probability of performing certain behavior [40]. The 
behavioral intention has been identified as a mediating element 
in users' use and acceptance of technology [27]. In the 
framework of this research, behavioral intention assesses 
students' inclinations, as well as intentions of using YouTube 
to get Islamic information. According to the UTAUT, 
behavioral intention is a powerful indicator of actual 
technology utilization. The behavioral intention has also been 
found to be a key predictor of social media application usage in 
several research on social media [23][47, 48][50]. Therefore, 
this study hypothesizes that behavioral intention is pivotal to 
YouTube's actual use of Islamic information. 

H5: Behavioral intention is a significant predictor of 
students' actual usage of YouTube for Islamic information 
acquisition. 

III. METHODS 

A. Samples 

Referring to the UTAUT by Venkatesh et al. [27], this 
research adopts a quantitative method to assess all the variables 
in the study hypothesis model. The participants in the research 
are the younger generation of Muslims in Malaysia among 
undergraduate students at public universities aged between 20 
to 30 years. The rationale for selecting university students is 
because they are active users of YouTube and utilize the 
platform for information seeking. 

As per the Ministry of Higher Education Malaysia's report, 
there were 584,576 public university students in 2020 [51]. The 
sample size was selected according to the method prescribed 
for Partial Least Squares-Structural Equation Modelling (PLS-
SEM) analysis. Based on the minimum sample size 
requirement suggested by Hair et al. [52], we would need a 

minimum 619 sample size to render the corresponding effect 
significant at 5% when the minimum path coefficient is 
expected to be signed between 0.11 and 0.20. This study 
targeted 800 students randomly selected from five areas in 
Malaysia at six public universities. Data were collected through 
online surveys assisted by the program coordinator in each 
selected university. Initially, 800 surveys were collected; 795 
students were used for the analysis after removing the outliers. 

B. Measures 

The questionnaire consists of demographics, YouTube 
usage patterns, and five variables taken from UTAUT and 
administered in the Malay language. The measurement 
instrument is presented in Appendix A. The interval scale was 
used to six variables measure: performance expectancy 
(Cronbach’s Alpha=0.886), effort expectancy (Cronbach’s 
Alpha=0.935), social influence (Cronbach’s Alpha=0.917), 
facilitating conditions (Cronbach’s Alpha=0.939), behavioral 
intentions (Cronbach’s Alpha=0.926), as well as actual usage 
(Cronbach’s Alpha=0.909). In the pre-test research, they all 
had high construct reliability. 

C. Data Analysis 

The partial least squares structural equation modelling 
(PLS-SEM) was used for this investigation due to its ideal for 
theory prediction and exploration [53]. SmartPLS version 3.2.7 
[54] was used. The following actions were taken during data 
analysis: to see if any demographic variables differed between 
Islamic and other academic disciplines, a chi-squared test was 
utilized alongside IBM SPSS 26.0. The model was 
subsequently verified using a two-stage analytical PLS-SEM 
procedure [55]. PLS-SEM has the additional benefit of 
evaluating both the measurement and structural models, which 
is additionally best suited to performing multi-group analysis 
[54][57]. 

The first stage involves testing the measurement model to 
assess the internal consistency reliability, convergent validity 
and discriminant validity of the constructs used in this study. 
Composite reliability of more than 0.70 [55] was used to 
analyze the reliability. Compared to Cronbach's Alpha, 
composite reliability is better suited for PLS-SEM [53]. In 
addition, the average variance extracted, and factor loading was 
utilized to evaluate convergent validity. Meanwhile, the 
Heterotrait-Monotrait ratio (HTMT) and the Fornell-Larcker 
criterion were used to determine discriminant validity [56]. 
Finally, an invariance test was also carried out to identify if the 
construct measurements were equally comprehended all across 
two groups of different academic disciplines before performing 
a multi-group analysis (MGA). 

The second stage involves examining the structural model 
to test the hypotheses. The structural model defined the casual 
relationships between the model's constructs (the coefficient of 
determination, R2 value and path coefficients). The R2 and the 
path coefficients (significance and beta) together demonstrate 
how well the data are consistent with the proposed model 
[55][57]. The bootstrapping method involving a resampling of 
5000 was employed to calculate the path coefficient's 
significance. According to the literature, this study additionally 
evaluated the path model's predictive relevance (Q2 value), 
which includes blindfolding procedure [55][57]. Additionally, 
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effect sizes (f2) were evaluated to identify if an exogenous 
latent construct has a weak, moderate, or substantial influence 
on an endogenous latent construct [52]. Lastly, the multi-group 
analysis is carried out to establish the differences in path 
coefficients between two groups. 

IV. RESULTS 

A. Sample Profiles 

The chi-squared test discovered substantial differences 
(p<0.05) between students in Islamic academic discipline and 
other academic disciplines in gender, university, year of study, 
and age (Table I). Questions with multiple-choice answers 
were used to examine YouTube search behavior is shown in 
Table II. 

TABLE I. SAMPLE PROFILES 

Variables Profiles 

Full 

Dataset 

n (%) 

Islamic 

Academic 

Discipline 

Dataset 

n (%) 

Other 

Academic 

Disciplines 

Dataset 

n (%) 

Chi-

Square 

p 

Value 

Gender 

Male 
317 

(39.9) 

97 

(30.6) 

220 

(69.4) 
18.357 0.000 

Female 
478 

(60.1) 

202 

(42.3) 

276 

(57.7) 

University 

USIM 
200 

(25.1) 

99 

(49.5) 

101 

(50.5) 

300.509 0.000 

UMK 
100 

(12.6) 

0  

(0.0) 

100  

(100.0) 

UMS 
100 

(12.6) 

0  

(0.0) 

100  

(100.0) 

UKM 
100 

(12.6) 

100 

(100.0) 

0 

(0.0) 

UNIMAP 
100 

(12.6) 

0 

(0.00) 

100  

(100.0) 

UIA 
195 

(24.5) 

100 

(51.3) 

95 

(48.7) 

Study 

Year 

Year 1 
167 

(21.0) 

70 

(41.9) 

97 

(58.1) 

21.813 0.000 

Year 2 
204 

(25.7) 

53 

(26.0) 

151 

(74.0) 

Year 3 
291 

(36.6) 

107 

(36.8) 

184  

(63.2) 

Year 4 
133 

(16.7) 

69 

(51.9) 

64 

(48.1) 

Age 

18 to 21 
517 

(53.0) 

124 

(24.0) 

393 

(76.0) 

38.935 0.001 

22 to 24 
402 

(41.2) 

161 

(40.0) 

241 

(60.0) 

25 to 27 
48 

(4.92) 

13 

(27.0) 

35 

(73.0) 

28 to 30 
8  

(0.82) 

1 

(12.5) 

7 

(87.5) 

Almost all students actively used YouTube to get religious 
information based on self-initiative (94.0%). Searching 
keywords are based on topics (54.6%), current issues (51.2%), 
religious figures (45.9%), and religious law (33.0%). Students 
actively search YouTube on campus (77.6%), at home 

(58.3%), and others (10.8%) using smartphones (79.2%), 
notebooks (46.4%), and tablet (12.3%). 

B. Measurement Invariance Test 

A measurement invariance test assesses if item 
measurements vary between groups [55]. 

TABLE II. YOUTUBE SEARCHING BEHAVIOR 

Variables 
Full Dataset 

n (%) 

Islamic 

Academic 

Discipline 

Dataset 

n (%) 

Other 

Academic 

Disciplines 

Dataset 

n (%) 

Using YouTube for 

religious information on 
own initiatives: 

748 (94.0) 290 (38.8) 458 (61.2) 

Keywords used for 

searching religious 

information: 

   

Topics  434 (54.6) 175 (40.3) 259 (59.7) 

Current Issues 407 (51.2) 163 (40.0) 245 (60.0) 

Religious Figures 365 (45.9) 141 (38.6) 224 (61.4) 

Religious Law 262 (33.0) 108 (41.2) 154 (58.8) 

Access YouTube from:    

Campus Network 617 (77.6) 261 (42.3) 356 (57.7) 

Home 464 (58.3) 163 (35.1) 301 (64.9) 

Others 86 (10.8) 30 (34.9) 56 (65.1) 

Device Accessing 

YouTube: 
   

Smartphone 630 (79.2) 247 (39.2) 383 (60.8) 

Notebook 369 (46.4) 156 (42.3) 213 (57.7) 

Tablet 98 (12.3) 32 (32.7) 66 (67.3) 

When executing multi-group analysis, this is a key step 
[58]. The initial examination found that full measurement 
invariance was not possible. We discovered that one indicator 
of effort expectancy (EE2) has distinct implications across the 
groups and excluded this indication. All construct measures 
were invariant between Islamic academic discipline and other 
academic disciplines dataset once the initial model was 
purified; there was no substantial distinction between those 
two. The findings of the investigation revealed well-developed 
measurement invariance (Table III). 

C. Measurement Model 

Assessment of the measurement model was done through 
construct reliability as well as validity. 

For construct reliability, this study tested the individual 
composite reliability (CR) values to evaluate the reliability of 
each of the measurement model's key variables [55]. The 
results indicate that all the composite reliability (CR) values 
range from 0.799 to 0.894 in the full data set, 0.773 to 0.94 in 
the Islamic discipline group, and 0.827 to 0.938 in the other 
disciplines group, respectively. These values were higher than 
0.7 [39], which, as demonstrated in Table IV, sufficiently 
demonstrates that construct reliability is met. 
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TABLE III. MEASUREMENT INVARIANCE TEST 

Construct Indicator 
Outer Loadings 

Differences 
p Value 

Performance Expectancy (PE) 

PE1 0.023 0.372 

PE2 0.023 0.225 

PE3 0.245 0.669 

PE4 0.285 0.636 

PE5 0.001 0.969 

Effort Expectancy (EE) 

EE1 0.128 0.619 

EE3 0.049 0.847 

EE4 0.216 0.917 

EE5 0.209 0.178 

Social Influence (SI) 

SI1 0.185 0.537 

SI2 0.189 0.677 

SI3 0.200 0.287 

SI4 0.281 0.148 

Facilitating Conditions (FC) 

FC1 0.056 0.403 

FC2 0.101 0.875 

FC3 0.021 0.735 

FC4 0.111 0.813 

FC5 0.042 0.739 

Behavioral Intention (BI) 

BI1 0.006 0.685 

BI2 0.025 0.221 

BI3 0.005 0.692 

BI4 0.024 0.538 

Actual Usage (AU) AU 0.000 0.671 

Indicator reliability was examined using factor loading. 
High loadings on a construct show that the related indicators 
appear to have similarities which what the construct captures 
[55]. Factor loadings of 0.50 were regarded as highly 
significant [55]. As indicated in Table IV, all items' loadings 

were higher than the recommended value of 0.5, with the 
exception of item FC2 in three different data sets and SI4 in the 
Islamic academic discipline group. These items were retained 
because they not affect internal consistency and reliability [52]. 
However, items EE1 and FC4 were deleted to improve the 
composite reliability. 

This study employed the average variance extracted (AVE) 
to examine convergent validity (the degree to which a measure 
correlates favourably with different measures of the same 
concept), and it found that all AVE values exceeded the 
recommended value of 0.50 [55]. As a result, the convergent 
validity for all constructs in the three datasets has been well 
met. Thus, sufficient convergent validity is exhibited, as shown 
in Table IV. The full dataset indicates values of AVE from 
0.551 to 0.793, Islamic academic discipline data pointed the 
values ranging from 0.540 to 0.797, and other academic 
disciplines data indicated the values of AVE from 0.556 to 
0.791. 

Two metrics, Fornell-Larcker and the Heterotrait-Monotrait 
(HTMT) ratio, were used to evaluate the discriminant validity 
of the measurement model (the extent to which items differ 
between constructs or measure various concepts). The results 
of discriminant validity using the Fornell-Larcker criterion for 
the full dataset are presented in Table V, in which the square 
root of the AVEs on the diagonals, as denoted by the bolded 
values, are higher than the correlations between constructs 
(column values and corresponding row). This suggests that the 
constructs have an excellent discriminant validity because they 
are substantially associated to their respective indicators when 
compared to other model constructs [59]. Moreover, the 
correlation between exogenous constructs is lower than 0.85 
[59]. Additionally, the constructs’ Fornell-Larcker criterion for 
the Islamic academic discipline dataset (Table VI) and other 
academic disciplines dataset (Table VII) also suggested good 
discriminant validity. 

TABLE IV. CONVERGENT VALIDITY AND RELIABILITY 

Construc

t 

Indicato

r 

Factor Loadings Composite Reliability (CR) Average Variance Extracted (AVE) 

Full 

Datase

t 

Islamic 

AcademicDisciplin

e Dataset 

Other Academic 

DisciplinesDatas

et 

Full 

Datase

t 

Islamic 

AcademicDisciplin

e Dataset 

Other 

Academic 

DisciplinesDa

taset 

Full  

Dataset 

Islamic 

Academic 

Discipline 

Dataset 

Other Academic 

DisciplinesDatas

et 

PE 

PE1 0.854 0.869 0.846 

0.894 0.940 0.873 0.630 0.758 0.586 

PE2 0.889 0.906 0.883 

PE3 0.744 0.909 0.664 

PE4 0.626 0.834 0.549 

PE5 0.828 0.829 0.831 

EE 

EE3 0.705 0.549 0.884 

0.799 0.773 0.861 0.571 0.540 0.677 EE4 0.731 0.890 0.648 

EE5 0.825 0.726 0.911 

SI 

SI1 0.792 0.927 0.742 

0.828 0.855 0.862 0.551 0.612 0.611 
SI2 0.801 0.719 0.907 

SI3 0.798 0.933 0.733 

SI4 0.546 0.449 0.730 
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FC 

FC1 0.854 0.882 0.826 

0.882 0.828 0.827 0.563 0.564 0.556 
FC2 0.440 0.377 0.476 

FC3 0.878 0.858 0.881 

FC5 0.747 0.776 0.733 

BI 

BI1 0.897 0.901 0.895 

0.830 0.940 0.938 0.793 0.797 0.791 
BI2 0.905 0.920 0.895 

BI3 0.928 0.931 0.926 

BI4 0.829 0.815 0.839 

AU B2 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 

TABLE V. DISCRIMINANT VALIDITY OF THE FULL DATASET 

Fornell-Larcker Criterion Heterotrait-Monotrait Ratio (HTMT) 

 AU BI EE FC PE SI  AU BI EE FC PE SI 

AU 1.000      AU       

BI -0.098 0.890 
    

BI 0.101      

EE -0.062 0.576 0.756 
   

EE 0.076 0.749     

FC -0.117 0.550 0.411 0.750 
  

FC 0.133 0.656 0.593    

PE -0.081 0.655 0.638 0.448 0.794 
 

PE 0.090 0.732 0.861 0.547   

SI -0.054 0.561 0.577 0.329 0.522 0.742 SI 0.061 0.683 0.849 0.452 0.660  

Notes: PE: performance expectancy; SI: social influence; EE: effort expectancy; FC: facilitating condition; AU: actual usage; BI: behavioral intention 

TABLE VI. DISCRIMINANT VALIDITY OF ISLAMIC ACADEMIC DISCIPLINE DATASET 

Fornell-Larcker Criterion Heterotrait-Monotrait Ratio (HTMT) 

 AU BI EE FC PE SI  AU BI EE FC PE SI 

AU 1.000      AU       

BI -0.138 0.893 
    

BI 0.138      

EE -0.062 0.629 0.735 
   

EE 0.102 0.801     

FC -0.117 0.609 0.535 0.751 
  

FC 0.136 0.712 0.759    

PE -0.081 0.686 0.647 0.531 0.870 
 

PE 0.103 0.744 0.837 0.627   

0SI -0.054 0.643 0.620 0.410 0.579 0.782 SI 0.061 0.732 0.894 0.514 0.655  

Notes: PE: performance expectancy; EE: effort expectancy; SI: social influence; FC: facilitating condition; BI: behavioral intention; AU: actual usage 

TABLE VII. DISCRIMINANT VALIDITY OF OTHER ACADEMIC DISCIPLINES DATASET 

Fornell-Larcker Criterion Heterotrait-Monotrait Ratio (HTMT) 

 AU BI EE FC PE SI  AU BI EE FC PE SI 

AU 1.000      AU       

BI -0.074 0.893 
    

BI 0.077      

EE -0.090 0.629 0.735 
   

EE 0.093 0.801     

FC -0.111 0.609 0.535 0.751 
  

FC 0.127 0.712 0.759    

PE -0.079 0.686 0.647 0.531 0.870 
 

PE 0.089 0.744 0.837 0.627   

SI -0.076 0.643 0.620 0.410 0.579 0.782 SI 0.083 0.732 0.894 0.514 0.655  

Notes: PE: performance expectancy; EE: effort expectancy; SI: social influence; FC: facilitating condition; BI: behavioral intention; AU: actual usage. 

However, Henseler et al. [56] mentioned that the lack of 
discriminant validity in most study scenarios is not accurately 
revealed by the Fornell-Larcker criterion. Therefore, a new 
approach has been introduced to solve this sensitivity problem, 
which uses the HTMT ratio of correlations based on the 
multitrait-multimethod matrix. The results for discriminant 
validity using the HTMT ratio are presented in Table V (full 

dataset), Table  VI (Islamic academic discipline dataset) and 
Table VII (other academic disciplines dataset).The 
conservative approach’s HTMT threshold is <0.85, whereas for 
the liberal approach’s threshold is <0.90 [38]. The liberal 
approach was used in the current study to evaluate discriminant 
validity. The findings demonstrate a lack of discriminant 
validity since all construct values in the three datasets are less 
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than 0.90. In conclusion, based on the tests of both validity and 
reliability, the measurement model in three datasets has been 
validated successfully. 

D. Structural Model 

The structural model defined the causal relationships 
between the constructs in the model (the coefficient of 
determination, R2 value and path coefficients). Both the path 
coefficients (significance and β ) and the R2 display excellent 
ways that the data is supporting the hypothesized model 
[55][57]. Table VIII presents the path coefficients for the entire 
sample. After analysis, it was discovered that behavioural 
intention (BI) was positively and significantly associated to 
effort expectancy (EE), performance expectancy (PE), and 
social influence (SI) for all datasets. Table VIII also displays 
the results in detail for each academic discipline. Most notably, 
both the academic disciplines datasets and the entire datasets 
offer empirical support for H1, H2, and H3, respectively. 

With regard to the relationship between facilitating 
condition (FC) and actual usage (AU), the full and other 
academic disciplines datasets were discovered to possess a 
negative significant outcome. Thus, H4 is strongly supported, 
except for the dataset for Islamic academic discipline. The R2 
values in Table IX for this relationship were above the desired 
0.5 threshold and considered moderate [55], accounting for 
51% of behavioural intention (BI) variance. However, there is 

no empirical support for the impact of behavioural intention 
(BI) on actual usage (AU) for all datasets. 

This study also evaluated the path model’s predictive 
relevance (Q2 value) via the blindfolding procedure. Every data 
point of the indicators in the reflective measurement model of 
endogenous constructs is systematically deleted and predicted 
during the blindfolding procedure, which is a resampling 
technique [55]. The original values and the forecasted values 
are compared using this procedure. The path model has good 
predictive accuracy if the prediction is close to the original 
values (for example, the prediction error is minimal). If the 
value of Q2 is greater than 0, then the predictive relevance of 
the proposed model exists for a certain endogenous construct 
[55], [59]. The findings for all datasets reveal that the Q2 
values are all greater than 0, verifying the prediction model as 
shown in Table IX. 

Finally, this study assessed the f2 effect sizes. It identifies if 
an exogenous latent construct possess a weak, moderate, or 
substantial impact on an endogenous latent construct [51]. Hair 
et al. [55] suggest testing the R2 value’s changes. On the other 
hand, Cohen [61] recommend a magnitude of f2 at 0.35 (large 
effects), 0.15 (medium effects) and 0.02 (small effects) as a 
guideline measure. Following the rules of thumb, the result of 
f2 as Table IX shows the relationships with large effects on 
behavioural intention (BI) of the total dataset but small effect 
sizes on actual usage (AU). 

TABLE VIII. STRUCTURAL ESTIMATES 

Hypotheses 

Full Dataset Islamic Academic Discipline Dataset Other Academic Disciplines Dataset 

Path 

Coefficients 

(β) 

p Value Results 

Path 

Coefficients 

(β) 

p Value Results 

Path 

Coefficients 

(β) 

p Value Results 

H1: PE → BI 0.402 0.000 S 0.373 0.000 S 0.305 0.000 S 

H2: EE → BI 0.194 0.000 S 0.208 0.001 S 0.291 0.000 S 

H3: SI → BI 0.239 0.000 S 0.298 0.000 S 0.225 0.000 S 

H4: FC → AU -0.090 0.019 S -0.072 0.293 NS -0.100 0.027 S 

H5: BI → AU -0.048 0.250 NS -0.095 0.169 NS -0.023 0.658 NS 

Notes: S: supported; NS: not supported; PE: performance expectancy; EE: effort expectancy; SI: social influence; FC: facilitating condition; BI: behavioral intention; AU: actual usage 

TABLE IX. RESULTS OF R2, Q2, AND F
2
 ANALYSIS 

Construct 
Full Dataset Islamic Academic Discipline Dataset Other Academic Disciplines Dataset 

R2 Q2 f2 R2 Q2 f2 R2 Q2 f2 

   AU BI   AU BI   AU BI 

EE - -  0.038 - -  0.048 - -  0.071 

FC - - 0.006  - - 0.003  - - 0.008  

PE - -  0.177 - -  0.167 - -  0.084 

SI - -  0.075 - -  0.120 - -  0.065 

BI 0.513 0.401 0.002  0.582 0.456 0.006  0.512 0.396 0.000  

AU 0.015 0.011   0.022 0.008   0.013 0.006   

Notes: PE: performance expectancy; SI: social influence; EE: effort expectancy; FC: facilitating condition; BI: behavioral intention; AU: actual usage 
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E. Multi-group Analysis (MGA) 

Using MGA, the analysis concludes by determining if the 
differences in path coefficients between the Islamic academic 
discipline dataset and other academic disciplines dataset are 
significant. The results in Table X indicate no substantial 
differences between the two groups were observed in any 
pathways. This indicates that there is no significant difference 
between the two different groups of academic disciplines in 
terms of the effect of performance expectancy (PE), effort 
expectancy (EE), and social influence (SI) on behavioural 
intention (BI) to use YouTube for Islamic information 
acquisition. This study also indicates that there is no significant 
difference between two different groups of academic 
disciplines in terms of the effect of facilitating condition (FC) 
and behavioural intention (BI) on the actual usage (AU) of 
YouTube for Islamic information acquisition. 

V. DISCUSSION 

This study used the UTAUT model as a guiding concept to 
analyze the factors that influence students' behavioral 
intentions to utilize YouTube for Islamic information 
acquisition. 

TABLE X. PATH DIFFERENCES BY ACADEMIC DISCIPLINES 

Relationships Path Coefficients Differences t Value p Value 

PE → BI 0.100 1.199 0.231 

EE → BI 0.117 1.316 0.189 

SI → BI 0.077 1.030 0.303 

FC → AU 0.027 0.336 0.737 

BI → AU 0.071 0.852 0.394 

Notes: PE: performance expectancy; SI: social influence; EE: effort expectancy; FC: facilitating 
condition; BI: behavioral intention; AU: actual usage. 

It also looked at how academic disciplines affected these 
relationships. The PLS-SEM approach's empirical outcomes 
showed that the relevance and relative significance of 
influencing elements in the UTAUT on behavioral intention 
and usage is not distinguished between students in Islamic and 
other academic disciplines. 

Significant relationships exist between performance 
expectations and students' behavioral intentions to use 
YouTube for Islamic information acquisition, supporting H1 as 
anticipated. The path coefficients did not vary significantly 
between the Islamic academic discipline and other academic 
discipline groups of students. The easy access to YouTube 
among students might explain that video on Islamic material is 
available anywhere, anytime, on various devices. Hence, this 
result aligns with earlier studies that used UTAUT in YouTube 
research contexts for information acquisition [23]. 

Parallel to the hypothesized relationship, effort expectancy 
affects students' use of YouTube for Islamic Information 
acquisition for both groups in different academic disciplines. 
Thus, H2 is upheld. This result has also been a decisive factor 
in the intention to use social media for learning in previous 
studies [47-49]. For this study, it may be assumed that the 
students' use of YouTube for Islamic learning does not 
necessitate any intellectual, physical, emotional, or 

psychological effort on their part. In other words, YouTube 
apps are simple to use for information acquisition. 

Regarding social influence on behavioural intention to use 
YouTube for Islamic information, this research’s findings 
portrayed that students do emphasize this, and hence H3 is 
supported. This research's results are consistent with previous 
studies in UTAUT, which explain that social influence factors 
are closely related to a person's behavioral intentions to use 
YouTube [23][47-50]. Furthermore, the effect of social 
influences on the YouTube use intention was greater for 
students in Islamic discipline than for other academic 
disciplines. This interesting result might come from an 
increased number of Muslim preachers utilizing YouTube to 
spread their message [62, 63]. This study, even so, found that 
the difference in path coefficients between the two groups was 
insignificant. 

The existence of facilitating conditions positively affects 
students' actual usage of YouTube for Islamic Information 
overall and other academic disciplines students. Hence, H4 was 
sustained. However, it was not a determinant for Islamic 
academic disciplines students. This predictor's path coefficients 
on YouTube usage appeared to be higher among other 
academic disciplines students. Nonetheless, in this study, there 
were no significant differences in the path coefficients of the 
two groups. This finding is both enlightening and 
controversial. The explanation for this might be due to the 
enabling condition's limited effect size on other academic 
disciplines of student usage. Furthermore, there were no 
variations in the effect size of the facilitating conditions among 
the two groups. The result is along the lines of earlier literature 
[23] that found that facilitating condition was not a predictor of 
students' willingness to use YouTube application for learning. 

Unlikely, the behavioral intention was not significantly 
related to the YouTube usage for either Islamic or other 
academic discipline students; there was no substantial 
difference between the two groups. This intriguing outcome 
might be since using YouTube to obtain Islamic material is a 
voluntary use of technology. However, several research that 
deemed social media use for learning to be mandatory disputed 
these findings [23][47]. 

This research presents a statistically verified UTAUT 
model to explain the different usage between students of 
Islamic and other academic disciplines. In the context of 
disseminating Islamic information on online platforms, this 
study corroborates the UTAUT's ability to predict students' 
behavioral intentions regardless of their academic background. 
The students of nowadays are known as ‘digital natives,’ who 
are accustomed to incorporating technology into every aspect 
of their lives, including religious activities. They exploited 
YouTube as a search engine to discover information in formal 
and informal learning [8]. However, previous research 
discovered obstacles to misinformation and disinformation of 
Islamic information on social media [20]. Given these results, 
Muslim preachers should utilize this platform to disseminate 
Islamic information as the video's credibility depends on them. 
Furthermore, YouTube potentially encourages interactivity 
among users and preachers because it has tools that facilitate 
interaction. 
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Finally, this study has limitations that may suggest future 
research directions. First, possible latent variables that may 
enhance the prediction of students' behavioral intentions, such 
as ambiguity of information [64] and students' religiosity, 
should be considered in future research. Second, the study 
examined just Malaysian students; results obtained in other 
countries may differ. Lastly, this research depended on 
respondents' self-reported measures of actual usage, which 
might be skewed by common method bias. Assessing students' 
usage in a longitudinal study and controlling for real YouTube 
usage would be a more precise estimate. 

VI. CONCLUSION 

This research's primary goal was to observe the factors 
influencing students' behavior when it comes to YouTube 
usage for Islamic information acquisition established on the 
UTAUT research framework. This research also analyzes the 
differences between Islamic academic disciplines and other 
academic disciplines groups of students in the usage of 
YouTube for Islamic information acquisition. The findings 
imply that for both groups, students' behavioral intentions to 
YouTube for these specific purposes are predicted by social 
influences, effort expectancy, and performance expectancy. 
The results also found that that facilitating conditions were not 
a significant predictor of Islamic academic disciplines students' 
actual YouTube usage. Nonetheless, for both groups, 
behavioral intention was not a substantial predictor of actual 
YouTube usage for Islamic information acquisition. Overall, 
results of the multi-group analysis of PLS-SEM showed that 
there were no substantial differences were observed in any path 
coefficient between the two groups. The research's theoretical 
contribution is to verify the UTAUT model in the usage of 
YouTube among students in higher education for specific 
information acquisition. 
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APPENDIX A 

Constructs Items 

Performance Expectancy 

PE1 I would find YouTube useful for me to acquire Islamic information. 

PE2 Using YouTube increases my daily religious practice. 

PE3 Using YouTube enables me to understand Islamic knowledge more quickly. 

PE4 Using YouTube increases my religious faith. 

PE5 Using YouTube enables me to solve uncertainty in Islamic information. 

Effort Expectancy 

EE1 Learning to operate YouTube for Islamic information acquisition is easy for me. 

EE2 My interaction with YouTube on Islamic information acquisition would be clear and understandable. 

EE3 I would find YouTube easy to use for religious purposes. 

EE4 It would be easy for me to become skillful at using YouTube to find Islamic information. 

EE5 I would find YouTube easy to use for Islamic information acquisition. 

Social Influence 
 

SI1 People who are important to me think I should use YouTube for Islamic information acquisition. 

SI2 People who influence my behavior think I should use YouTube for Islamic information acquisition. 

SI3 My peers have been helpful in using YouTube for Islamic information acquisition. 

SI4 In general, most people have supported using YouTube for Islamic information acquisition. 

Facilitating Conditions 

FC1 I have the resources necessary to use YouTube. 

FC2 It would be comfortable for me to surf YouTube for Islamic information acquisition. 

FC3 I have the knowledge necessary to use YouTube. 

FC4 YouTube is compatible with any gadgets I use.  

FC5 A specific person is available for assistance with the YouTube difficulties. 

Behavioral Intention 

BI1 I plan to use YouTube for Islamic information acquisition soon.  

BI2 I predict I would use YouTube every day for religious benefit. 

BI3 I intend to use YouTube more often to acquire Islamic information. 

BI4 I want to share Islamic information on YouTube with my friends. 

Actual Usage Using YouTube for religious information on my own initiatives. 
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	3) Parents: There are six parents of children with verbal apraxia took part in the testing phase. They assist the testing phase to run well by explaining the questionnaire to their children with their own way.
	a) Chart of Learnability for Parents: Fig. 12 shows the testing results from parents for the learnability aspect. Fig. 12 shows most parents agree and the rest strongly agree that this animation is able to attract the attention of their children because mo�
	b) Chart of Effectiveness for Parents: Fig. 13 shows the testing results from parents for the effectiveness aspect. Fig. 13 depicts that four out of six chose “strongly agree” that animated interactions involve their children as a whole from the beginning �
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	3) Standard models: A scarcity of standardisation, as well as a theoretical structure for the field of digital forensics, is one of the most serious issues that investigators are currently facing [20]. A such, the use of ad hoc methods and tools for elicit�
	4) Legal challenges: The complications in investigations as a result in scarcity of commonly established rules and criteria governing the field are referred to as legal challenges. There is no unified legal system that applies to all jurisdictions. Despite�
	5) Resource challenges: Advances in cybercrime, strategies in propagating them and evading investigations are made possible by technical development. The volume of data accessible for assessments for OSNs is normally enormous. The DFIs must classify the mo�

	D. Crimes Involving OSNs
	1) Classical crimes: Online social network is referred to as a location where criminals can commit traditional criminalities. For example, social media users can update their status by posting their current whereabouts, the time they will be absent from ho�
	2) Digital crimes: Any criminal activity involving an information technology infrastructure, such as unauthorised or illegal entry, surveillance, and so on, is referred to as digital crime. The most common OSNs digital crimes are: cyber-based, and social e�
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	IV. Metamodelling Approach for Online Social Networks Forensic
	A. Models and Metamodels
	B. Step-by-Step of OSNFI Metamodel Development.
	1) Step 0: Identification of common phases of domain.
	2) Step 1: Models collection and classification.
	3) Step 2: Extraction of concepts.
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	5) Step 4: Short-listing and reconciliation of definitions.
	6) Step 5: Classification of common concepts: Concepts are assigned to one of the OSNFI phases: preliminary, acquisition/preservation, analysis, or presentation.
	7) Step 6: Identification of relationships.
	8) Step 7: Metamodel validation (is not covered in this paper).
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	I. Introduction
	II. Literature Review of Related Work
	III. A GlotMF: A Model-based Method
	A. Problem Description
	B. Matrix Factorization Model
	C. Steps of the Construction: The Proposed Model
	1) Modeling of global information in social networks: The information contained in social networks represents the reputation of the user in the network, where reputation is a type of case that gives additional powers and capabilities to recommendation syst�
	2) Modeling of local information in social networks: Local information represents preferences of the two different states of the user as a trustee and a trustor which are learned by modelling the explicit interactions between users. The preferences of the �
	3) Modeling of explicit interactions between users: In this part, there is a description of how to generate ratings and trust relationships from the perspective of different user cases as shown in Fig. 2, where the social impact of user ratings can flow in�
	a) Trust modeling: In addition to the rating data, there is a huge user-generated trust network also available on product showcases on the Internet. Following user preferences are affected by the preferences of the trustees through browsing activities and �
	b) Rating modeling: Given the assumption that different user cases influence rating generation differently [6, 20], each known rating should be determined by the preferences of the trustor as well as the preferences of the trustee. Based on this, the ratin�
	c) The implicit influence of the trusters: Two trustors are alike if they share many out-links in a trusted network. In other words, they are jointly chatting with several trustees. So, by taking all the user's trust links with other users, and instead of �
	d)  The implicit impact of trustees: Two trustees are alike if they share many in-links in the trust network. That is, they are jointly trusted by many trustors. Thus, the similarity between two trustees ,𝑢-𝑖. and ,𝑢-𝑘. based on the structure of the li�

	4) The proposed model standardized framework: As shown above, the explicit interactions and the implicit interactions between the trustors and the trustees. Moreover, we have presented how to model the information represented by the reputation of the users�

	D. Learning the Model
	1) A learning algorithm for the proposed model
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	A. Description of the Dataset
	B. Ratings Measures
	C. Experimental Parameters
	D. Experimental Results
	1)  Analysis and discussion of the results
	2)  Checking the performance of the proposed model on users with different degrees of confidence: other series of experiments to verify the performance of the proposed model for users with different degrees of trust relationships was carried out to compare�
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	I. Introduction
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	A. Sentiment Labelling
	B. Human-in-the-Loop (HITL)
	C. Machine Learning Algorithms
	1) Naïve Bayes (NB) when used for sentiment prediction is simple and intuitive yet highly accurate [20]. To predict, NB leverages the concept of conditional probability. Its advantage is it does not require a large training set [21]. However, a primary dis�
	2) Decision Tree (DT) is hierarchical in its natural form. Rules are generated for the task of predicting target terms. Each leaf node contains a word feature of the sentences in a corpus. DT was reported to have a great deal of adaptability to large datas�


	III. Research Methodology
	A. Automatic Sentiment Production
	B. Human Labelling
	C. Calculate Baseline Effectiveness
	D. Experimental HITL Framework Construction

	IV. Result and Discussion
	A. Experiment 1
	1) Baseline test: Only NB exceeded the baseline accuracy for both datasets (NB AirBnB – 99.14; NB Vaccines – 69.56). DT surpassed the baseline accuracy for the Vaccines dataset at 73.16, however, failed for AirBnB, reaching the highest accuracy of only 1.3�
	2) Small percentages test: NB was able to achieve improvement in accuracy at even 1% of corrected labels for both AirBnB and Vaccines datasets. In contrast, DT did not improve for AirBnB but showed marked improvement (i.e. 73.16) only when 35% of corrected�

	B. Experiment 2
	1) Baseline test: Generally, the results exhibit a similar pattern as found in Experiment 1, but with enhanced accuracy values in a majority of the cases. Table IV and Fig. 4 show the average accuracy of all eight techniques when no stratification was used�
	2) Small percentages test: Similar to the result in Experiment 1, DT did not produce better accuracy for Vaccines dataset at 1% corrected labels. Nevertheless, using distinct data points resulted in the need of a smaller percentage i.e. 20% as compared to �
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	Paper_27-Fuzzy_Clustering_Analysis_of_Power_Incomplete_Data
	I. Introduction
	1) A certain estimation error exists in the estimation of the missing attribute through the IVAEGAN model. The average value of all errors is taken as the interval size range of the interval type data to construct an interval type data set.
	2) Calculate the extreme value of the attribute of the nearest neighbor sample of the incomplete data to restrict the interval size of each data.
	3) Calculate the local density of the sample in the adjacent area of each sample, and further constrain the size of the interval through the local density of the sample.
	4) Convert the whole numerical data set into a complete interval data set. To improve the accuracy of incomplete data clustering, the interval fuzzy C-means (IFCM) clustering analysis is carried out on the whole interval data set.
	1) This paper introduces the importance of equipment data integrity in the power system operation.
	2) In the related work, the power system equipment data and the IVAEGAN model are introduced.
	3) The construction of the IVAEGAN interval model and the calculation of data integrity by the fuzzy clustering algorithm are done.
	4) The IFCM algorithm is improved by using the IVAEGAN model.
	5) The accuracy and effectiveness of the proposed algorithm are verified by experimental simulation analysis.
	6) Finally, the research contents and results of this paper are summarized.

	II. Related work
	A. Analysis of Data Sources for Typical Power Equipment
	B. IVAEGAN Value Estimation Principle
	1) An IVAEGAN model performs estimated value filling on missing attributes  in an incomplete data set. Since the IVAEGAN model also performs estimated value calculation on data with complete attributes in a training process, an absolute error exists betwee�


	III. IVAEGAN Fuzzy Clustering Algorithm for Interval Estimation
	A. IVAEGAN Model Construction
	B. Interval reconstruction of numerical incomplete data set
	1) Initialize algorithm parameters, namely set an iteration stopping threshold, a fuzzy clustering parameter m. The number of clustering is and the maximum iteration number is G. Initialize the membership degree matrix .
	2) Update a clustering center matrix: when that iteration time reach the  time, update the clustering center matrix  by using the clustering prototype calculation formulas (6) and (7) in combination with the membership degree partition matrix .
	3) Update the membership degree matrix: update the partition membership degree matrix  by using formulas (8) and (9).
	4) Iteration termination condition of the algorithm: when the number of iterations reaches the maximum, or , k, , the iteration is stopped, then the IFCM algorithm stops and outputs the partition matrix U and the clustering prototype matrix ; otherwise , r�

	C. The Autoencoder Algorithm Normalization Flow
	1) Input normalization. All the attributes of the input data is transformed into the number between [0, 1] to improve the flexibility of the model and eliminate the difference between the orders of magnitude of each attribute.
	2) Initialize the auto-encoder model parameters. The parameters include the node number of input layer, the layer number of hidden layer, the node number of each layer of hidden layer, the encoder weight matrix, decoder weight matrix, center vector, maximu�
	a) Input data. Sample points are drawn from the data set.
	b) Random sampling in noisy data.
	c) The SGVB gradient estimation.
	d) Update parameters and weight.
	e) Judge whether that parameter are converged.
	f) Determination of termination. When the model is completely converged or reaches the maximum training times, the training is ended; otherwise, the step (3) is repeated.



	IV. IVAEGAN-IFCM establishment of algorithm
	1) Construct a nearest neighbor sample set for an incomplete data sample. The nearest neighbor samples are selected according to the nearest neighbor rule, and the nearest neighbor sample set of incomplete data is constructed.
	2) Construct an attribute nearest neighbor sample interval of incomplete data. According to the interval rule proposed in this paper, the maximum and minimum values of missing attributes are determined in the nearest neighbor sample set of incomplete data �
	3) Determine the density of data samples in the neighborhood of incomplete data samples [20].
	4) Input sample normalization. All data are converted into numbers between intervals, thus eliminating the difference of orders of magnitude between dimensions.
	5) Initialize the IVAEGAN model. Initialize the network parameters in the IVAEGAN model, weight, bias value, maximum number of iterations, and training error.
	6) Train the IVAEGAN model. The IVAEGAN model was trained on the complete data.
	7) Fill in the missing attributes. The IVAEGAN model proposed in this paper estimates and predicts each missing data attribute in incomplete data, and at the same time obtains the estimation error of the IVAEGAN network for the complete attributes in the d�
	8) Interval data set: according to the interval type transformation rule proposed in this paper, all the data in the numerical data set are transformed into interval type, and then the interval type matrix is constructed.
	9) Initialize the IFCM algorithm parameters. Initialize the membership degree matrix, and set the number of clustering categories, the number of cycles, the termination threshold and the fuzzy index.
	10)    Update the cluster center matrix. Update the clustering center matrix  according to the clustering center matrix.
	11)   Update that membership matrix. The statement  updates the membership degree matrix.
	12)  Algorithm condition judgment: when the number of iterations reaches the maximum, or , the algorithm stops iterating; otherwise , it returns to (10).

	V. Experimental Analysis
	A. Experimental Preparation
	B. Construct the Artificial Dataset
	C. Incomplete Data Generation Rules
	1) In an incomplete data set, the attribute values of a sample data cannot be completely lost, that is, if the data set is n-dimensional, the incomplete data in it can lose at most attributes, and at least one attribute of an incomplete data must exist.
	2) In the incomplete data set, any one-dimensional attribute has at least one complete attribute value, that is, the attribute column of the data set cannot be empty to ensure the reliability of the valuation.


	VI. Conclusion
	1) Fill the incomplete data attributes to realize the estimation clustering. A fuzzy clustering algorithm for numerical incomplete data based on the improved IVAEGAN estimation is proposed.
	2) Construct a nearest neighbor sample set for that incomplete data according to the nearest neighbor rule, generating a model VAE and a model GAN, and constructing an IVAEGAN model.
	3) Construct a missing attribute label by using that median value of the attribute of the nearest neighbor sample set so that the IVAEGAN model can obtain more effective information, and the estimation accuracy is improved.
	4) UCI data sets and two artificial data sets are used for comparative experiments to verify the effectiveness of the algorithm, and the effectiveness of the algorithm is summarized in depth.
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	II. Related Work
	III. Methodology
	A. Data Collection
	B. Data Pre-processing
	C. Feature Extraction and Model Training
	1) According to [21], the word before it and its POS tag serves as a guideline for identifying the appropriate POS tag for the word after it.
	2) Author in [21] also stated that the presented algorithm tags the current word with the appropriate POS tags based on the word information and surrounding POS tags.
	3) The letter at the beginning and end of each word refers to the letter’s size and position in the word. This feature, according to [23], has the potential to influence the effectiveness of POS tagging.
	4) The length of each word is a binary feature that determines its size [23], [24].
	5) The author in [23] defines digit features as features based on the presence of digits (numbers) and symbols in words.
	6) According to [23] and [24], the context of words in a sentence influences the tagging value of unigrams in the corpus.
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	Paper_32-Development_of_Adaptive_Line_Tracking_Breakpoint_Detection
	I. Introduction
	II. Related Work
	A. Line Tracking Method
	1)  Begin with two points of measurement, then draw a line between them.
	2) Insert the next point to make a new line model.
	3) Reprocess the line's parameters.
	4) If the result of the generated line is satisfactory, continue (repeat to step 2).
	5) If the result is not satisfactory, make the last point the line segment's end point, re-process the line's parameters, and make it as one line segment.
	6) Go back to step 2 after completing the next two points.

	B. Adaptive Breakpoint Detector Method
	1) Line extraction: The ABD method generates breakpoints only at the ends of segments, which we refer to as terminal breakpoints in our research. As a result, another algorithm, Line Extraction, is required to reprocess existing data into new segments that�


	III. The Proposed Adaptive Line Tracking Breakpoint Detector Method
	A. Propose a New Method (Adaptive Line Tracking Breakpoint Detector)

	IV. Methodology
	A. Materials and Tools
	B. Stages of Research
	1) LiDAR data acquisition: The next stage is LiDAR data acquisition, which is done to create a LiDAR sensor noise model. The distance between the LiDAR sensor and the wall was varied from 15 to 225 cm with 5 cm intervals to obtain appropriate data. For eac�
	2) Design of noisi model for the RpLiDAR A1: The simulation module use the noise model to verify that the generated data is as close to the real LiDAR data as possible. Residual noise will be added at random and generated using a normal distribution. The m�
	3) Design of a LiDAR data generator simulation module: The arena simulation module is used to test the ALTBD method. A square-shaped arena with four rooms and multiple tunnels is used for simulation testing. That's the 2.4 m by 2.4 m arena for the Indonesi�
	4)  Testing: The tests were analyzed by comparing three Breakpoint Detector methods: the one we developed (ALTBD), the LT method, and the ABD IEPF method from the Weerakoon et al. [20] research. In this research, the computing time, percentage of distance �
	a) Breakpoint Extraction: This module sorts breakpoints, namely corner breakpoints, corner breakpoint terminal points, and other points that form only one side of the wall. This module also removes breakpoints that are overlapping. The breakpoint extractio�
	b) Breakpoint Pattern Recognition: The closest or adjacent star methodology is used in this research’s breakpoint pattern identification method, which is based on the concept of a star pattern recognition algorithm using a satellite star sensor [29]. The m�
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	I. Introduction
	II. Background
	A. The Concept of Alignment
	B. Ontology

	III. Related Work
	IV. Proposed Approach
	A. Overview of the Proposed Approach
	1) Step 1: Comparison and transformation
	a) Comparison of BPMN models: Our goal is to provide a semantic comparison approach that also integrates syntactic aspects. The model comparison subsystem takes BPMN models as input and returns (1) a comparison table containing the correspondence between e�
	b) Transformation of BPMN models into a UML model: This subsystem consists of the application of rules to transform a set of BPMN models (M1) into a generated UML class diagram (M2’), based on a comparison table and following a transformation process. Tran�

	2) Step 2: Fusion: This step consists of creating a fusion between the UML class diagram (M2’) generated in step 1 and the existing UML class diagram (M2). We have previously demonstrated the results of this phase; the comparison and fusion meta-models wer�

	B. Example of BPMN Models
	C. Comparison and Transformation Subsystems
	1) Comparison of BPMN models: Our goal is to compare BPMN models syntactically and semantically. To do so, we follow the model comparison process detailed in Section IV.C.1)a), which applies the BPMN element comparison rules described in Section IV.C.1)b).�
	a) Comparison process: We apply a comparison between each two models. To create a UML class diagram, we create classes before their operations. To do this, we first compare BPMN elements that will be transformed into classes:  1) Pools, 2) lanes, 3) messag�
	b) Comparison rules: We define a mathematical framework to express formally our approach. We present the comparison rules by the predicate language.  So, we needed to express, in predicate logic, BPMN model (representing input of system), ontology and othe�
	i) The first transformation concerns BPMN model into logical model that generates a set of predicates representing BPMN elements to compare:
	ii) The second transformation concerns OWL ontology (conform to an extract of OWL metamodel [31]) into logical model. The transformation generates a set of predicates representing OWL ontology, such as:

	c) Comparison table: We apply the process and the comparison rules on the examples of BPMN models presented in section IV.B, by referring to an ontology of the medical field as well as dictionaries. We choose OWL (Ontology Web language) ontology because it�

	2) Transformation of BPMN models into UML class diagram: In order to transform BPMN models into a UML class diagram we apply a transformation process (Fig. 9) based on the comparison table presented in section IV.C.1)c). This process is based on 18 transfo�
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	A. MAML Meta-Learning Algorithm
	B. Method Formulation of the Problem

	V. Software Implementation of the Console Application
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	B. General Description of the MetaWorld Environment
	1) Meta-training and meta-testing tasks have a common distribution 𝑝,𝑇..
	2) The task distribution 𝑝,𝑇., has a general structure that can be used to effectively adapt to new tasks.
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	Paper_35-Data_Fusion_Model_of_Road_Sensors
	I. Introduction
	1) A method for road vibration data monitoring is proposed, and a sensor node for road vibration monitoring based on the Internet of Things is developed.
	2) Clustering is based on the characteristics of road vibration data, and comprehensive information monitoring methods are used to construct monitoring indicators.
	3) The k-means++ algorithm is used for clustering analysis, and the vibration data indicators are domesticated, which improves the accuracy of the algorithm.

	II. Related Work
	A. Monitoring Technology of Road Vibration
	B. IoT Technology

	III. Establishment of Finite Element Model for Pavement Structure
	A. Model Parameter Setting
	1) Structure and material parameters: A three-dimensional finite element model of the structure and materials of the expressway is established. The pavement is mainly composed of an asphalt surface, a semi-rigid base, a sub-base and a soil base [14]. "Code�
	2) Model size: The size of the road model (x, y, z) is 9.0m x 6.5m x 4m, the X-axis is the longitudinal direction of the road, the Y-axis is the lateral direction of the road, Z is the vertical direction of the road, and the driving direction is along the �

	B. Random Non-uniform Moving Load Setting
	1) The size of the load changes with time: According to the established vehicle model, the road surface level is set as B-level road surface, and the vehicle speed is 10m/s. The random dynamic load of the vehicle on the road is obtained, as shown in Fig. 3�
	2) The load size is distributed with space: To obtain a more realistic road dynamic response, it is necessary to consider the randomness and spatial distribution characteristics of vehicle load. After clarifying the dynamic load of the vehicle, by consider�
	3) Application of Random non-uniform moving load: To simulate the moving random non-uniform load, the secondary development of the DLOAD subroutine was carried out based on the finite element software ABAQUS. Parameter analysis is as follows:
	a) Sensitivity. The sensitivity of acceleration sensing node refers to the variation of sensor output voltage corresponding to the change of unit acceleration during static measurement. Therefore, the sensitivity of the acceleration sensing node can be obt�
	b) Noise. Due to the inevitable existence of the external vibration and interference, the output signal of the sensing node includes not only the device noise of the sensing structure and the electrical noise of the signal processing module, but also a lar�
	c) Resolution. The resolution of the sensing node is the minimum variation of the acceleration that can be detected under certain conditions. The resolution can be obtained from the sensitivity and noise.



	IV. Feature Clustering of vehicle data collection
	1) Feature clustering: The goal of feature clustering is to find k cluster centers for the data set, so that the sum of squared distances from each point to its nearest cluster center is the smallest. Since k-means clustering randomly selects the initial c�
	2) Analysis of abnormal vehicle weight: In this paper, the cluster analysis of the two types of car models is carried out to find outliers. The analysis steps are as follows:
	3) Sensor network architecture: Using a fixed threshold for classification will increase the computational complexity and reduce the computational fault tolerance. Therefore, using the ANN (Artificial Neural Networks) for vehicle classification is easy to �

	V. Model Validation
	A. The Stress Extreme Value Distribution in the Longitudinal Monitoring Area
	B. Distribution of Stress Extremes in the Lateral Monitoring Area

	VI. Conclusion
	1) A road acceleration sensing node used for the road vibration monitoring is developed, which not only has the sensing function, but also can process, store and transmit data. The node resolution can reach 0.199 mg, can withstand the pressure of more than�
	2) The road vibration amplitude is affected by the vehicle speed, vehicle weight and load position. The vehicle speed and vehicle weight are positively correlated with the road vibration amplitude, and the load position is negatively correlated with the vi�
	3) By simulating and analyzing the dynamic response characteristics of pavement under actual loads, a method for characterizing the service state of pavement based on vibration data is proposed.
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	Paper_36-Automatic_State_Recognition_of_Multi_type_Protection_Platens
	I. Introduction
	1) Image processing methods for recognizing different protection platen states: Gao Jian et al. [5] eliminated the influence of shadows in images caused by illumination based on the improved Otsu threshold method and adopted the Graham algorithm to detect 
	2) Deep-learning networks for recognizing different protection platen states: Yuan Tuolai et al. [11] used the RPN algorithm to generate a detection box and delimit the search range and then used the trained fast RCNN algorithm to detect the valuable featu�
	1) The existing studies can only recognize the states of one type of protection platen, namely a Type-I or -II protection platen. However, there are various types of protection platen in the actual operating environment. To solve this problem, we propose a�
	2) The proposed protection platen classification algorithm automatically detects two protection platen types based on HSV color space weighting operators. The proposed operators quantify the color variation in the protection platen region of interest (ROI)�
	3) A new parallel multi-decision algorithm is proposed to recognize the states of a Type-II protection platen in which parallel multi-decision is achieved by the newly proposed watershed-color space difference-shape feature (W-CD-SF) method and the YOLOv5 �

	II. Methods
	A. Automatic Classification of Protection Platen Types based on HSV Color Space Weighting Operators
	1) ROI exaction of the protection platens: As shown in Fig. 3, the ROI of each protection platen is segmented in the images using the morphological method. The Sobel operator is used to calculate the image edges. Filtering and threshold processing are appl�
	2) Classification of protection platen types based on HSV color space weighting operators: To classify the types of protection platens, HSV color space weighting operators are proposed in this work. The proposed HSV color space weighting operators quantify�

	B. Automatic Detection of Type-I Protection Platen States based on YOLOv5
	C. Parallel Multi-decision Algorithm for Type-II Protection Platen States Detection
	1) Pre-processing: In this task, the quality of collected images is affected by the lighting, shooting distance, shooting angle, and other environmental factors. The highlights have a considerable influence on the protection platen segmentation. We adopt a�
	a) Highlight area detection based on the proposed adaptive kurtosis threshold method: The detection and restoration of highlight areas are important in protection platen state detection. We propose an adaptive kurtosis threshold method to obtain a binarize�
	b) Highlight area restoration by using the fast march algorithm: The fast marching algorithm [23] is adopted to restore the detected highlight areas. The algorithm repairs the highlight areas from the boundaries of the non-zero regions in the mask image an�

	2) Segmentation and feature extraction using the proposed W-CD-SF method: There are many protection platens in a protective panel image. To segment these protection platens, we propose a W-CD-SF method. The details of this method are introduced below.
	a) Preliminary segmentation based on a watershed algorithm: The watershed algorithm is adopted to obtain the preliminary segmentation results of the protection platen. This algorithm is a transformation defined on a grayscale image. This transformation tre�
	b) Irrelevant area elimination based on color space difference: In the second stage, we propose a new method to eliminate the irrelevant areas from segmented regions based on color difference. The irrelevant areas are mostly caused by uneven illumination a�
	i) Classification of sub-regions based on color distribution features: Each image is divided into several 4 × 4 sub-regions. For each sub-region, the pixel value variances in the R, G, and B channels are calculated separately. The sum of the calculated pix�
	ii) Interference points removal: The pixels are arranged by their corresponding pixel value, and the first-order difference of the sorted pixel sequence difference is calculated to qualify the pixel value difference. In this work, the pixels with correspon�

	c) Shape features extraction: To detect the states of Type-II protection platen, we extract the shape features of these segmented protection platens. These features are calculated based on the circumscribed rectangle of each protection platen’s connected d�

	3) Parallel multi-decision scheme based on W-CD-SF method and YOLOv5 network: The recognition result of Type-II protection platen using the W-CD-SF method is represented as , which consists of the state category  (including states “on,” “off,” or “standby”�
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	I. Introduction
	1) First, the dual authentication payment transaction method was provided.
	2) A mobile payment mechanism based on our suggested approach is demonstrated. Furthermore, Pay Platform serves as a trusted proxy for users when they want to securely communicate with Merchant Server. As a result, users can rest easy knowing that they won
	3) It is important to maintain the Pay Platform and Merchant Server as lightweight as possible, despite the fact that they must do computations for each transaction, in order to solve the scalability problem. When processing a payment on the Pay Platform o�
	4) The protocol was implemented to test the using the Bullet hash MDS, a mutated version of the Hellman algorithm, and various mobile payment protocols. Comparison reveals that our protocol is viable and efficient in terms of secure payments.

	II. Related Work
	A. Research Gap

	III. Problem Statement
	IV. Proposed Work
	A. BDAPT Protocol
	1) Registration phase: Users and merchants must register on the payment gateway in order to get legitimate credentials, such as a mobile PIN for login and the encryption key, which must be generated.
	2) Transaction phase: To make a payment, a user must first send a payment request to the merchant, which the merchant must confirm by verifying the user's payment information and personal information.
	3) Authentication phase: The Issuer and Acquirer calculate the trust value to authenticate the payment credentials and approve the payment via the confirmation from the merchant module, which is then executed on the payment gateway.

	B. Units Cryptographic Transaction
	1) Bullet hash MD5 algorithm: Integrity security is mostly provided via hash functions. Authentication is also provided when they are used in conjunction with digital signature and message authentication code (MAC) techniques. As an example of an important�
	1) First, need to take a look at the data in the form of a matrix Z.
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	2) Varying data formats: The data from 2001 to 2016 was in excel format and had a different format and parameters, and data from 2016 onwards was in pdf format and had a different set of parameters. A lot of time was taken to pre-process data into a desire�
	3) Size of the crime data: The data was huge as there are 11 sub-categories of crime against women, and each crime sub-category case status is stored. There are 13 types of case status. All this information is stored for 27 states and 8 Union Territories. �
	4) Missing values in crime data: There were a lot of missing values in the data, so the data cleaning was time-consuming. Hence, the SimpleImputer technique was used to handle missing data.
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	1) Source of data: According to the source of data, IDSs can be classified as Host-based, Network-based, and Hybrid. In stand-alone architectures, data is collected and analyzed locally from each node independently. Another approach is collaborative securi�
	2)  Scheduling of analysis: The intrusion detection process can trail different schedules (real-time, offline). In real-time analysis [20], data is collected, then immediately correlated and analyzed. Instantly, an appropriate decision is taken regarding t�
	3) Initiation: Nodes in IDSs can voluntarily participate in the intrusion detection process like in proactive systems. Monitoring units collect data that is automatically forwarded to analysis units. On the contrary, in driven systems, nodes wait for a dir�
	4) Types of shared data: Collaborative IDSs depend on sharing data among the network elements. There are three types of data: Raw, partially processed, and fully processed. Raw data is collected by nodes that are not equipped with any analysis units. Data �
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	II. Methodology
	A. Hardware Design
	1) Smoke detection sensor: The smoke detection sensor used is the Gravity Analog Infrared CO2 Sensor. This sensor works by sucking air around the sensor, then the sensor will determine the gas concentration of the inhaled air [16]. The sensor will get the �
	2) Fire detection sensor: The fire detection sensor used is a 5 Channel Flame Sensor. This sensor uses infrared rays in 5 directions with a range of 120 degrees and in the wave range of 700 nm – 1100 nm, with a detection distance of less than 1 meter and a�
	3) Temperature detection sensor: The temperature detection sensor used is the DS18B20 Temperature Sensor, this sensor has a sensor that is quite precise and does not require external components to work. This sensor can measure temperatures from -55 C to +1�

	B. Software Design
	1) Fuzzification: The fuzzification sub process will change the firm value that exists in the membership function or degree of membership. Based on the analysis carried out, the fire status is divided into three, namely, safe, caution, and danger. Where th�
	2) Inference: At this stage each rule or rule in the fuzzy knowledge base will be associated with a fuzzy relation. The general form of this function is If x is A then y is B. Based on the results of the linguistic variables determining the fuzzy set, the �
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	I. Introduction
	II. Literature Review
	A. Gamification
	B. ARCS Learning Model
	C. Octalysis Gamification Framework
	D. Multimedia Development Life Cycle (MDLC)

	III. Research Method
	IV. Result and Discussion
	A. Analysis of Current Learning Conditions
	B. Conceptualizing Mathematics M-Learning Gamification
	C. Octalysis Gamification Analysis
	1) Elements of Epic Meaning and Calling, the application convinces the user that he is doing something bigger than himself or that he is "chosen" to do something. Game techniques used in the application to be built include:
	a) Narrative, the application will start with a narrative or story that gives an idea of why the user should play the game or use this application.
	b) Free Lunch, to attract users there is a limited item for 20 users at the start of the game.

	2) Development and Accomplishment elements are used to encourage users to make progress, develop and overcome existing challenges or tasks. Game techniques used in the application to be built include:
	a) Progress Bars, there are 2 types of progress bars in the application. The first progress bar is useful for showing the progress of the usage adventure, this progress bar illustrates how far the user has completed the existing material, for example, the �
	b) Achievement Symbols are used in the form of badges or badges. Every completed action or task will get feedback in the form of a badge. Status Points: each user has status points as a measuring tool or assessment in carrying out existing tasks.
	c) The leaderboard is used as a facility to compare the achievements of one player with other players. The use of the leaderboard also aims to motivate players to always feel challenged to be the best.
	d) Quest List, is used to displaying what tasks or challenges the user has to do in the application.

	3) Empowerment is an element that is made so that users can be as creative as possible in solving problems. The following are the game techniques used in the application to be built:
	a) Milestone Unlock: Correlating with the quest list, the existing materials, exercises, and exams cannot be accessed directly by the user. Availability depends on the related task, if the related task has been completed; it means that the user has met the�
	b) Plant Picker: Each user has different abilities; they can freely determine the reward they choose.

	4) Ownership and Possession are elements where users are motivated because they feel like they own something. When a player feels ownership, he innately wants to make what he has better and have more of it. The following are the game techniques used in the�
	a) Avatar: Each user has their avatar.
	b) Virtual Goods: Correlating with the avatar game element, where the existing avatar is created based on the user's wishes, the user can choose the hair, clothes, and eyes for his avatar.
	c) Build-From-Scratch: User avatars can be changed by purchasing items in the shop and using limited items from quest/task rewards.
	d) Collection Sets: Users can provide feedback in the form of likes to their friends for group activities or assignments.

	5) Elements of Social Influence and Relatedness are used to encourage users about guidance, competition, jealousy, group seeking, social possessions, and friendship so that users continue to use existing applications. The following are the game techniques �
	a) Trophy Shelves: Trophy Shelves are implemented in the leaderboard and profile where each user can see other users' searches.
	b) Group Quest: There are several materials where training sessions must be carried out together, with this game technique users can interact with each other.
	c) Social Prods: Implemented in the form of “likes” after doing Group Quests as a form of appreciation for fellow users.

	6) The element of Scarcity and Impatience is the drive that motivates us simply because we cannot have something immediately, or because there is great difficulty in getting it. The following are the game techniques used in the application to be built:
	a) Dangling and Anchored Juxtaposition: Energy usage limits the number of tasks taken per day.
	b) Appointment Dynamics: This game technique is implemented using push notifications, where users will be given a message every week to use this application.

	7) Unpredictability and Curiosity elements are user urges to find out what will happen next. The following is the game technique used in the application to be built:
	a) Mystery Boxes/Random Rewards: There are mystery box items as rewards in several missions.
	b) Easter Eggs/Sudden Rewards: There are limited rewards on some missions if the user reaches certain conditions.
	c) Visual Storytelling: Dealing with Narrative elements where these elements are used as a visualization of the existing narrative.
	d) Evolved UI: The existing UI will evolve according to the user level.

	8) The Loss and Avoidance element motivates the user through the fear of losing something. For example, if our mission gets a low star rating, the user's points are reduced. The following are the game techniques used in the application to be built:
	a) The Sunk Cost Prison: Due to dangling and anchored juxtaposition, the user's energy will be reduced if he exits the application while carrying out certain processes, for example in the training process.
	b) Countdown Timers: related to the sunk cost prison and Dangling and Anchored Juxtaposition after the energy runs out the user cannot perform activities for a certain time.
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	1) Tutorial design process: Learning materials (tutorials) are studied using a linear tutorial model and branched tutorials depending on the actions taken by students according to the application of game elements in the previous analysis. The linear tutori�
	2) Exercise and exam design process: The evaluation process is carried out using two methods, namely practice questions and exams. Students can do 2 practice modes, namely self-practice (Fig. 16), joint practice or multiplayer (Fig. 17), and independent ex�
	3) Quest flow design: Not all existing processes can be accessed freely by users; certain requirements must be completed first. The following is an analysis of the quest flow in the application that was built, which can be seen in Fig. 21.
	4) Rewards flow design: The form of rewards is adjusted to the status used in existing applications; rewards can be in the form of points or badges for students who have completed an activity. The flow of rewards can be seen in Fig. 22.
	5) Leaderboard flow design: The leaderboard is obtained from the accumulation of student learning outcomes, obtained from the completion of tutorials, completion of exercises and exams as well as other activities. Fig. 23 shows the workflow of the leaderbo�
	6) Avatar flow design: The avatar in the application can change according to the student's level status. Changes in avatars depend on student learning achievements, namely tutorials, evaluations, and points obtained. The following is the avatar flow for th�
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	A. Fungal Diseases
	B. Viral Diseases
	C. Bacterial Diseases

	II. Related Work
	III. Proposed Methodology
	A. Dataset Description
	1) Grape: black rot: Black rot fungus attacks on leaves grown in warm, wet seasons, the black rot fungus attacks the upper surface of the leaves, turning them reddish-brown and causing round to angular dots to emerge. As the spots merge, irregular reddish-�
	2) Grape: leaf blight: It is also a fungal disease on leaves grown in high humidity conditions, caused by Exserohilumturcicum. At first, small yellow dots emerge along the leaf margins, then grow to become brown patches as shown in Fig. 4.
	3) Grape: esca (black measles): The esca fungus can affect leaves at any time during the growing season, but it is most common in July and August. The symptom is an interveinal "striping". In red varieties, the "stripes" are dark red, while in white cultiv�

	B. Proposed System
	1) Data preprocessing: Preprocessing of the dataset is one of the major roles in training a model. First, divided dataset into three categories: training 70%, validation 20%, and 10% for testing, as shown in Table I. Second, grape images are resized to 224�
	2) Model building: Transfer learning is a great approach because it allows to use a pre-trained CNN model with multiple datasets to train a specific dataset.
	3) Ensemble learning: After applying the flattening layer to each model, added the merged layer to aggregate the flattening layer from each network and use it as an input (new input) for the ensemble learning model. Then, added a dense layer that allowed e�
	4) Training phase: The proposed model compiled with the Adam optimizer [20] is a stochastic gradient descent method with a learning rate equal 2e-5. The loss function is a categorical cross-entropy [21] that is used in the multi-class classification task e�
	5) Testing phase: The best-saved weights were loaded after those testing images were loaded. Finally, images were resized to 224*224 and fed the testing images to the model to classify four classes of the grape leaves' diseases.
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	Paper_68-An_Extractive_Text_Summarization
	I. Introduction
	II. Related Work
	III. Porposed Method
	A. Preprocessing
	B. Features used
	1) Sentence position: The key concept here is that sentences that appear at the beginning or end of the input text are considered more important than other sentences. So for the initial and final sentences, initialize 1 and those that are not the initial a�
	2) Sentence lenght (in document): The sentence length feature in the document is used to filter out short sentences such as the author's name, address and date that might be found in news documents. Sentences that are too short are not expected to be part �
	3) Sentence length (in paragraph): In this feature, short sentences may not represent the topic of the document because the words contained in it are few. Thus, long and short sentences are given low scores. The value of sentence length in paragraphs is ca�
	4) Thematic word: This feature is quite important in text summarization because terms that appear frequently in a document may be related to the topic. The thematic word count indicates the words with the maximum relativity possible [25]. After getting the�
	5) Title word: This feature is used to find the number of words in the title that appear in the sentence. Words in sentences that also appear in the title is given a high score [6]. Calculate score for this feature which is the ratio of the number of words�
	6) Numerical: In the summary, text or sentences containing numbers are considered informative. So in this feature, sentences with a lot of numerical data need to be considered to be included in the summary. The way to calculate it is to calculate the ratio�
	7) Inverted comma: Inverted commas usually indicate direct conversation, title or name, and also contain important information [26]. The inverted comma is calculated using the following equation.

	C. Fuzzy Logic System
	1) Fuzzifiers: The first process in the Fuzzy system is to transform raw crisp values into membership values through membership functions. This means that the membership function for each fuzzy set must be determined first. In this section, the input i�
	2) Fuzzy inference engine: This section is the main part of fuzzy logic. Here will be calculated formulas so as to produce output. There are two things that serve as a reference for this calculation, namely the membership function in the previous section a�
	3) Rule base: The rule design process is an important part in the fuzzy classification algorithm. In this study, to help activate the rule, the decision tree method was used in designing the if-then rules. From the results of making the decision tree, 33 i�
	4) Defuzzification: converting linguistic inference results back into sharp outputs. In this study, the centroid defuzzification method was chosen for us to use. This method is the default method where it works by returning the center of the area under the�

	D. Decision Tree (for Rule Fuzzy)
	E. Evaluation

	IV. Experiment and Result
	A. Compared Methods
	1) Fuzzy-decision tree: In our Fuzzy-Decision Tree method, the first start by setting the fuzzy set in three input variables: high, medium, low (for each feature). The selected sentences must represent an informativeness or indicate the level of importance�
	2) Baseline: The baseline system is the basic information collected before a program starts. For comparison if using DUC 2002, use Baseline-1 DUC 2002. Baseline-1 is the first 100 words from the beginning of the document as determined by DUC 2002 https://w�
	3) Sentence ranking: Sentence method selects sentences based on word frequency. First of all choose fetch keywords. After that it calculates the frequency of each keyword such as how often it appears from the maximum frequency this keyword is taken and cal�
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	I. Introduction
	1) This work provides a significant way of detecting/ dosing the PD in patients using an IoT environment.
	2) This work proposed a PD diagnosis model by utilizing effective feature extraction and selection method.
	3) This work also adopts various performance evaluation metrics to predict healthy and PD patients with the help of collected data patterns.
	4) The work also focuses on the comparison of the proposed model on the basis of selected and unselected features set in classifying healthy and PD patients in an IoT environment.

	II. Outline About Major Causes, Symptoms and Measurable Indicators of PD
	1) Motor symptoms (movement-based symptoms)
	2) Non-Motor symptoms (non-movement-based symptoms)

	III. IoT Approach Toward PD Diagnosis
	IV. Materials and Methods
	A. PD Dataset Description
	B. Proposed ML-based Parkinson's Disease Diagnosis Model
	1) For a given training set S=s1, s2,.….., sn with classes Z=z1,z2…,zn, bagging method repetitively (B times) selects a random sample with replacement and applied  these samples to fit the tree. For b=1,... B: Selects n training samples from S and Z; and c�
	2) Train the classification tree Rb on Sb, Zb.
	3) After training phase, predictions for unknown sample S’ can be done by taking the majority votes from each classification tree.
	4) For a given training set S=s1, s2,. ….., sn with classes Z=z1,z2…,zn, bagging method repetitively (B times) selects a random sample with replacement and applied these samples to fit the tree. For b=1, ..,B: Selects n training samples from S and Z; and c�
	5) Train the classification tree Rb on Sb, Zb
	6) After training phase, predictions for unknown sample S’ can be done by taking the majority votes from each classification tree.
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	III. Material and Method
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	E. Crossing Frequency Features
	F. Feature Selection using Genetic Algorithm
	G. Gradient Boosting Machine Fusion
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	a) If yi = 0, then predict the class label of x0 using models ,𝐹-𝑖-01., ,𝐹-𝑖-02., ,𝐹-𝑖-03., and ,𝐹-𝑖-04. to obtain yi ,𝑦-𝑖-01., ,𝑦-𝑖-02., ,𝑦-𝑖-03., and ,𝑦-𝑖-04. from each model, for i = 1, 2.
	b) If yi = 1, then predict the class label of x0 using models ,𝐹-𝑖-01., ,𝐹-𝑖-12., ,𝐹-𝑖-13., and ,𝐹-𝑖-14. to obtain yi ,𝑦-𝑖-01., ,𝑦-𝑖-12., ,𝑦-𝑖-13., and ,𝑦-𝑖-14. from each model, for i = 1, 2.
	c) If yi = 2, then predict the class label of x0 using models ,𝐹-𝑖-02., ,𝐹-𝑖-12., ,𝐹-𝑖-23., and ,𝐹-𝑖-24. to obtain yi ,𝑦-𝑖-02., ,𝑦-𝑖-12., ,𝑦-𝑖-23., and ,𝑦-𝑖-24. from each model, for i = 1, 2.
	d) If yi = 3, then predict the class label of x0 using models ,𝐹-𝑖-03., ,𝐹-𝑖-13., ,𝐹-𝑖-23., and ,𝐹-𝑖-34. to obtain yi ,𝑦-𝑖-03., ,𝑦-𝑖-13., ,𝑦-𝑖-23., and ,𝑦-𝑖-34. from each model, for i = 1, 2.
	e) If yi = 4, then predict the class label of x0 using model ,𝐹-𝑖-04., ,𝐹-𝑖-14., ,𝐹-𝑖-24., and 𝐹 to obtain yi ,𝑦-𝑖-04., ,𝑦-𝑖-14., ,𝑦-𝑖-24., and ,𝑦-𝑖-34.from each model, for i = 1, 2.
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	1) Accuracy: The accuracy calculates how many correct results your model managed to identify.
	2) Sensitivity: The sensitivity represents the fraction of relevant results that were retrieved; it uses also the information provided by the confusion matrix.
	3) Specifity: The specificity also called true negative rate, measures how well a model can identify true negatives.
	4) Cohen’s kappa: The Cohen’s Kappa is a statistic measure, commonly referred to as inter-rater reliability. This metric reflects the reliability of two raters, who are rating the target result and the real one, and identifies how frequently the raters agr�
	5) Matthew’s correlation coefficient (MCC): Matthew’s correlation coefficient (MCC), is a metric that aims to evaluate the quality of binary classification. MCC is often used when dataset are unbalanced, and it’s unimpressed by disproportions related to de�

	C. Modeling

	VI. Feature Relevance Exploration
	A. Feature Selection usingXGB and LightGBM
	B. Using MLP Model with Relevant Features

	VII. Results Interpretations
	VIII. Conclusion and Future Work
	References
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	I. Introduction
	II. Related Work
	A. Problem Statement

	III. Methodology
	A. MSK-TCNN-RAVO Review Training Process
	1) Pre-processing: Reviews are usually composed of incomplete expression, a variety of noise and poorly structured sentences. Noise and unstructured Twitter data will affect the performance of tweet sentiment classification [23], [24]. Prior to feature sel�
	2) Review-stop-words removal: The input of this section is the pre-processed review data. In the actual pre-processing section, the basic stop-words, numbers, and symbols are removed. But the remaining enhanced review contains the word which does not revea�
	3) Sentence matrix generation: The Sentence Matrix 𝑆𝑀 represents a sentence in the matrix form. The dimension of 𝑆𝑀 is fixed as 7×7. It is fixed by maintaining a trade-off between complexity and accuracy. A sentence of the enhanced review (after removi�
	4) Training of MSK-TCNN-RAVO Algorithm: This algorithm is comprised of multi-size, multi-dimensional kernels. The varying kernel adopted in this technique retrieves features only from the exact data and not from the padded data. The dual pooling operations�
	a) 3×7 Size Kernel based Convolution: This convolution process is performed using six 3×7 size kernels such as, k-0.,,k-1.,,k-2.,,k-3.,,k-4., and ,k-5.which is represented in Fig. 4. The column width of these kernels is fixed as seven, because the length o�
	a) 3×7 Size Kernel based Convolution: This convolution process is performed using six 3×7 size kernels such as, k-0.,,k-1.,,k-2.,,k-3.,,k-4., and ,k-5.which is represented in Fig. 4. The column width of these kernels is fixed as seven, because the length o�
	b) 5×7 Size Kernel based Convolution: Here, the convolution process is performed using four 5×7 size kernels such as ,𝑘-6., ,𝑘-7., ,𝑘-8., and ,𝑘-9. to generate four convoluted matrices such as ,𝐶𝑀-𝑘6., ,𝐶𝑀-𝑘7., ,𝐶𝑀-𝑘8., and ,𝐶𝑀-𝑘9.. The fou�
	b) 5×7 Size Kernel based Convolution: Here, the convolution process is performed using four 5×7 size kernels such as ,𝑘-6., ,𝑘-7., ,𝑘-8., and ,𝑘-9. to generate four convoluted matrices such as ,𝐶𝑀-𝑘6., ,𝐶𝑀-𝑘7., ,𝐶𝑀-𝑘8., and ,𝐶𝑀-𝑘9.. The fou�
	c) One Dimensional Varying Kernel based Convolution: In Sentence matrix 𝑆𝑀, the length of a word may be less than the matrix length 7. In this case, padding operation pads the necessary quantity of NULL data to meet the length of the 𝑆𝑀. However, the p�
	d) ReLU Operation and Feature Matrix Generation: In this research, the ReLU function is used as activation function after convolution process. The function returns 0 if it receives any negative input, but for any positive value x, it returns the same value�
	e) Pooling Operations: The pooling operation reduces the size of the feature map by keeping the key information. This research applies two types of pooling operations such as maximum pooling and Average pooling which essentially extracts the essence of the�
	f) Feature Map Vector Generation: The feature map vector generation is performed to collect the same features of same size kernels into small groups. The size reduced 3×7 kernels are grouped in order to generate feature map vector ,𝐹𝑉-0. using  (16).
	g) Softmax Function: The resultant feature map vectors ,𝐹𝑉-0., ,𝐹𝑉-1., and ,𝐹𝑉-2.holds four elements each. The output of the convolution layer is flattened into a 1D array called as F, which is given as input to the fully connected layer. The output �
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	C.   RAVO Driven MSK-TCNN
	D. Exploitation
	1) Competition for food: If the condition has obtained,,,𝐹-(,𝑇-𝑝.)...,>. 0.5, means that the vultures in the environment are highly satiated and they have considerable energy for surviving. This can be determined by Equation (28).
	a) Aggressive Competition for Food



	IV. Analysis and Discussion
	1) Weakly supervised deep embedding for review Sentence sentiment classification (WS_RSSC) [28].
	2) Sentiment similarity analysis based mining of user’s trust from e-commerce reviews (SSA_TER) [29].
	3) CNN based multiple convolution and pooling for text sentiment classification (CNN_MCP_TSC) [30].
	1) Dataset of Laptop Product Review (DS1_LPR) [28].
	2) Dataset of Camera Product Review (DS2_ CPR) [28].
	3) Dataset of Mobile Product Review for NOKIA 3310 (DS3_MPR3310) [28].
	4) Dataset of Mobile Product Review for SAMSUNG EPIC 4G (DS4_MPRSE4G) [31].
	5) Dataset of Mobile Product Review for NOKIA 105 (DS5_MPR105) [32].
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	Paper_75-Comparison_of_Image_Enhancement_Algorithms
	I. Introduction
	II. Datasets used
	III. T2FS, RB and HE based Image Enhancement
	A. T2FS[20]
	B. Retinex based Algorithm
	1) RBMA [26]: Mohammad Abid et al. [26] proposed RBMA which involves in determining the log of the illumination and the original images followed by computation of GCS (Gama Corrected Sigmoid function) .The enhanced output of Retinex-based Multiphase Algori�
	2) FBEM [27]: Xueyang Fu et al. [27] employed an illumination estimating algorithm based on morphological closing image and an illumination image. The two inputs -improved and contrast-enhanced versions of the first decomposed illumination were derived usi�
	3) AIEM [28]: Wencheng Wang et al. [28] proposed Adaptive Image Enhancement Method for Correcting Low-Illumination Images. The original RGB image is converted to HSV color space, and the V component is used to extract the illumination component of the scen�
	4) FEAE [29]: Xuan Dong et al. [29] proposed a Low lighting video enhancement algorithm by applying the invert operation on low lighting video frames, and then performing haze removal on the inverted video frames, before performing the invert operation aga�
	5) LIME [30]: Xiaojie Guo et al. [30] proposed an effective low-light image enhancement (LIME) method. More concretely, the illumination of each pixel is first estimated individually by finding the maximum value in R, G and B channels. Further, we refine t�
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